The regularity of polysemy patterns in the mind: Computational and experimental data

Alizée Lombard, Université de Fribourg, CH, alizee.lombard@unifr.ch
Anastasia Ulicheva, Royal Holloway University of London, UK, anastasia.ulicheva@gmail.com
Maria Korochkina, Royal Holloway University of London, UK, Maria.Korochkina@rhul.ac.uk
Kathleen Rastle, Royal Holloway University of London, UK, Kathy.Rastle@rhul.ac.uk

Linguists have often observed that the sense extensions in polysemous words follow patterns. Yet, these patterns have rarely been quantified, and it is unknown whether language users are sensitive to them. We developed four regularity metrics, focusing in this initial study on metaphor patterns that apply to nouns. We further tested adult English speakers’ capacity to understand new senses in an acceptability judgement task. We compared novel senses that followed a metaphor pattern against novel senses that did not respect any pattern. Our results showed that novel senses were judged as more acceptable when they were part of a polysemy pattern as opposed to when they were not. We also assessed whether acceptability judgements were influenced by the degree of regularity of the pattern that they follow. The results confirmed the psychological validity of degree of regularity as a measure: the more regular the polysemy pattern, the more acceptable the new sense following that pattern. Regularity metrics that captured the consistency with which a pattern is instantiated were more successful in predicting acceptability ratings than regularity metrics that captured the number of times a pattern is instantiated. These results motivate future psycholinguistic studies investigating the influence of regularity on learning, processing, and storage of polysemes in a more nuanced way than has been possible previously.
1. Introduction

Lexical ambiguity is one of the most fascinating properties of language. The same form can have several meanings; these meanings may be unrelated homonyms (e.g., dog bark versus tree bark), or they may be related polysemes (e.g., run for office versus run a company). For decades, research has probed why languages tolerate ambiguity (e.g., Wittgenstein, 1958), and how the cognitive system resolves the challenges it poses for language comprehension (e.g., Johnson-Laird, 1987; Swinney, 1979). This article focuses on a relatively understudied aspect of polysemy. Specifically, we ask whether there are patterns that govern the process of sense extension in polysemy, how these can be quantified, and whether adult language users are sensitive to them.

The different senses of polysemous words are most commonly linked by two types of lexical construct. One such construct is metaphor, where different senses have an analogical relationship, because they refer to something that is similar in form, function, or behaviour (e.g., pig ‘animal’ and pig ‘dirty person’). Alternatively, senses can be linked through metonymy, a construct in which different senses have a logical relationship, such as action-agent, part-whole, container-content, or cause-effect (e.g., tin ‘metal’ and tin ‘object made of tin’). Importantly, metaphor and metonymy are both constructs that allow the creation of new words by extending the meanings of already existing words, thus bypassing the need to create new lexical forms (Gibson et al., 2019). Polysemy provides a highly efficient mechanism for lexical creativity, and it is therefore unsurprising that its use is widespread in natural languages (Srinivasan & Rabagliati, 2015). Moreover, since there is some evidence that meaningful relationships between senses facilitate the learning of new senses (Fang et al., 2017; Rodd et al., 2012), it may be that polysemy also provides a vehicle for efficient word learning.

Polysemy can also be characterised in terms of the regularity of the underlying construct. Consider, for instance, pig, wolf, and shark. These words all have a base meaning, ‘animal’ (SENSE 1), and another, less frequent meaning indicating a person: ‘dirty person’ for pig, ‘lonely person’ for wolf, and ‘aggressive person’ for shark (SENSE 2). Because many other words in English exhibit the same type of extension (bird, chicken, leech, sheep, etc.), the pattern ANIMAL → PERSON can be described as regular (see also Apresjan, 1974). On the other hand, if a semantic extension appears only in one polysemous word (e.g., ANIMAL → COMPANY as in unicorn ‘fantastic animal’/‘startup company valued at over 1 billion’), it can be considered irregular. Previous discussion of polysemy has sometimes gone further than a binary distinction between regular and irregular patterns (Barque et al., 2018; Copestake & Briscoe, 1995; Dölling, 2020; Nunberg, 1995; Nunberg & Zaenen, 1992; Pustejovsky, 1995); for example, the pattern PHYSICAL PROPERTY → PSYCHOLOGICAL PROPERTY (softness, solidity, volatility, …) intuitively seems more regular than the pattern ANIMAL → PERSON (pig, wolf, shark, …). However, to date, few attempts have been made to assess or quantify the graded nature of polysemy regularity.
There has been substantial interest in how the different types of lexical ambiguity influence language processing (for an overview, see Eddington & Tokowicz, 2015; Falkum & Vicente, 2015; and see also Duffy et al., 1988; Frazier & Rayner, 1990; Klepousniotou, 2002; Pylkkanen et al., 2006), but work investigating how the regularity of polysemy patterns influences processing is very limited. In terms of types of ambiguity, one of the critical findings in this literature is that the unrelated senses of ambiguous words (e.g., *dog bark* versus *tree bark*) must have separate representations in the mental lexicon, while the related senses (such as *run* for office versus *run* a company) must have overlapping mental representations (e.g., Brocher et al., 2018; Frisson, 2009; Frisson & Pickering, 1999; Rodd et al., 2002). Studies have also found a stronger relationship between senses related through metonymy (such as *tin* ‘material’ versus *tin* ‘object’) than between those related through metaphor (such as *pig* ‘animal’ versus *pig* ‘dirty person’; Klepousniotou & Baum, 2007; Klepousniotou et al., 2008; Klepousniotou et al., 2012; Lopukhina et al., 2018; Yurchenko et al., 2020). In terms of the regularity of polysemy patterns, some studies have investigated whether senses resulting from irregular extensions are processed differently from those resulting from regular extensions (Brocher et al., 2018; Rabagliati & Snedeker, 2013), while others have examined the extent to which polysemy patterns are shared across languages (Srinivasan & Rabagliati, 2015). However, these studies have tended to characterise different forms of polysemy in a categorical manner; for example, by associating regular polysemy with metonymy and irregular polysemy with metaphor (e.g., Apresjan, 1974; Brocher et al., 2018; Klepousniotou et al., 2012).

There have been various approaches to quantifying aspects of polysemy in a graded manner; however, most of these measures have focused on aspects of *single words* such as sense dominance (Gilhooly & Logie, 1980; Twilley et al., 1994) and sense uncertainty (e.g., Filipović Đurđević & Kostić, 2023) rather than properties of polysemy *patterns* such as regularity. To date, only one approach to quantifying polysemy regularity in a non-categorical manner has been developed. Srinivasan and Rabagliati (2015) asked 33 speakers of 14 languages to judge the extent to which 27 polysemy patterns found in English are also found in other languages. They found that patterns that had more similar senses across languages were also more generative, in the sense that novel senses that followed these patterns were judged as more acceptable. For example, in English, words like *chicken* and *lamb* can label both the animal and its meat (pattern ANIMAL → MEAT); this pattern is attested in many other languages and is thus highly generative. In contrast, while, in English, words such as *tin* and *glass* can denote both the material and the artefact made of this material (pattern MATERIAL → ARTEFACT), in many other languages examined in Srinivasan and Rabagliati (2015), the words denoting these materials did not denote the same artefacts (e.g., in French, *étain* denotes the same silvery-white metal the English word *tin* refers to, but, unlike *tin*, it cannot be used to refer to an airtight container made of tinplate, and, in Russian, unlike English, the word that refers to the material 'rubber' can also refer to a car tyre), and in
other languages, this pattern was not present at all, suggesting that it is less generative. Critically, Srinivasan and Rabagliati’s approach to quantifying polysemy patterns was based on the notion of cross-linguistic regularity. One advantage of this approach is that it offers novel insights into why conceptual structure makes some sense relations easier to grasp than others, and hence, why particular polysemy patterns are attested across multiple languages. Yet their approach does not allow one to quantify the strength of specific polysemy patterns within a language. Moreover, because their metrics are based on the linguistic intuitions of a small number of informants for each language, the reproducibility of their results is difficult to attest. It is thus more desirable to quantify finer gradations of polysemy regularity using information that can be derived from corpora, yet, we are not aware of any research that has attempted to do that.

The research presented in this article therefore had two aims. Our first aim was to investigate how to quantify polysemy regularity in a graded manner and by means of corpus-derived metrics, focusing in this initial investigation on metaphor patterns that apply to nouns. We propose four potential metrics of regularity and describe the methods used to compute them. Our second aim was to test adults’ sensitivity to polysemy regularity using these four metrics. We tested adults’ capacity to understand new senses in an acceptability judgement task involving existing and novel polysemy extensions (e.g., ‘the knee of a mountain road’ derived from the BODY PART → OBJECT PART pattern). We then used our four metrics of regularity to assess whether the acceptability of these novel extensions was influenced by the degree of regularity of the polysemy patterns from which they were derived. In the following sections, we first describe the four measures of regularity that we developed and then report an experimental study in which we assessed speakers' sensitivity to pattern regularity.

2. Measuring regularity

In this section, we first introduce four measures that can be used to quantify the degree of regularity of polysemy patterns and then use semantic information extracted from the WordNet corpus to compute these four measures for 15 polysemy patterns in English. These patterns were selected based on the previous research on polysemy (Apresjan, 1974; Brocher et al. 2016, 2018; Carston & Wearing, 2011; Klepousniotou, 2002; Klepousniotou et al., 2012; Lakoff & Johnson, 1980; Srinivasan & Rabagliati, 2015) as well as our professional knowledge.

2.1 Measures of regularity

Our work builds on a previous verbal description of how polysemy regularity might be derived from corpora (Lombard et al., 2023). Lombard et al. (2023) proposed that a given pattern’s regularity could be quantified as a ratio of two quantities. The numerator represents the number of words that instantiate a given pattern: that is, the number of words that, in addition to their “base” sense (SENSE 1), also have a “target” sense created through the process of sense extension
(SENSE 2). In turn, the denominator is the number of words that have SENSE 1 (irrespective of whether they instantiate the pattern). This ratio can be calculated either in a type-based or in a token-based manner. However, because no lexical-semantic database such as WordNet is currently available for French, Lombard et al. (2023) were unable to extract the information necessary to actually compute the proposed measures. The study reported here extends Lombard et al.’s proposal to quantify polysemy patterns in English.

Four measures were developed to capture to what extent words that have one sense also have another sense derived through a polysemic extension (e.g., SENSE 1 of pig is ‘animal’ and SENSE 2 is ‘person’). Measure (1), $R_1$, is a count of the number of words that have both SENSE 1 and SENSE 2 in a given pattern. Measure (2), $R_2$, is a ratio of $R_1$ and the number of words with SENSE 1, regardless of whether they also have SENSE 2. Thus, while $R_1$ represents a raw count of the number of words that instantiate a pattern, $R_2$ reflects the instantiation rate of the pattern amongst the words on which this pattern could in theory operate. In this respect, $R_2$ is comparable to the measure of morphological productivity proposed by Aronoff (1976) (the ratio of all attested words to all possible words for a given morphological pattern). In (1) and (2) below, $N_{s_2}$ denotes the number of words that have both senses, and in (2), $N_{s_1}$ represents the number of words with at least SENSE 1.

\[
\begin{align*}
R_1 &= N_{s_2} \\
R_2 &= \frac{N_{s_2}}{N_{s_1}}
\end{align*}
\]

To account for the fact that regularity is likely to play a more important role when a pattern is instantiated by a very frequent as opposed to an infrequent word, regularity measures $R_3$ and $R_4$ (shown below in (3) and (4), respectively) weight the first two regularity measures, $R_1$ and $R_2$, by the log-frequency of occurrence of the word. In formulae given in (3) and (4) below, $f_w$ represents the form frequency of a given word ($w$).

\[
\begin{align*}
R_3 &= \frac{N_{s_2}}{\sum_{w=1}^{N_{s_2}} \log(f_w)} \\
R_4 &= \frac{\sum_{w=1}^{N_{s_2}} \log(f_w)}{\sum_{w=1}^{N_{s_1}} \log(f_w)}
\end{align*}
\]

2.2 Pattern extraction from corpora

We used WordNet (Fellbaum, 1998; Miller, 2005) to identify words with one or two senses for each of the polysemy patterns under investigation (see Table 1). WordNet is an English lexical database that contains semantic structures for 117,000 synsets, where a synset is defined as
an unordered set of synonyms organised around one sense (i.e., words that denote the same concept and are interchangeable in many contexts). For example, pig has 6 senses in WordNet and thus appears in 6 different groups of synonyms (see example (5) below), where each group is linked to others through some semantic relationship. One possible type of semantic relationship is hyponymy (also called hypernymy or super-subordinate relation): the association between a specific term, a hyponym, and a generic term, a hypernym, that includes all the semantic features of the hyponym (e.g., pig and animal). Words that belong to the same level in the hierarchy are called co-hyponyms (e.g., pig, dog, mouse, cat, etc.). In WordNet, each word (e.g., pig) appears in a hierarchical tree that links it to its more specific subtype sense (e.g., porker) as well as to its broader senses up to a root node (e.g., swine, even-toed ungulate, placental mammal, mammal, vertebrate, chordate, animal, organism, living thing, whole, physical object, physical entity, entity).

(5) 
  a. hog, pig, grunter, squealer, Sus scrofa — ‘domestic swine’
  b. slob, sloven, pig, slovenly person — ‘a coarse obnoxious person’
  c. hog, pig — ‘a person regarded as greedy and pig-like’
  d. bull, cop, copper, fuzz, pig — ‘uncomplimentary terms for a policeman’
  e. pig bed, pig — ‘mold consisting of a bend of sand in which pig iron is cast’
  f. pig — ‘a crude block of metal (lead or iron) poured from a smelting furnace’

This hierarchical organisation of the different groups of synonyms in WordNet makes it possible to determine the degree of regularity for each polysemy pattern. More specifically, for each polysemy pattern SENSE 1 → SENSE 2, one can retrieve all synonyms of all words that have SENSE 1 as their hypernym (e.g., ‘animal’). Then, for each of these synonyms, it can be verified whether it also has a sense for which SENSE 2 is a hypernym (e.g., ‘person’). Figure 1 illustrates with the example of pig how the hierarchical tree structure of WordNet can be used to determine how many words with SENSE 1 (‘animal’) also have SENSE 2 (‘person’).

We performed the steps described above separately for 15 polysemy patterns using the NLTK library (Bird et al., 2009) in Python (www.python.org). By selecting these specific patterns, we attempted to sample as many unambiguous metaphor patterns as possible, within the limits of our linguistic knowledge. For each of these patterns, the procedure discussed above resulted in a list of all words with SENSE 1 and an indication of whether each of these words also had SENSE 2. For example, for the ANIMAL → PERSON pattern, the words and expressions in (6a) have both senses, while those in (6b) do not.

(6) 
  a. hog, pig, dog, bear, snake, black sheep, guinea pig, killer bee, water rat, …
  b. grunter, Sus scrofa, fish, allosaurus, angler fish, angoumois moth, …
Next, for every word contained in the lists, we retrieved the frequency of occurrence as reported in Subtlex-UK (Van Heuven et al., 2005). Because Subtlex-UK contains only unigrams, we had to exclude all multiword expressions (e.g., Sus scrofa, black sheep, guinea pig, killer bee, water rat) and sequences that were not part of Subtlex-UK (e.g., geometry teacher, ungulated animal, or bad person) from our lists. Furthermore, we also excluded all words that were not listed in the Oxford English Dictionary (OED Online, 2022), which resulted in removal of 28.220% of our original sample of 103,219 words. We then manually verified that each remaining word had both SENSE 1 and SENSE 2 and further removed the polysemous words whose semantic extension was not based on metaphor. By the end of pre-processing, our sample consisted of 74,093 unique lexemes, and we then computed the four regularity measures for each of the 15 patterns (Table 1). Pearson correlation tests (see Table 2) showed that there are strong positive correlations between the corresponding type-based and frequency-weighted measures for both the count (R₁ and R₃) and the ratio (R₂ and R₄) measures. Figure 2 depicts the relationship between the four regularity measures for each of the 15 patterns. The technical information about the extraction and pre-processing of polysemy patterns are available on the project's repository on OSF: https://osf.io/uhy75/.

Figure 1: Hypernym structure of pig₁, pig₂, and pig₃ from (5).
Table 1: Regularity measures. For each pattern, the table reports the number of words with both SENSE 1 and 2 (S1&S2) and the number of words with SENSE 1 (S1) only. Patterns chosen for the experimental part of our study are indicated with an asterisk (*).

<table>
<thead>
<tr>
<th>Pattern (SENSE 2 → SENSE 1)</th>
<th>S1&amp;S2</th>
<th>S1</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>*ANIMAL → ARTIFACT</td>
<td>17</td>
<td>4101</td>
<td>17</td>
<td>0.004</td>
<td>84.298</td>
<td>0.043</td>
<td>mouse, bug, drone, …</td>
</tr>
<tr>
<td>*ANIMAL → PERSON</td>
<td>109</td>
<td>3989</td>
<td>109</td>
<td>0.027</td>
<td>503.309</td>
<td>0.117</td>
<td>pig, shark, fox, …</td>
</tr>
<tr>
<td>ANIMAL CRY → COMMUNICATION</td>
<td>10</td>
<td>27</td>
<td>10</td>
<td>0.270</td>
<td>44.283</td>
<td>0.442</td>
<td>bark, cackle, howl, …</td>
</tr>
<tr>
<td>*ARTIFACT → MESSAGE</td>
<td>27</td>
<td>11888</td>
<td>27</td>
<td>0.002</td>
<td>146.063</td>
<td>0.007</td>
<td>garbage, rubbish, …</td>
</tr>
<tr>
<td>*BODY PART → OBJECT PART</td>
<td>93</td>
<td>1591</td>
<td>93</td>
<td>0.055</td>
<td>498.860</td>
<td>0.171</td>
<td>heart, head, leg, …</td>
</tr>
<tr>
<td>FOOD → QUANTITY</td>
<td>3</td>
<td>2010</td>
<td>3</td>
<td>0.002</td>
<td>21.009</td>
<td>0.006</td>
<td>mess, grain, cud</td>
</tr>
<tr>
<td>FRUIT → ARTIFACT</td>
<td>3</td>
<td>379</td>
<td>3</td>
<td>0.008</td>
<td>14.142</td>
<td>0.026</td>
<td>grape, pod, nut</td>
</tr>
<tr>
<td>*NATURAL EVENT → HAPPENING</td>
<td>27</td>
<td>303</td>
<td>27</td>
<td>0.082</td>
<td>114.825</td>
<td>0.144</td>
<td>flood, rain, wave, …</td>
</tr>
<tr>
<td>NATURAL EVENT → SOCIAL EVENT</td>
<td>24</td>
<td>295</td>
<td>24</td>
<td>0.075</td>
<td>120.208</td>
<td>0.159</td>
<td>wind, earthquake, …</td>
</tr>
<tr>
<td>OBJECT → HAIRCUT</td>
<td>5</td>
<td>16507</td>
<td>5</td>
<td>0.0003</td>
<td>17.720</td>
<td>0.001</td>
<td>beehive, thatch, …</td>
</tr>
<tr>
<td>*PERSON → ANIMAL</td>
<td>28</td>
<td>8967</td>
<td>28</td>
<td>0.003</td>
<td>62.302</td>
<td>0.004</td>
<td>queen, emperor, …</td>
</tr>
<tr>
<td>PERSON → ARTIFACT</td>
<td>31</td>
<td>8961</td>
<td>31</td>
<td>0.003</td>
<td>123.299</td>
<td>0.009</td>
<td>secretary, host, …</td>
</tr>
<tr>
<td>PERSON → FOOD</td>
<td>6</td>
<td>8986</td>
<td>6</td>
<td>0.001</td>
<td>20.766</td>
<td>0.002</td>
<td>bomber, marquise, …</td>
</tr>
<tr>
<td>*PHYSICAL PROPERTY → PSYCHOLOGICAL PROPERTY</td>
<td>181</td>
<td>677</td>
<td>181</td>
<td>0.211</td>
<td>578.707</td>
<td>0.310</td>
<td>depth, acidity, …</td>
</tr>
<tr>
<td>PLANT → BODY PART</td>
<td>20</td>
<td>4620</td>
<td>20</td>
<td>0.004</td>
<td>85.220</td>
<td>0.028</td>
<td>bulb, bush, iris, …</td>
</tr>
</tbody>
</table>
Experimental study

We conducted an online experiment to assess (a) whether adults have sufficient knowledge of the polysemy patterns to be able to generalise from them; and (b) whether this knowledge is graded according to the different metrics of regularity described above. Our experiment was based on the notion that adults’ knowledge of a polysemy pattern should modulate the extent to which they accept new sense extensions from that pattern. When patterns are highly regular, adults should be more likely to accept new sense extensions than for less regular patterns. To test this hypothesis, we developed a semantic judgement task with semantic neologisms as experimental stimuli. These neologisms were existing words that were used in a new context in our experiment, thus in a different sense, such as the moustache of the broom for moustache (Bastuji, 1974; Renouf, 2013; Smyk-Bhattacharjee, 2009). We then measured the extent to which

Figure 2: Relationship between the four regularity measures for each pattern: \( R_1 \) and \( R_3 \) (count-based measures) on the left and \( R_2 \) and \( R_4 \) (ratio-based measures) on the right.

Table 2: Data of pairwise Pearson correlation test between the metrics.

<table>
<thead>
<tr>
<th></th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>R2</td>
<td>( r = .416, p = .123 )</td>
<td>–</td>
<td>( r = .327, p = .234 )</td>
<td>–</td>
</tr>
<tr>
<td>R3</td>
<td>( r = .958, p &lt; .001 )</td>
<td>( r = .975, p &lt; .001 )</td>
<td>( r = .421, p = .119 )</td>
<td>–</td>
</tr>
<tr>
<td>R4</td>
<td>( r = .454, p = .089 )</td>
<td>( r = .975, p &lt; .001 )</td>
<td>( r = .421, p = .119 )</td>
<td>–</td>
</tr>
</tbody>
</table>

3. Experimental study

We conducted an online experiment to assess (a) whether adults have sufficient knowledge of the polysemy patterns to be able to generalise from them; and (b) whether this knowledge is graded according to the different metrics of regularity described above. Our experiment was based on the notion that adults’ knowledge of a polysemy pattern should modulate the extent to which they accept new sense extensions from that pattern. When patterns are highly regular, adults should be more likely to accept new sense extensions than for less regular patterns. To test this hypothesis, we developed a semantic judgement task with semantic neologisms as experimental stimuli. These neologisms were existing words that were used in a new context in our experiment, thus in a different sense, such as the moustache of the broom for moustache (Bastuji, 1974; Renouf, 2013; Smyk-Bhattacharjee, 2009). We then measured the extent to which
adults found the context sentences plausible. In the remainder of this section, we describe our stimuli, participants, and procedure. Materials, data, and analysis code for the experimental work are available at https://osf.io/uhy75/.

3.1 Methods

3.1.1 Materials

We selected seven patterns from the fifteen listed in Table 1 (indicated with an asterisk) to ensure a wide range of regularity. In selecting patterns for the experimental study, we kept only those patterns for which we were certain that new senses could be created. For example, the pattern ANIMAL CRY → COMMUNICATION (e.g., roar, bark, cackle) was not included because it is instantiated by so many words that it is difficult to create neologisms.

For each of the seven patterns, we created five semantic neologisms that followed the semantic extension characterising the pattern. In (7a) and (8a) below, we provide examples of words that we used to create the semantic neologisms. These words have SENSE 1 but not SENSE 2; however, there is no reason why they could not develop SENSE 2. Therefore, we created semantic neologisms by inserting these words into sentence frames intended to realise SENSE 2 (see Table 2 for examples). Hereafter, these semantic neologisms are referred to as ‘new’ items; there were 35 ‘new’ items in total.

The acceptability of these ‘new’ items in sentence contexts was compared to the acceptability of semantic neologisms that were not part of the pattern, in that they did not take SENSE 1. These ‘illegal’ items (in (7b) and (8b) in examples below) were matched groupwise to the target ‘new’ items (in (7a) and (8a) below) for frequency of occurrence and number of letters. ‘New’ items and ‘illegal’ items were all nouns. In the experiment, like the ‘new’ items, the ‘illegal’ items were presented in sentence contexts intended to realise SENSE 2 (see Table 2 for examples).

(7) ANIMAL → OBJECT
   a. New: chicken, crab, porcupine
   b. Illegal: grandpa, tutor, cousin

(8) BODY PART → OBJECT PART
   a. New: bone, antler, knee
   b. Illegal: salad, curry, milk

Among our patterns, only PHYSICAL PROPERTY → PSYCHOLOGICAL PROPERTY had an abstract SENSE 1. Because concreteness may have an effect on participants’ acceptability judgements,

---

1 There are many possible definitions of concreteness (see, e.g., Barsalou, 2003; Huyghe, 2015; Kleiber & Vuillaume, 2011; Van de Velde, 1995). Here we distinguish concrete and abstract meanings based on whether their referent can be considered a physical object.
we decided to pair the ‘new’ items for this pattern with two types of ‘illegal’ items, one with an abstract SENSE 1 (N = 5) and one with a concrete SENSE 1 (N = 5). Thus, there were 10 ‘illegal’ items for this pattern, but 5 ‘illegal’ items for all other patterns, such that the total number of ‘illegal’ items was 40.

Sentence frames used for the ‘new’ and ‘illegal’ items were closely matched on their syntactic structure (e.g., I think that the [Target] needs more [Noun] to [Verb].). To ensure that the effect of interest was not contaminated by effects arising due to particular combinations of new senses and sentence frames, a second version of the experimental stimuli was created. In this version, the targets were rotated into different sentence frames chosen from the same set as in the first version. Stimuli version was counterbalanced across participants, with an approximately equal number of participants per version (see 3.1.2).

Finally, to avoid a situation in which all sentences in the experiment contained a semantic neologism, we added 40 existing metaphors in appropriate sentence contexts as fillers (note that the filler items were identical across the two versions of the stimuli). These filler items were not matched to ‘new’ and ‘illegal’ items for polysemy pattern, word length, or word frequency, and hence were not included in the statistical analyses. Examples of filler items are provided in Table 3. Overall, each participant was exposed to a total of 115 sentence contexts (35 ‘new’, 40 ‘illegal’, and 40 fillers).

Table 3: Examples of the experimental and filler items.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Condition</th>
<th>Word</th>
<th>Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANIMAL → ARTIFACT</td>
<td>New</td>
<td>chicken</td>
<td>I think that the chicken needs more oil to function.</td>
</tr>
<tr>
<td></td>
<td>Illegal</td>
<td>grandpa</td>
<td>I think that the grandpa needs more fuel to start.</td>
</tr>
<tr>
<td>BODY PART → OBJECT PART</td>
<td>New</td>
<td>knee</td>
<td>I always slow down on the knee of the mountain road.</td>
</tr>
<tr>
<td></td>
<td>Illegal</td>
<td>milk</td>
<td>I always meditate on the milk of the highest hill.</td>
</tr>
<tr>
<td>ANIMAL → ARTIFACT</td>
<td>Filler</td>
<td>mouse</td>
<td>I think that the mouse needs more charge to work</td>
</tr>
<tr>
<td>ARTIFACT → ARTIFACT</td>
<td>Filler</td>
<td>hammer</td>
<td>I’ve never pressed on the hammer of my shotgun.</td>
</tr>
</tbody>
</table>
3.1.2 Participants
Thirty-two students aged between 18 and 30 (Mean = 24.906, SD = 6.326) took part in the experiment. All participants reported English as their first language. The participants were recruited through the Prolific crowd-sourcing platform and reimbursed with £3 for their time (i.e., £12/hour). Participants were randomly assigned to one of the two versions of the experimental materials (17 and 15 participants, respectively). The number of participants reflected the resources available. There was insufficient prior work to specify parameters for an \textit{a priori} power analysis.

3.1.3 Procedure
The experiment took the form of a 15-minute online survey. Each item was presented in two steps: first, with a hyphen in place of the target word (9a) and then with the target word (in bold) filling that gap (9b). The sentences were presented using the default parameters (Open Sans, 22pt) of the survey platform that we used (Qualtrics). To make it easier for the participants to focus on the target word, each sentence was split across three lines, with the gap/target word presented on the second line and the text preceding and following the gap/target word on the first and third lines, respectively. For each step, the participants could take as much time as they needed to read the sentence, and each sentence remained on the screen until the participants pressed a key indicating that they were ready to continue.

(9) a. She said that the – of his smile really charmed her.
   g. She said that the \textbf{warmth} of his smile really charmed her.

The participants were asked to judge the plausibility of the sentences presented. The instructions were as follows: “You will see a sentence with a gap and then the same sentence with a word filling that gap. Please, read the sentence carefully and then decide how plausible it seems to you. Indicate this with the help of the cursor; left extreme – ‘no sense at all’, right extreme – ‘completely acceptable’.”

Participants judged the plausibility of the sentences using a scale ranging from 0 to 100, where 0 stood for ‘no sense at all’ and 100 stood for ‘completely acceptable’. The scale was represented by a horizontal bar at the bottom of the screen, and the participants were told to indicate their response by sliding the cursor on that bar. The instructions did not specify whether the participants were to judge the semantic properties of the target words, but, as stated above, by presenting each sentence across three lines, we attempted to draw the participants’ attention to the target words.

3.2 Results
In line with the two research aims stated previously, two analyses were conducted. First, we analysed the effect of pattern knowledge: the independent variable was condition, i.e., whether
the semantic neologism was part of a pattern (i.e., ‘new’ items) or not (i.e., ‘illegal’ items). Second, we analysed the effect of pattern regularity; in this analysis, the independent variable was the regularity of the pattern being instantiated. This variable was operationalised using the four regularity metrics ($R_1$–$R_4$) described in Section 2, and we also examined which regularity measure could best account for the data. Our hypotheses were (a) that participants would rate ‘new’ senses as more acceptable than ‘illegal’ senses; and (b) that the acceptability of ‘new’ senses would increase as a function of pattern regularity.

3.2.1 Analysis 1: Effect of pattern knowledge on plausibility ratings

Figure 3a illustrates the distribution of the acceptability ratings for ‘new’, ‘illegal’, and filler items. Figure 3b shows that, although the participants varied in their acceptability ratings, for each condition, there was a high degree of consistency in their ratings, with high ratings for existing filler items (Mean = 72.468, SD = 33.784), medium-high ratings for ‘new’ items (Mean = 34.750, SD = 35.352), and low ratings for ‘illegal’ items (Mean = 16.080, SD = 24.566).

Figure 3: Acceptability ratings across the three conditions. Panel A shows the overall distribution of ratings (“rain clouds”; with means and standard errors for each condition) and the interquartile range of the data (“box-and-whiskers”; medians are represented by black horizontal lines). The barcode represents individual data points (with darker colours showing where more data points cluster) for each condition. Panel B shows the mean ratings per participant and condition. Error bars correspond to 2 standard errors from the mean.
The average acceptability ratings for each pattern for the ‘new’ and ‘illegal’ conditions are shown in Figure 4, and a figure depicting the acceptability of each item (grouped by patterns) is available on the OSF site for this project. Descriptively, the most regular patterns (based on $R_2$, on the left) showed a large difference between ‘new’ and ‘illegal’ senses, whereas the less regular patterns (on the right) showed a smaller difference. The large numerical difference between the two ‘illegal’ conditions (abstract and concrete) linked to the pattern PHYSICAL PROPERTY $\rightarrow$ PSYCHOLOGICAL PROPERTY could indicate that concreteness of new senses may impact the extent to which speakers consider them acceptable, with the new abstract senses being more likely to be judged acceptable than the new concrete senses. However, this observation will need to be examined empirically in future studies. In the analyses reported below, only the data from the concrete ‘illegal’ condition for this pattern were considered, as this provided the most conservative test of the difference between ‘new’ and ‘illegal’ items.

In Analysis 1, the data were analysed using a linear mixed effects model with condition as a fixed effect, which was sum-coded, and random intercepts for participants and items as random effects. This model was obtained following the approach proposed in Bates et al.
(2018), which uses the principal component analysis to decide on the most parsimonious model (i.e., a model with the maximal – in the frequentist framework – random-effects structure that is supported by both the design and the data). In brief, we started with a model that also included the by-subject adjustments to the random slopes for condition (as this was the maximal random-effects structure that was sensible given the design of our study); however, because this component only accounted for 0.3% of explained variance, it was removed. The resulting model showed that ‘new’ items were judged as more acceptable than the ‘illegal’ items ($\beta = 18.670$, CI = [7.478, 23.349], $p < .001$, AIC: 20,364.35, 2,240 observations).

3.2.2 Analysis 2: Effect of pattern regularity on plausibility ratings

The effect of regularity was assessed through linear mixed effects models, where only the data for the ‘new’ items ($N = 35$; 1,120 observations in total) were included. We excluded ‘illegal’ items because they contained neologisms that did not follow any pattern and thus could not be characterised in terms of regularity.

We ran four linear mixed effects models, with one model per regularity measure (as a continuous independent variable). As in Analysis 1, we followed the procedure described in Bates et al. (2018) to determine the most parsimonious model given the design and the data, with the final model including random intercepts for participants and items. As in Analysis 1, we always started with models that included by-subject adjustments to the random slope for regularity; however, only in models for $R_2$ and $R_4$ did this component account for some of the explained variance (5% and 12%, respectively). In models for $R_1$ and $R_3$, the random slope adjustment did not account for any variance over and above that captured by the by-subject adjustment to the intercept and was therefore removed. As in Analysis 1, we used log-likelihood tests to determine whether the null hypothesis of no effect could be rejected. The predicted slope for each model is shown in Figure 5. The results (see Table 4) indicated that all measures of regularity except for $R_3$ were significant predictors of the acceptability judgements for the ‘new’ senses. A comparison of the Akaike Information Criterion (AIC; Akaike, 1973) and the Bayesian Information Criterion (BIC; Schwarz, 1978) suggested that $R_2^2$ and $R_4$ were better predictors of acceptability judgements than $R_1$ and $R_3$.

\footnote{One reviewer pointed out that $\log(R_2)$ replicates all results but with a higher AIC than that for the $R_2$ model. This observation suggests that $\log(R_2)$ may be a measure of regularity superior to $R_2$. However, we have retained $R_2$, because it was the measure that we set out to test (based on earlier work, see Lombard et al., 2023), and because it links to Aronoff’s (1976) theory of productivity in morphology. To facilitate comparison of these two measures, we have included analysis code for both $R_2$ and $\log(R_2)$ in our OSF repository.}
4. General discussion

Although polysemy is a fundamental characteristic of language, it remains poorly understood. Linguists have often observed that sense extensions in polysemy follow patterns (Apresjan, 1974; Barque et al., 2018; Copestake & Briscoe, 1995; Dölling, 2020; Nunberg, 1995; Nunberg & Zaenen, 1992; Pustejovsky, 1995); however, to date, the regularity of these patterns has not been well characterised. In psycholinguistics, polysemy is often described in a categorical manner; for example, a word is described as ambiguous or unambiguous (e.g., Rodd et al., 2002) or as regular or irregular (e.g., Rabagliati & Snedeker, 2013). Likewise, because metonymy is often assumed to be more regular than metaphor (Apresjan, 1974), some researchers have associated regular polysemy with metonymy and irregular polysemy with metaphor (Brocher et al., 2018; Klepousniotou et al., 2012).

The results of our regularity analysis demonstrate that it is possible to quantify the regularity of English polysemy patterns in a graded manner. The wide variation in regularity highlighted in our metrics is inconsistent with a characterisation of metaphor as ‘irregular’ (cf. Brocher
et al., 2018; Klepousniotou et al., 2012). Although some of our metaphor patterns had very low regularity, these were at one end of a continuum, with other patterns being of such high regularity that it was difficult to find non-existing sense extensions. This initial investigation does not allow us to comment on how metaphor and metonymy compare in terms of the regularity of the patterns that they instantiate, but it would be possible to conduct this investigation using the methods and metrics that we have developed. Likewise, while our study was limited to English, it should be possible to apply our methods to other languages to determine the extent to which particular patterns are more or less regular across languages. This work would enhance the robustness of Srinivasan and Rabagliati (2015)'s initial attempts to measure cross-linguistic regularity.

Our approach to quantifying polysemy regularity is similar to attempts to quantifying productivity in morphology. The concept of productivity is usually decomposed into availability (categorical) and profitability (numeric) (Bauer, 2001). A morphological process is available if it can be used to coin new words in a certain situation. For instance, -ness can form novel deadjectival nouns in contemporary English and is thus available, in contrast to -th. Profitability refers to how frequently an available process is used to coin new derivatives, either in the past or in the present production. Profitability can be based either on the number of existing words that are formed through a morphological process, or on the propensity of a morphological process to create neologisms synchronically. Thus, measures of productivity based on profitability have some similarities to our metrics of polysemy regularity. For example, the size of the morphological series is close to our R₁ measure, and Aronoff (1976)'s definition of productivity as a ratio between attested and theoretically possible words is close to our R₂ measure. Other conceptions of productivity are further apart, since they aim to measure the propensity of a morphological process to create new words rather than its rate of instantiation in a language (e.g., Baayen, 1992, 1994, 2009; Lindsay & Aronoff, 2013; Plag, 1999; Spencer, 2019). Equivalent measures of polysemy productivity (i.e., the extent to which each polysemy pattern is important in the renewal of the lexicon) could be determined in a future study.

Importantly, our research findings go beyond a new linguistic description. Our data show that our characterisation of regularity can predict human acceptability judgements of novel sense extensions. In our experiment, novel sense extensions based on more regular patterns were judged as more acceptable than those based on less regular patterns. Our interpretation of this finding is that language users’ experience with these patterns shapes their intuition regarding the acceptability of novel senses. The fact that this result holds particularly for metrics R₂ and R₄ suggests that it is not the number of times that a pattern is instantiated that is important, but rather the consistency with which words that have SENSE 1 also have SENSE 2. Our results do not allow us to differentiate between these two metrics (R₂ and R₄), because they are highly correlated for
the patterns studied in our analyses (Figure 2); however, distinguishing whether regularity is best measured using a type-based or a frequency-weighted ratio could be an important avenue for future research.

Our data further show that speakers tend to link two senses with each other more easily when these senses have a high probability of association (i.e., when both $R_2$ and $R_4$ are high). One possible reason for this finding could be that polysemy patterns, like individual polysemes, are represented in the mental lexicon, and that the strength of their representations is modulated by pattern consistency. At the level of individual words, if many words exhibit a particular semantic relationship, words that share the same semantic relationship between their two senses could have a type of parallel organisation in the mental lexicon that favours rule-based semantic analysis. The presence of such representations could explain why speakers generalise some polysemy patterns more readily than others, and it would be worthwhile to test this hypothesis in the future. One might also draw a parallel with the dual-route models in morphology (Bertram et al., 2000; Pinker, 1999; Pinker & Prince, 1988), and consider whether the different polysemous meanings are learnt and stored, or whether they are inferred from the patterns of polysemy, or both.

It is important to recognise the limitations of this research. Our study was intended to provide initial evidence regarding the objective measurement of regularity of English polysemy patterns. However, our conclusions are necessarily limited by the small number of polysemy patterns included in the acceptability study. This limitation means that we cannot definitively determine whether the effect of regularity on acceptability judgements is scalar or categorical. Likewise, the strong positive relationships between type-based and frequency-weighted regularity metrics in this limited sample of polysemy patterns means that we cannot determine which of these metrics provides a superior description of regularity. It will be important for future studies to replicate our findings with more polysemy patterns that vary widely in terms of regularity. Similarly, while this study provides initial evidence for the psychological reality of polysemy regularity, pre-registered confirmatory studies are needed to establish this phenomenon more robustly.

Future research should also investigate the potential effect of concreteness on acceptability judgements. Because one of our patterns (PHYSICAL PROPERTY $\rightarrow$ PSYCHOLOGICAL PROPERTY) was characterised by an abstract SENSE 2, we created two types of ‘illegal’ sense extensions, one that was concrete (to match the other ‘illegal’ sense extensions) and one that was abstract (to match the SENSE 2 extensions for this pattern). Since we did not have a prediction about how concreteness might influence acceptability judgements, the observed results need to be treated with caution. However, there is an indication that abstract sense extensions may be judged as more acceptable than concrete sense extensions. If confirmed empirically, this observation may have important methodological implications in terms of the need for investigators to control
the concreteness of foils in experiments of this nature. Furthermore, this issue raises interesting theoretical questions about why abstract words may be better able to take on new meanings than concrete words.

In summary, the research presented here has pioneered an approach for quantifying the regularity of polysemy patterns in a graded manner. We have demonstrated that this approach has psychological validity, and we hope that this work inspires new work investigating the influence of regularity on the learning, processing, and storage of polysemes in a more precise and nuanced way than has previously been possible under categorical conceptualisations. The approach documented here could be used to study how the consistency of polysemy patterns changes through the course of language development, and also how polysemy patterns vary across the world’s languages.
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