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Abstract

Cyber-security practice is dominated by a focus on attempting to remove “the human” from cyber-security processes, with industry often creating policies that constrain and monitor individuals. Moreover, most existing cyber-security research employs quantitative methods of inquiry and analysis, which has resulted in a lack of qualitative cyber-security research within organisations. Positioned in usable security scholarship, this thesis uses psychological theories (PMT, the EPPM and the TPB) to explore cyber-security culture, perceptions, biases and behaviour within the context of a single organisation. This research presents and reports on a case study of a global law firm. Interviews and focus groups were conducted with 40 participants, who were all employees of this firm. Research findings emerged through an interpretative thematic analysis of focus group and interview data. Through this analysis, four distinct themes were constructed and, hence, form the core of the present thesis. More specifically, these themes comprised (1) organisational perceptions of security culture, (2) the individual human element, (3) perceptions of cyber security training and policies, and (4) the COVID-19 pandemic and the move to remote working. Throughout this work, these themes are put into conversation with psychological theories, heuristics and biases, alongside usable security scholarship, to deepen interpretation and understanding of research findings. By discussing these findings with relevance to psychological theories and usable security, this thesis demonstrates the benefits of positioning the research within these domains to understand cyber-security perceptions and behaviours in a qualitative research context. This thesis shows how academia and industry can work together to conduct human-focused cyber-security research within organisations. The theoretical, methodological and empirical contributions of these findings are discussed, together with suggestions for future research.
Some of the material of this thesis contributed to other previously published work. Part of the literature review contributed to a report for the Cabinet Office: *Cyber Security Behaviour in Organisations* (Ertan, Crossland, Heath, Denny & Jensen, 2020). Some writing from the literature review also contributed to a report for the Research Institute for Sociotechnical Cyber Security (RISCS): *Remote Working and (In)Security* (Crossland & Ertan, 2021). Chapters from this thesis are also being submitted to conferences and journals for publication.
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Chapter 1. Introduction

1.1 Research Introduction

Human factors in cyber security are of great importance to organisations, as demonstrated by an abundance of research (Da Silva & Jensen, 2022; Sabillon, 2022; Uchendu et al., 2021; von Solms & von Solms, 2018). Government reports suggest that in 2020, 46% of businesses and 26% of charities suffered a security breach in the previous 12 months (Cyber Security Breaches Survey, 2020). Among large businesses, the percentage of security breaches was higher still, at 75%. Most of the breaches were reported to have entered organisations via staff, for example, through phishing emails (Cyber Security Breaches Survey, 2020). In addition to issues directly caused by such cyber-attacks and hacks, such as monetary loss, research has found that the organisational harm caused by cyber-attacks propagates, causing physical and digital harm; economic harm; psychological harm; reputational harm; and social and societal harm (Agrafiotis et al., 2018). These statistics and the surrounding research imply that further study is still needed to understand the reasons for human-centred breaches in cyber security. In the last few decades, there has been a growing body of research looking to investigate the role of the human factor within cyber-security systems. Such research draws from multi-disciplinary areas rooted in behavioural science.

Research on human factors in cyber security continues to be dominated by a focus on attempting to remove the human element from the cyber security process (Whitman, 2003; Zimmermann & Renaud, 2019). This is perhaps partly due to the number of security breaches believed to stem from the human factor, with research showing that cyber security concerns usually include human actors (Zimmermann & Renaud, 2019). However, this focus on removing, controlling, and monitoring the human factor remains despite a growing interest in foregrounding positive human and social factors within cyber security, particularly in the context of usable security (Crossler et al., 2013; Furnell et al., 2007; Inglesant & Sasse, 2010; Sasse & Flechais, 2005). Understanding perceptions, biases, security culture, and security behaviours within organisations to improve cyber security remains under-researched, especially the research of these factors holistically. At the same time, technology has become
ever more present within organisations and in people's professional lives, making individuals and organisations more vulnerable to cyber-security threats, with the range of threats rapidly increasing (Tsakalidis et al., 2018; Van Schaik et al., 2018). The lack of research on human factors combined with increasing security threats demonstrates the importance of studying human factors in cyber security positively, as constraining and controlling the human factor continues to be proven disadvantageous. For example, the methods used to control and monitor humans in cyber security, such as phishing simulations and monitoring tools, have been criticised for their ethics and efficaciousness (Kirlappos & Sasse, 2011; Kumaraguru et al., 2010).

The ‘user’ and other human factors of cyber security within organisations have been researched since Jerome Saltzer and Michael Schroeder published their foundational paper in 1975. This paper highlighted ten principles for designing security, three of which relied heavily on the human factor and behavioural sciences (Saltzer & Schroeder, 1975). These behavioural principles are as follows; Psychology: the security mechanism must be ‘psychologically acceptable’ to the humans who must use it; Human Factors and Economics: each individual user, and the organisation as a whole, should have to deal with as few distinct security mechanisms as possible; Crime Science and Economics: the effort required to beat a security measure should exceed the resources and potential rewards for the attacker.

However, it is arguably not until the last few decades that user-centred research in cyber security has picked up a significant pace. Previously, much research, as will be discussed in Chapter 2 of this thesis, ignored the idea put forward by Saltzer and Schroeder (1975) that security measures, technologies and policies need to be usable and acceptable to be effective. More recently, the user has begun to be viewed as part of the solution to cyber security (Sasse et al., 2001) rather than cyber security’s biggest weakness, which is still a prevailing view in some research (Goo et al., 2014; Hughes-Lartey et al., 2021; Lowry & Moody, 2015; Sabillon, 2022).

Psychological scholarship has been applied to cyber security to aid understanding of why individuals may behave in what security professionals see as a non-compliant manner. Behavioural theories such as Protection Motivation Theory (Prentice-Dunn & Rogers, 1986), the Extended Parallel Process Models (Witte, 1996) and the Theory of Planned Behaviour
Ajzen, 1985) have been applied to this area (Blythe et al., 2015; Bulgurcu et al., 2010; Chen et al. 2021; Haag et al., 2021; Herath & Rao, 2009b; Masuch et al., 2021; Sommestad, 2015). Such theories attempt to understand how individuals behaviourally respond to risk or the antecedents to changing behaviour. Early psychological theory and research on heuristics and biases have also been applied to the area of cyber security, demonstrating how humans’ natural inclinations regarding risk might impact their risk perception (Campbell et al., 2007; Chmielarz & Szumski, 2019; Cho et al., 2010; Haltinner et al., 2015; Kim et al., 2018). However, the use of psychology in this area has often been to help increase compliance and help change behaviour without looking at the problems and experiences of employees. Much of this research has focused on implementing cyber-security training and awareness campaigns within organisations to influence and change human behaviour. Moreover, such studies have predominantly been survey- or questionnaire-based, testing the concepts and their relative impact on the intention of employees to inform behaviours (Iuga et al., 2016; Flores et al., 2014; Kirlappos & Sasse, 2011; Renaud, 2011; Sheng et al., 2010; Vance et al., 2012). Researchers have called for more qualitative research, as well as research where academia and industry work together (Uchendu et al., 2020).

Psychological and other human-factors based research in cyber security has largely been rooted within organisational contexts and has been driven by a few behavioural disciplines. Research in this area has looked at the internal and individual factors that drive and influence human behaviour. For example, within organisations, how internal biases might affect behaviour (Tsohou et al., 2015), the emotional experiences of cyber-attacks (Bada & Nurse, 2020; Budimir et al., 2021), or the influencing factors of cyber-security culture (Halevi et al., 2016; Uchendu et al., 2021). Psychology has also been a big influence on cyber-security training and awareness campaigns, where theories of perceptions of risk and behaviour change have been applied to the area of employee compliance in cyber security (Herath & Rao, 2009b; Sommestad et al., 2015). However, some of this research has been criticised by other psychological researchers in the area and by another fraction of cyber-security research, namely usable security, for certain methods, such as the use of fear appeals and other persuasion techniques shown to be unsuitable (Bada et al., 2019). These criticisms question the ethics of scaring individuals into ‘behaving’ as well as query the efficaciousness of fear appeals (Bada et al., 2019).
The field of usable security, the seminal papers of which used psychological principles (Weirich & Sasse; 2001; Norman, 1988), argues that the strength of security is determined by the degree to which security is usable (Adams & Sasse, 1999; Beauteement & Sasse, 2009; Inglesant & Sasse, 2010; Nurse et al., 2011b; Weirich & Sasse, 2001; Zurko & Simon, 1996). This field is where scholars, such as Adams and Sasse (1999), identified users to be part of the solution rather than the problem in cyber security. Before this field emerged as an established body of research, cyber security and usability have often been regarded as competing system goals (Nurse et al., 2011a). However, research now shows cyber security to necessitate usability (Adams & Sasse, 1999; Sasse et al., 2001). It is further argued that when security measures and policies have failed previously, it is because they were not usable or workable, not because the human is an inherent ‘weakness’ in cyber-security processes. This discipline can be exemplified by one of its earliest pieces of literature by Sasse et al. (2001), where it was demonstrated that password policies and mechanisms agreed upon by security experts were routinely bypassed by employees and therefore did not work at all in practice. Since the seminal paper by Adams and Sasse (1999), the field has gone through several significant stages, or ‘waves’ (Bødker, 2006). The usable security field went from looking solely at the individual to researching a broader range of social behaviours and, even more recently, understanding the integration of technology into people’s everyday lives (Coles-Kemp & Hansen, 2017).

Despite such research, the perspective of the human as the problem or ‘weak link’ in cyber security is still often the mainstream view (Goo et al., 2014; Hughes-Lartey et al., 2021; Lowry & Moody, 2015; Sabillon, 2022). However, there is a sense that this might be changing (Zimmermann & Renaud, 2019). Based on this, researchers argue that human-centred security and privacy research still lacks maturity in many ways (Renaud & Flowerday, 2017). Furthermore, psychological theory and usable security are rarely looked at together to provide deep insight into human behaviour of cyber security within qualitative work inside organisations.
1.2 A Note on Defining Cyber Security

It is clear from academic articles, security-related conference proceedings and many other pieces of literature that cyber security is a topic of great attention and considerable interest to a broad spectrum of stakeholders. However, what is less clear is the definition of cyber security and why it is often used interchangeably with the term information security within media and research (Reid & Van Niekerk, 2014; von Solms & van Niekerk, 2013; von Solms & von Solms, 2018). The terms themselves are contested within research and do not have one singular definition or meaning (von Solms & van Niekerk, 2013). Therefore, as well as investigating cyber security in terms of the interplay between how individuals and organisations may reduce the risk of cyber-attack, researchers have also sought to understand and define cyber security and information security and describe their similarities and differences. This is an essential venture as it would be hard to convince organisations and employees that cyber security is important and partly their responsibility without being able to give a comprehensive definition or explanation of the concept (von Solms & von Solms, 2018). Moreover, they are crucial terms to define for research, as, despite their interchangeable use within the literature, researchers argue they include different factors (von Solms & van Niekerk, 2013). For research, such as the current, which looks at human factors, this becomes an even more important distinction, as cyber security has been deemed more inclusive of human elements (von Solms & van Niekerk, 2013).

In their 2013 paper, von Solms and van Niekerk argue that, although there is extensive overlap between cyber security and information security, these two terms are not wholly analogous, even if they share certain factors. Moreover, the paper posits that the term cyber security adds additional factors to the traditional term information security. For example, cyber security includes the protection of information resources and other assets, including the human element. In information security, reference to the human factor generally relates only to the role of the human factor in the security process (von Solms & van Niekerk, 2013). Von Solms and van Niekerk argue that cyber security adds to the human factor by including humans as potential targets of cyber-attacks or even unknowingly participating in a cyber-attack. This additional dimension has implications for society since the protection of vulnerable groups is considered and it, therefore, extends the term information security in...
this way. Based on this, researchers have argued that the term cyber security is more suitable for human-based research, as this term focusses more heavily on significance to humans (Slupska, 2019).

Other papers attempt to demonstrate the differences between information-security culture and cyber-security culture (Reid & van Niekerk, 2014). These papers argue that information security culture refers to the involvement of human factors to protect information in an organisational context. For example, an information-security culture helps protect a company from a wide range of threats to ensure business continuity, minimise business risk and maximise return on investments. On the other hand, Reid and Van Niekerk argue that cyber-security culture extends information security and involves the protection of the interests of a person, society or nation, including protecting their assets from risks relating to their contact with ‘cyberspace’. Both Reid and van Niekerk (2014) and von Solms and van Niekerk (2013) argue, therefore, that cyber security and information security cover much of the same process. They both further suggest that cyber security extends the concept of information security by adding more comprehensive human elements and the protection of such elements to the definition.

Other research further highlights that although cyber security has emerged as a widely used term in the academic literature and by practitioners and politicians, it appears as fashionable jargon and with little understanding of the terms. For example, Schatz et al. (2017) conducted a literature review to identify the main definitions of cyber security, finding 28 sources that matched their criteria. Through analysis of the key components of each definition, Schatz et al. (2017) propose what they refer to as an ‘improved’ and more representative definition of cyber security; ‘the approach and actions associated with security risk management processes followed by organisations and states to protect confidentiality, integrity and availability of data and assets used in cyber space. The concept includes guidelines, policies and collections of safeguards, technologies, tools and training to provide the best protection for the state of the cyber environment and its users’ (Schatz et al., 2017, p. 66).
The terms information security and cyber security are explained here to give context to this research space. However, it is necessary to highlight that those participating in the current research would not be exceedingly familiar with the differences between these terms, or perhaps even the terms themselves. Furthermore, information security and cyber security are used interchangeably within the literature, with some research cited in this thesis referring to cyber security and some using information security without apparent conceptual differences.

Despite potential issues with the term, in the current research, the choice was made to use the term cyber security instead of information security for consistency throughout the research and ease of reading. This follows other research in the field, which suggests that when research has a focus on people, the term cyber security is more appropriate (Slupska, 2019), as von Solms and van Niekerk (2013) found this term to include more human concepts.

1.2.1 A Note on Defining ‘Human Factor’ Terms

It is further necessary to more closely look at terms related to the non-technological aspects of cyber security, given this is the focus of the current research. This section of the thesis will define what is meant by ‘human factors in cyber security’, ‘human aspects of cyber security’ and ‘usable security’.

This thesis defines ‘human factors of cyber security’ to include, but does not limit the term, to individual human facets (such as perceptions and biases), social facets (such as cyber-security culture and sub-cultures as well as how people may be managed within their organisations) and societal facets (such as the impact government policy on cyber-security behaviour) (Adams & Sasse, 1999; Slupska, 2019; Solms & van Niekerk, 2013). Human factors and human aspects are used synonymously in the cyber-security literature. This is likely because, per the Oxford Dictionary definition of ‘aspect’ (Oxford University Press, n.d.), human aspects of cyber security refer to features of human factors of cyber security. For example, biases are an aspect of human factors within cyber security. Human factors and
human aspects of cyber security are terms that appear consistently in many different literatures, studies, dialogues, and theories regarding cyber security (Adams & Sasse, 1999; Nurse et al., 2011a; Renaud & Flowerday, 2017; Sasse et al., 2001). Although they are rarely explicitly defined.

Usable security on the other hand, the term usable security was arguably coined by specific academics in the field of cyber security (Sasse & Flechais, 2005), and is considered to be a branch of scholarship focussing on human-centred security and privacy (Renaud & Flowerday, 2017). This scholarship originally came into being because researchers have pointed out that cyber-security tools, policies and expectations are often simply too complex for many users. The complexity of such cyber-security tools, policies and expectations therefore often result in issues, such as non-compliance, which are readily attributed to users’ carelessness and ignorance (Sasse et al., 2001). Usable security scholars therefore aim to create cyber security environments and policies that work for people. The evolution of this scholarship and the research it includes is discussed in-depth in section 2.5 of this thesis.

1.3 Research Aim

The aim of the current research was to provide insight into the cyber-security culture, perceptions, biases, and behaviours of employees in the workplace. This research aim was tackled by two research questions which will be described in the next section of this thesis and will indicate the focus and approach of the current research. For the purpose of the current research, this section will describe the scope of this aim, owing to the overlap between the terms culture, perceptions, biases and behaviours.

The term cyber security culture (discussed in further depth in section 2.7.2) is also referred to as information-security culture and security culture within the literature. In the current thesis the term refers to an omnipresent set of assumptions, norms, and values developed and shared by colleagues of an organisation towards different aspects of cyber security (D'Arcy & Greene, 2014; Ertan et al., 2020). Cyber-security perceptions refer to how cyber security is seen and understood by individuals (Haney & Lutters, 2018), in the current research, this
means by the employees interviewed in the case study. Perceptions may include expressed opinions and beliefs stated by employees during interviews and focus groups, as well as assumptions of others’ perceptions. Biases, in the current research, as well as the majority of literature in psychology and cyber security, refers to cognitive biases. Broadly, cognitive bias refers to a systematic (non-random and predictable) departure from rationality in judgment and decision-making (Haselton, Nettle & Andrews, 2015). For example, individuals might base all judgements about the validity of an email on one phishing email they have previously seen. In the current research, the literature review focuses on a few biases that were found to be present in the findings. Behaviours are also included explicitly in the aims as the current research wanted to make sure that participants actions, were also understood.

1.4 Research Questions

This research took a case-study approach to gain a deeper understanding of cyber-security behaviours in an organisation through the lens of cognitive and social psychology and usable security. This research adopted a single case-study approach of a global law firm to gain a deep understanding of cyber-security behaviours and perceptions in an organisational context. The case-study approach allows for detailed, multi-faceted investigations of complex issues in real-life settings (Crowe et al., 2011). In-depth interviews and focus groups were used as the methods for data collection. Two separate yet interlinked research questions underpinned this research to inform the research aim. The first question seeks to investigate cyber-security culture, perceptions, biases and behaviours, and the second question seeks to help interpret findings in order to provide deeper insight. These are outlined below.

1) How can cyber-security culture, perceptions, biases and behaviours be understood in the context of a case study within a single organisation, and what are the dynamics between these constructs?

The goal of this question is to qualitatively explore the cyber-security culture, behaviours, perceptions, and biases within the context of a single organisation. This includes perceptions
of cyber-security policies and training. Through this research question, we aimed to understand how cyber-security behaviours and perceptions manifest within a single organisation and how perceptions and behaviours might be linked. The research hopes to shed light on nuances that might be lost when combining data from multiple organisations by looking at a single organisation. Previous research often looks at cyber-security concepts separately, such as security culture, and does not explore different cyber-security factors within an organisation. Moreover, much previous research is based on surveys and questionnaires. In contrast, the current research aims to provide deep qualitative insights into these phenomena.

2) How can psychological theories (PMT, the EPPM and the TPB), along with usable security scholarship, be used to deepen these understandings?

This research question does not aim to test correlations between constructs of the respective theories, or how individual constructs influence and impact behavioural intention or cyber-security behaviour. Rather, here, the current research looks at how, and to what extent, the concepts underpinning these psychological theories, PMT (Prentice-Dunn & Rogers, 1986), the EPPM (Witte, 1996) and the TPB (Ajzen, 1985), apply to cyber-security behaviour and perceptions within organisations using a qualitative case-study methodology. This will be done alongside research relating to usable security. For example, previous research looking at how policy usability might influence employee behaviour will be applied to understand behaviours in the current study. Furthermore, the degree to which such theories and the usable security dialogue can be brought into conversation to explain perceptions and behaviours will be researched.

1.5 Thesis Outline

Chapter 2 of this thesis will discuss the relevant literature that has influenced and paved the way for this research. This literature includes previous studies of cyber security behaviour within organisations, mainly from the fields of psychology, usable security, and more general
human-computer interaction (HCI) research within cyber security. The chapter will then look at previous behaviour theories from psychology, namely Protection Motivation Theory (Prentice-Dunn & Rogers, 1986), the Extended Parallel Process Models (Witte, 1996) and the Theory of Planned Behaviour (Ajzen, 1985), and their application to cyber security. In addition, the chapter will discuss theory and research relating to perceptions and biases that have been found to influence people’s cyber-security perceptions and behaviours. The literature review will then look at the usable security dialogue and other related pieces of research. Usable security has been separated from psychology, as although they share foundational knowledge, they are different disciplines. Usable security contains within it many waves of cyber security research, one if which has a more psychological base (Bødker, 2006; Renaud & Flowerday, 2017), but is still not synonymous. Finally, the literature review will demonstrate research on the impact of COVID-19 and remote working on people’s cyber-security behaviour within an organisation, given that the current research took place in this period.

Chapter 3 will describe the motivations and details of the methods used in the current research. This chapter will look at the use of case studies, interviews and focus groups, as well as the strengths and weaknesses of these methods. The methodology will also discuss online focus groups and interviews due to circumstances around the COVID-19 pandemic. This methodology chapter will also look at the analysis process, from the automated transcription process to the data analysis using NVivo 12. A discussion of the impacts of the COVID-19 pandemic on this specific research will be detailed, as will an overall reflection of the research journey itself. The last section of the methodology chapter will briefly describe the themes that emerged from the analysis of the data.

The four main themes that emerged from the data, and their respective discussion sections, Chapter 4: organisational perceptions of security culture; Chapter 5: the individual human element; Chapter 6: perceptions of cyber-security training and policies; and Chapter 7: the COVID-19 pandemic and the move to remote working, will then be examined as individual chapters in turn. The findings pertaining to each theme will be described within each chapter before being discussed in relation to existing theory and research; Protection Motivation Theory (Prentice-Dunn & Rogers, 1986), the Extended Parallel Process Models (Witte, 1996)
and the Theory of Planned Behaviour (Ajzen, 1985) as well as previous usable security. Although these sections have clear thematic differences, similarities and overlaps between the main themes and subthemes will be demonstrated.

Finally, the concluding chapter of this thesis will summarise the contributions, limitations and future directions of the current research. The contributions will be theoretical, empirical and methodological and relate to the field of human factors in cyber security as well as how the current organisation and industry might make use of the current findings. Lastly, the conclusion will discuss some limitations of the current research, as well as future directions for human factors in cyber-security research in order to promote positive security and to bridge the research gap between academia and industry.
Chapter 2. Literature Review

2.1 Structure of the Literature Review

This literature review narrows its focus by drawing on theory and research grounded in psychology, such as behaviour change theories and usable security. By drawing on such cyber-security fields, the current literature review looks at how previous research has influenced the study of human factors in cyber-security research within organisations and identifies gaps in the literature. Much of this literature comes from the broader umbrella field of HCI. The current research is organisationally focussed, and therefore most of the literature employed in this review will be related to cyber security in organisations. However, this chapter also highlights that psychology and usable security have influenced cyber-security research outside of the organisational context, and how this is also considered critical for a holistic understanding of cyber-security perceptions and behaviours.

This literature review will discuss some of the most prominent psychological theories of risk perception and behaviour change used in cyber-security research. Such theories include Protection Motivation Theory (Prentice-Dunn & Rogers, 1986), the Extended Parallel Process Model (Witte, 1996) and the Theory of Planned Behaviour (Ajzen, 1985); these theories will be discussed in sections 2.2.2, 2.2.4 and 2.2.6 respectively. This review will look at the practical ways researchers have previously used risk communication to change perceptions and behaviour. Within each relevant section, this review will summarise research that has applied social psychological theories to the field of cyber security and cyber-security research within organisations, as well as highlight some gaps in the current research. The review will also look at the notion of cognitive biases and perceptions, such as the optimism bias, and how this research has been applied to understand the user in cyber security.

These three theories were chosen for this research for a number of reasons. Firstly, the aim was to choose psychologically based behavioural theories. Psychological approaches to behaviour aim to encompass perceptual antecedents to behaviour and, in this way allow, for a holistic and deep understanding of the perception and behaviour process (Ajzen, 1985;
Prentice-Dunn & Rogers, 1986; Witte, 1996). Secondly, research has consistently demonstrated TPB and PMT to apply to cyber security, with their constructs having been correlated to types of cyber-security behaviour (Blythe et al., 2015; Lebek et al., 2013). The EPPM was created as an extension of PMT, with evidence supporting the theory beginning to be demonstrated in the cyber-security field. Therefore, in the current research, it was decided to include this theory to explore whether the original PMT model and the EPPM applied to the present research. Since the current research does not aim to test correlations between constructs of the respective theories, or how individual constructs influence and impact behavioural intention or cyber-security behaviour, it was important to use theories that had such supporting evidence already. In this way, the current case study would be able to look at how, and to what extent, the concepts underpinning these psychological theories apply to cyber-security behaviour and perceptions within organisations using a qualitative case-study methodology.

Other theoretical models are also used consistently within behavioural cyber-security research (Lebek et al., 2013), such as General Deterrence Theory or the Technology Acceptance Model. Such theories have great merit, and it should be made explicit that their exclusion in the current research was not down to a lack of importance. General Deterrence Theory is situated within criminology and therefore has proven useful in areas of cyber security, such as understanding cyberbullying and how such behaviour might be discouraged (Zhang, Wakefield & Leidner, 2016). General deterrence theory has also been successfully used to shed light on cybercriminal behaviour (Bhattacherjee & Shrivastava, 2018). The Technological Acceptance Model on the other hand has evolved to become a key model in understanding predictors of human behaviour toward potential acceptance or rejection of the technology (Marangunić & Granić, 2015). These theories use cases therefore were deemed less applicable to the aims and research questions of the current research, which focuses on non-criminal areas, and are not directed specifically to technological adoption. The General Deterrence Theory or the Technology Acceptance Model were therefore deemed outside the scope of the current research.

Secondly, in section 2.5, the literature will look at the field of usable security, and how the present research is supported by and substantiates the previously discussed psychological
theories and research within cyber security. This section will focus on how research has highlighted the need to understand the user and use this knowledge to advance security, rather than force the user to comply with security notions that do not work in practice (Bada et al., 2019). Furthermore, this section will highlight that more research is needed that encourages the idea of the employee or the user as a solution to cyber security, rather than a hindrance (Zimmermann & Renaud, 2019). Evidence that demonstrates the importance of both the employee and the manager in the cyber-security process will also be highlighted in this second section (Kirsch & Boss, 2007). The literature review will look at the three waves of usable security (Bødker, 2006), and the applications of this research to organisational cyber security.

The literature review will then demonstrate how researchers have used psychology and usable security research to examine specific cyber-security behaviour of employees within organisations (Pattinson et al., 2012). Works highlighting the current gaps in the surrounding literature will also be noted. This chapter will then examine the current standing of research within the human factors area of cyber security inside organisations and summarise the gaps in the research. Finally, the impact of the COVID-19 pandemic on cyber security will be considered regarding the newly emerging literature. Through discussions of previous research, we can understand how cyber-security culture, behaviours and individual perceptions and biases have been understood previously in the context of organisations, and how new research may be able to supplement this.

2.2 Psychological Theory and Research

Addressing the role of the human in cyber security is becoming ever more important; as systems are becoming increasingly technically secure, threat actors are shifting their focus towards exploiting the vulnerabilities in the human side of cyber (Joinson & Steen, 2018). A large body of HCI research has looked at individuals’ perceptions of cyber-security threats (Furnell et al., 2007; Huang et al., 2011; Ur et al., 2016; Van Schaik et al., 2017; Weirich & Sasse, 2001) and has applied psychological theories to understand such perceptions and
change behaviour. These studies demonstrate that concern can be raised about the state of awareness and the accuracy of such perceptions. Attitudes and perceptions of information security threats directly impact security behaviours (Ifinedo, 2012). Furthermore, attitudes and perceptions themselves can be affected by many different factors or combinations of such factors, such as inherent inaccurate perceptions of personal risk, demographics, such as age, schooling, income, sex, and race (Savage, 1993), heuristics (Tversky & Kahenman, 1974) and many more. Hence this body of research is important for anyone trying to understand and change cyber security user behaviour (Bada et al., 2019).

Persuasive communication theories generally attempt to understand risks and how people cope with them as well as offer suggestions for how to change ‘unhealthy’ behaviours. There is a wide range of definitions and interpretations of the concept of risk perception, human responses to risk and behavioural change that have been accepted and published within the psychological literature (Haimes, 2009). Risk communication involves one party trying to get another party to understand a threat and change their actions towards this risk (Breakwell, 2014; Plough & Krimsky, 1987). However, it is unusual that risk communication will only involve two parties. The use of risk communication has been studied in a variety of disciplines such as public health behaviours (Berry, 2004), food risk (Lofstedt, 2006), aviation (Witte, 1995), drunk driving (Elder et al., 2004) and disaster response (Eisenman et al., 2007) and has many practical applications. Such research has influenced many different theories and models of risk communication, such as Protection Motivation Theory (Palenchar & Heath, 2007; Prentice-Dunn & Rogers, 1986; Witte, 1995) and, in turn, has been looked at through the lens of these theories. Given the success of such theories in providing insight into other risk-related fields, in the last few decades, this research has also focused on the application and effects of risk communication on cyber security in organisations. Much of the social psychological research applied to cyber security has only focused on a few areas, such as fear appeals (McCrohan et al., 2010). This section of the literature review will first outline some risk communication theories. Secondly, the literature review will look at the evidence used to support the theories generally and specifically in relation to cyber security.
2.2.1 Theories of Risk Communication and Behavioural Change

Through its decades of research and insight into risk communication and human behaviour, psychology has a crucial and valuable function in mitigating risky cyber-security behaviours (Whitty et al., 2015). Different theories incorporate how risk is best communicated and how individuals receive it. Such theories have developed as different industries and institutions have had the concepts of such theoretical models tested on them (Fischhoff, 1995). Typically, it is hard to come to a clear conclusion about what exactly needs to be communicated to a target population in order for them to change their behaviour. Moreover, not everyone reacts to risk communication in the same way. It is also often difficult to gauge the success of such communications (Morgan et al., 2002). Theories looking at risk communication generally include an element of highlighting a risk to the audience, thereby creating some form of fear (even if low level). They also look at how people perceive the threat and whether they feel they have the ability to cope with it.

In their basic form, fear appeals are a type of risk communication that relies on the ability to highlight a particular threat or risk to change individuals’ behaviours and attitudes (Williams, 2012). The ‘ideal’ structure of a fear appeal has changed little during the last few decades of research; firstly, a threat or risk is presented in a message, usually in the form of a behaviour change campaign, and secondly, a protective action is suggested (Ruiter et al., 2001). For example, in the context of cyber security, the risk messaging might be ‘you are at risk of falling victim to a phishing email’, and the protective action might be ‘make sure to read all email addresses carefully and report anything suspicious’. Scholars have researched fear appeals for over 60 years and have identified three key independent variables of this concept: perceived efficacy, perceived threat, and, of course, fear (Witte & Allen, 2000).

Perceived threat, first identified as important by Rogers (1975), is composed of the concepts of perceived vulnerability to the threat (how relevant you think the threat is to you) and the perceived severity of this threat (the significance of the consequences of this threat) (Witte, 1996). Fear is hypothesised to be directly related to the perceived threat, in that the higher the perceived threat, the more fear that is experienced. Perceived efficacy is composed of two dimensions: perceived self-efficacy (the belief that the recommended response can be
28 performed) and perceived response efficacy (the belief that the recommended response works to deter the threat). Perceived efficacy and perceived threat are proposed to interact differently based on the given theory; these interactions are therefore discussed in depth in the respective theoretical sections. Generally, researchers in this area manipulate the strength of fear or feelings of efficacy to study the fear reactions of participants. Many theories include an element of fear appeals, including Protection Motivation Theory (Rogers, 1975) and The Extended Parallel Process Model (Witte, 1992). These are not the only two theories including elements of fear appeals, for example, the Parallel Response or Process Model (Leventhal, 1970). However, this theory has limited the scope for this literature review, as the theories identified for the current research are those that have been widely used in studies attempting to understand cyber-security behaviour (Herath & Rao 2009b; Ifinedo, 2009; Siponen et al., 2010; Vance et al., 2012).

2.2.2 Protection Motivation Theory (PMT)

Rogers (1975), and later Prentice-Dunn and Rogers (1986), originally proposed PMT as a framework to provide conceptual clarity to the notion of fear appeals (Prentice-Dunn & Rogers, 1986). Additionally, PMT was developed to create a more general model of persuasive communications with a significant focus on the cognitive processes which mediate behavioural and attitudinal change (Norman et al., 2005). Research on PMT has analysed and evaluated the persuasiveness of different behavioural change campaigns and communications (Cismaru, 2006; Mulilis & Lippa, 1990). These campaigns refer to national behaviour change campaigns, for example, to encourage individuals to stop smoking, drive at the speed limit, and smaller organisational policy-based campaigns, for example, encouraging employees to shred important documents. PMT has been used as an influential social cognition model to predict health behaviour (Milne et al., 2000; Pechmann et al., 2003). There have been recent attempts to apply PMT to new avenues of research, such as cyber-security behaviours (Doane et al., 2016).

PMT proposes two independent appraisal processes: coping appraisals and threat appraisals. These can arise from various environmental and intrapersonal sources of information that
are seen to be a threat (Norman et al., 2005). Threat appraisals focus on the source of the perceived threat and the factors that may increase or decrease dysfunctional responses (such as avoidance and denial). As previously mentioned, two concepts contribute to the threat appraisal; beliefs about one’s perceived vulnerability to the threat and the severity of the threat (Norman et al., 2005). Fear is also an influential factor; greater levels of fear will be aroused if individuals perceive themselves as vulnerable and the threat to be severe (Prentice-Dunn & Rogers, 1986). The concept of coping appraisals focusses on the possible responses to the threat an individual can take to cope with the threat and perform an adaptive response. The belief that the recommended behaviour will reduce the threat (response efficacy) and the belief that one can perform the recommended behaviour (self-efficacy) increase the likelihood of an adaptive response (Norman et al., 2005). Protection motivation is thereby a product of these two appraisals and is positively influenced by high levels of perceptions of severity, vulnerability, self-efficacy and response efficacy. Protection motivation is also a negative function of any perceived rewards of maladaptive responses and the possible costs of the suggested adaptive behaviour. Therefore, protection motivation, which is proposed to be highly related to behavioural intention, is seen to direct protective behaviour.

There has been ample research on PMT in two main areas. The first area of research manipulates the individual components of PMT in persuasive contexts and measures the outcomes. The second primarily uses PMT to predict health behaviour (Norman et al. 2005). A few systematic reviews and meta-analyses have attempted to synthesise such evidence and provide a commentary on the effectiveness of PMT. Floyd et al. (2000) conducted the first meta-analysis of PMT studies. The review includes 65 studies, and the results showed a moderate mean overall effect size, with self-efficacy presenting the highest effect size. Furthermore, it was found that, in general, increases in threat vulnerability, threat severity, response efficacy and self-efficacy aided adaptive intentions and behaviours. On the other hand, decreases in maladaptive response rewards and adaptive response costs increased adaptive intentions or behaviours (Floyd et al., 2000). Overall, the results supported the model, with self-efficacy providing the strongest predictions of protection motivation. A second meta-analysis later supported these results (Milne et al., 2006). This subsequent meta-analytical review assessed associations between threat and coping appraisal variables
with intentions to perform behaviours and all other components of the model. PMT was found to be useful in predicting concurrent behaviour. However, the coping-appraisal component of the model was found to have greater predictive validity than the threat-appraisal component. Furthermore, in the context of public health campaigns, several meta-analyses, consisting of over 100 studies combined, have shown support for PMT and fear appeals. These meta-analyses find that high amounts of fear combined with high efficacy led to the most significant amounts of behaviour change, whilst high fear with low-efficacy messages produced defensive responses (Floyd et al., 2000; Witte & Allen, 2000; Peters et al., 2013; Tannenbaum et al., 2015).

Despite general support for PMT, it has also faced some criticisms from scholars. PMT has been criticised for failing to explain and account for why people reject risk communication messages (Witte, 1995). Furthermore, although much research demonstrates that greater fear yields greater attitudinal change, behaviour has generally shown a less consistent relationship with fear (Dillard, 1994). Across different studies, behaviour appears to vary as a function of numerous other variables, such as personality constructs (Leventhal, 1970). Hence, since a primary of PMT, especially in relation to risk communication and persuasion, is to help motivate people to change certain behaviours, the application of PMT becomes less useful (Dillard, 1994). However, although it may not be a clear-cut and direct effect, it is evident that fear does play a meaningful role in the persuasive process. Furthermore, meta-analytical findings seem to lend strong support for the role of fear and the persuasiveness of fear appeals (Peters et al., 2013; Witte & Allen, 2000).

2.2.3 The Application of PMT to Cyber Security

Over the last decade, cyber-security research within organisations has drawn on the aforementioned risk communication and persuasion theories. PMT, as one of the most influential models of persuasive communication and predictors of behaviour, has been used widely to inform research in this field (Bulgurcu et al., 2010; Herath & Rao, 2009b; Pahnila et al., 2007). The PMT model has been used to investigate and understand cyber-security
awareness and training campaigns within organisations in relation to the best methods to use to change behaviour and to understand employee reactions to threats.

Herath and Rao (2009b) investigated motivational factors embedded in PMT to explain compliance behaviour in employees within 78 organisations. Results showed that threat perceptions about breaches in security, response perceptions of response efficacy, self-efficacy, and response costs affected attitudes towards organisational policy. This demonstrates the value of using PMT to predict cyber-security attitudes. Bulgurcu et al. (2010), in a similar study, correspondingly established that employees’ intention to comply with cyber-security policy is significantly affected by normative beliefs, attitudes and self-efficacy. However, creating awareness and intention is not necessarily enough to drive behavioural change (Bada & Sasse, 2014). Tsai et al. (2016) further found that PMT factors could be used to predict an individual’s online safety intentions. Meta-analyses, systematic reviews and literature reviews have also been conducted to analyse the role of the different components of PMT, along with cognitive and cultural biases about the adoption of cyber-security policies. In their paper, Tsohou et al. (2015) combined and analysed many available papers (such as Herath and Rao (2009b), Ifinedo (2009), Siponen et al. (2010), Vance et al. (2012) and many others previously discussed in this section) looking at factors affecting compliance in cyber security. It was found that many PMT constructs had an influence on cyber-security compliance, and the authors were able to make recommendations for cyber-security awareness campaigns based on such findings. These recommendations, for example, include informative based communication styles and point to the idea that identifying biases should be a prerequisite to addressing them.

Studies in the cyber security domain have also researched fear appeals as a broad concept for behaviour change. Johnston and Warkentin (2010) investigated the use of a fear appeal, based on PMT and technology adoption theories, to influence participant behaviours in relation to spyware. Results demonstrated that fear appeals do impact end-user behaviour and intentions to comply with recommendations but that such impacts are not uniform across all employees. However, subsequent research has highlighted inconsistencies in results (Warkentin & Siponen, 2015; Weirich & Sasse, 2001) regarding the effectiveness of fear appeals in this context and the misapplication of PMT to cyber-security research.
(Warkentin & Siponen, 2015). Boss et al. (2015) assert that very few PMT-based cyber
security studies have experimentally manipulated the different components of fear appeals,
while even less have pointed to fear as a key component of PMT. Research has also
suggested that people are immune to cyber security-related fear appeals and has
demonstrated negative and counterproductive impacts (Weirich & Sasse, 2001).

Furthermore, many studies which cite PMT as the foundational model for the research focus
on fear. It should be noted that there are many other aspects of PMT worthy of further
attention, such as efficacy and motivation (Menard et al., 2017), as well as biases that may
arise owing to maladaptive thinking strategies. Menard et al. (2017) demonstrated that
motivation is a worthwhile feature to focus on by creating security messages which centre on
the constructs that make up either PMT or Self-Determination Theory (a theory of human
motivation). Self-Determination Theory posits that individuals, in order to have the self-
determination needed to achieve psychological growth individuals must feel autonomous,
competent and experience a sense of belonging and attachment to others. Results
demonstrated that security messages appealing to individuals’ motivation had a significant
positive impact on an individual’s intention to adhere to security behaviours. This, therefore,
shows that in the context of cyber security, motivation could be an alternative factor to fear
(Menard et al., 2017).

Blythe et al. (2015) also investigated factors that influenced the compliance of individuals
with cyber-security policies in the workplace. The study demonstrated seven broad factors
that influenced security compliance: self-efficacy, social influence, attitude towards the task,
perceived susceptibility, perceived severity of the threat, security responsibility, response
efficacy and response cost. Furthermore, the influence of the factors depended on the
security behaviour in question. It was argued that the interplay between all these factors
influences the degree to which employees engage in security behaviours and that an
extended PMT model with other security-contextual factors may be able to explain additional
variance in cyber-security behaviour. This demonstrates that cyber-security compliance is
complicated as different security behaviours are motivated by different factors and to
different degrees (Blythe et al., 2015). It was suggested that future awareness campaigns
should focus on more specific cyber-security behaviours.
Many other studies have further demonstrated the impact and usefulness of using PMT as a model to assist in the design of cyber-security training and awareness campaigns that do not use fear-based methods. Such methods have been found to be effective. For example, coping messages have been found to be more effective than threat appeals (van Bavel et al., 2019) and awareness of security policies have been shown to positively influence the competency of cyber-security tasks (Li et al., 2019). Psychology and usable security research have also been applied to understanding cyber-security awareness and training, this will be discussed in more detail section 2.7.1 of the literature review. More recently, PMT has been used to assist in designing interactive games to encourage privacy-protecting behaviour (Williams et al., 2019a; Williams et al., 2019b), has been applied to mechanisms to protect against insider attacks (Posey et al., 2011; Zuwita & Rahmatullah, 2021), and understand responses to phishing attacks (Bayl-Smith et al., 2021).

However, there are also many criticisms of the use of PMT methods to influence cyber-security awareness campaigns. It has been argued that threats to data and systems do not carry the same relevance as threats related to healthcare (which was what this model was originally designed for) that directly affect the self (Warkentin & Siponen, 2015). However, with the increasing number of cyber-attacks relating to private information and data and with companies increasingly placing penalties on employees who break compliance or even make mistakes (Herath & Rao, 2009b; Tsou et al., 2015), cyber security and cyber threats arguably do have individual consequences to employees. The research above also focusses on compliance within organisations, as has been the general trend for applying PMT to cyber security within organisations. Previous cyber-security research tends to focus on the human as a negative, with awareness and behaviour change campaigns focussing on constraining employees rather than attempting to understand why employees do not or cannot comply and fit policies around usability (Goo et al., 2014; Hughes-Lartey et al., 2021; Lowry & Moody, 2015; Sabilion, 2022).

In 2021 a systematic review of PMT and cyber security 67 studies were identified (Haag et al., 2021). This review aimed to look at the application of PMT to Information Systems (IS) and compare this with its application to psychology and identify areas where PMT is yet to be
applied to IS research. The findings of the review demonstrated ways in which PMT has previously been useful in cyber security, finding that PMT based cyber-security research has primarily been focussed on the fear appeal aspects of PMT and suggests five broad recommendations for further research. The first recommendation is that researchers should ‘Measure the Level of Concern about IS Security Threats’; researchers should not assume that subjects experience the cyber-security threat as concerning but should confirm experiences with research (Haag et al., 2021). Secondly, researchers should ‘Measure Confidence in Relationship Between Protective Behaviour and IS Security Threat Reduction’. Meaning that researchers should look to see if performing ‘recommended protective behaviours’ such as strong passwords and the reduction of information security threats exists. Thirdly, cyber-security researchers need to find a way to personalise cyber-security threat messages in order for them to be persuasive, as not all participants are the same and should not be treated as such. They propose different manipulations, such as source credibility, empathy, and personality variables. Fourth, research needs to study the role of maladaptive coping (the methods a person uses, both consciously and subconsciously, to attempt to reduce cyber security threats, but in an ineffective or ‘unhealthy’ way) in the organisational context when corporate cyber security is threatened. This could include, for example, coping biases such as the optimism bias (thinking a threat is more likely to happen to others than yourself) and fatalistic thinking (thinking a threat is inevitable and so not acting to reduce the threat). These concepts are defined in detail later in sections 2.3.1 and 2.3.2 respectively. Lastly, the authors recommend that future studies should examine individual differences in the way people process cyber-security threats (Haag et al., 2021).

As evident from this subsection, PMT has previously been used within the field of cyber security, particularly in studies pertaining to research that has tried to explain rather than understand security behaviours. However, its applicability in existing research has generally been in the context of cyber-security awareness campaigns within organisations and has been survey-based or quantitative in nature. Moreover, PMT is still under-researched in certain areas, such as within qualitative research, and has not been commonly considered alongside usable security literature. There is a significant paucity of cyber security-related scholarship using PMT to understand behaviours. As such, the majority of existing PMT research in cyber security rests upon attitude surveys. Alternatively, if not, the research
includes an assortment of different organisations, allowing for a variety of influencing factors. Although this research is valuable, there is a growing need for studies to explore the in-context, qualitative details of how people construct relevant beliefs. This is important to gain a deeper understanding of how individuals comprehend cyber-security threats to inform cyber-security awareness campaigns, generate effective cyber-security policies and increase compliance. Furthermore, there are specific research areas where PMT should be applied, such as understanding maladaptive coping responses within organisations.

2.2.4 The Extended Parallel Process Model (EPPM)

The EPPM is one of the latest developments in the area of fear appeals. The EPPM integrates and builds on previous models to explain when fear appeals work when they do not and why (Witte, 1996). Such models include PMT, the parallel process model (Leventhal & Trembly, 1968) and drive models (Hovland et al., 1953). The EPPM has been used and tested in different contexts, such as fear appeals in AIDS prevention campaigns (Witte, 1994), fear appeals about meningitis to students (Gore & Bracken, 2005), and to assess local public health agencies’ willingness to respond to pandemic influenza (Barnett et al., 2009).

According to the EPPM, fear-producing messages and campaigns may initiate two appraisals; an appraisal of the presented threat and an appraisal of the response recommended in the message (Witte, 1996). These two appraisals then initiate one of three responses: rejection of the message, acceptance of the message or no response to the message (Witte, 1992). For perceived threat, individuals additively appraise how severe the threat appears to be and their personal vulnerability to the threat (Witte, 1996). The theory suggests that if a person believes their susceptibility to the threat and the severity of the threat to be low, then they will not be motivated to respond (Witte, 1992). If perceptions of the threat reach a particular increased level, then the theory suggests that people will feel motivated enough to begin the second appraisal; weighing up the efficacy of the recommended response with the perceived strength/severity of the communicated threat (Witte, 1996). The more heightened the level of fear and threat, the more likely people are to have some kind of response to the presented threat. People then generally react with one of two responses; become motivated to act to
control their fear (fear control) or become motivated to control the danger of the threat (danger control). This will be determined by the amount of perceived efficacy (made up of both self-efficacy and response efficacy).

The secondary appraisal process in the EPPM theory is the efficacy related appraisal. Here, people appraise the perceived efficacy based on the previous appraisal of the perceived threat (Witte, 1992). If the perceived efficacy is greater than the perceived threat, people will engage in danger-control processes, whereby they will take steps to avert the threat by adopting the recommended action (Witte, 1996). Hence, if there is high perceived threat and high perceived efficacy, people will be motivated to engage in protection motivation and danger control processes (Witte, 1996), and motivate people to carefully think about the recommended response to the message and take steps to perform this response. However, if perceptions of the threat begin to exceed the perceptions of efficacy, people will shift to fear control processes, where, instead of thinking about the threat, people will act to control their levels of fear (Witte, 1996). Fear control is thought to be engaged in if people do not feel they can engage in the recommended protective behaviour because it is too hard, takes too much time, is too costly, or they do not believe it will work. Therefore, low perceived efficacy and high perceived threat promote defensive behaviours incorporating elements of denial.

Overall, the EPPM hypothesises that individuals will contemplate and weigh up perceived efficacy against perceived threat (Witte, 1996). The EPPM does not consider individual differences, such as traits and attitudes, to play a part in influencing outcomes; they may, however, influence individual perceptions, which are mediated by individual perceptions of efficacy and threat.

Like PMT, there is significant evidence evaluating the EPPM, mainly concerning health campaigns but across a variety of methods and populations. For example, one study by Witte (1994) used the EPPM to analyse the cognitive and emotional means underlying the possible success and failure of fear communications and campaigns related to AIDS prevention. This study provided overall support for the model, finding that cognitions that lead to the success of the AIDS fear appeals (behaviour or attitude changes) happened through the danger control processes, as described in the model. On the other hand, high fear leads to fear appeal failure (defensive/avoidance behaviour) via the fear control processes, as described in
the model (Witte, 1994). The EPPM is also supported by Witte and Allen’s (2000) influential review on fear appeals and their implications for public health campaigns. More recently, Birmingham et al. (2015) found the EPPM to be successful in aiding the design of effective interventions in motivating colorectal cancer screening.

Furthermore, studies looking at fear appeals in health campaigns have also investigated specific aspects of the model. Ruiter et al. (2004) investigated the EPPM’s proposed reactions to fear appeals (danger or fear control) about breast cancer. Participants read high or low threat messages about breast cancer, followed by a persuasive message that recommended the protective action of conducting a breast self-examination. It was found that, in general, presenting participants with a high threat of breast cancer motivated more danger control actions than fear control compared to low threat messages. However, it was also found that this result was mediated by participants’ need for cognition (Ruiter et al., 2004). Participants with a high need for cognition, and those with a tendency to cognitively tackle threats presented to them, were more willing to accept the recommended action than those with a low need for cognition. This study, therefore, demonstrates the influence of individual differences on responses to fear appeals.

However, although the EPPM’s theoretical concepts are soundly developed (Popova, 2012), the theory has been criticised for lacking operational consistency in relation to a few of its constructs (Popova, 2012). For example, the concept of fear differs depending on the study, with some treating fear as to how ‘frightened’ participants are as a primitive concept (Smith et al., 2007), in that it is assumed to be understood by the author. In contrast, others explicitly define fear within their study (Gore & Bracken, 2005). Furthermore, not one of the constructs proposed by the EPPM has received complete support from all research (Popova, 2012). For example, McMahan et al. (1998) looked at risk communication on electromagnetic fields (EMFs) and the uncertain hazards they present to individuals. The study found that there was no difference in behavioural responses to electromagnetic field risk messages between those with low perceptions of efficacy, regardless of whether individuals perceived the threat as low or high (McMahan et al., 1998). Despite these criticisms, the EPPM has been demonstrated to be useful in guiding risk communication campaigns, especially those
related to health behaviour, and remains one of the latest developments in theories that seek to explain the role of fear in the communication context (Popova, 2012).

2.2.5 The Application of the EPPM to Cyber Security

Despite the previously mentioned broad research on fear appeals being applied to a cyber-security context, there is less research on the application of the EPPM model to cyber security compared to PMT. This is perhaps unsurprising given that the PMT model is more heavily studied in other fields, and the cyber-security field is relatively new. However, any application of fear appeals to this area is likely to have some grounding in theories such as EPPM. For example, Warkentin and Siponen (2015) found that when fear appeals included references to sanctions, cyber-security fear appeals were found to be efficacious in enhancing employee intentions to comply with cyber-security policies.

Other studies have directly used the EPPM within the organisational cyber-security context. Zhang and Borden (2020) used the EPPM model to demonstrate that the appraisal process and emotional arousals are an essential part of people’s risk message processing in relation to cyber security. Chen et al. (2021) used the EPPM model to understand inconsistent employee compliance with cyber security successfully. Similarly, Masuch et al. (2021) used the EPPM model to understand the influence of threat and efficacy on cyber-security behaviour. Results showed, similarly to some of the findings regarding PMT, that participants who received a low threat message were less afraid and more likely to deal with a cyber security issue but were not as confident as people who perceived a significant threat. Participants who felt that they had little protection against ransomware were more fearful and therefore dealt with the topic more defensively, such as avoiding the threat. Conversely, they also had the intention to behave safely. Other studies have further supported the idea using this model that coping appraisals play a more dominant role in promoting adaptive security behaviours, while fear elicits both maladaptive security behaviours additionally (Chen et al., 2021; Chen, 2017).
2.2.6 The Theory of Planned Behaviour (TPB)

Theories without a primary focus on fear, such as those looking at persuasion and decision making alone, can also be applied to the area of risk communication. Such theories are significant in the context of cyber-security research given that, while some cyber security researchers advocate the use of fear appeals (Warkentin & Siponen, 2015), other researchers consider them to be counterproductive and are concerned about the ethics of using fear as a method for communication in research and situ (Lawson et al., 2016; Renaud & Dupuis, 2019).

Since TPB was introduced (Ajzen, 1985) as a model that sought to explore how attitudes predict behavioural intentions, it has become one of the leading models for the prediction of social behaviour in humans (Ajzen, 1991; Azjen, 2002). The theory has been used and applied to many different areas. These areas include, but are not limited to, leisure intentions (Ajzen & Driver, 1992), driving behaviour (Parker et al., 1992) and health behaviour (Godin & Kok, 1996). TPB aims to explain an individual’s intentions to perform a specific behaviour with risk perception already implicitly accounted for in the classical TPB framework. Therefore, TPB may be useful in helping to explain how individuals develop intentions to perform an adaptive response to a threat presented to them.

TPB proposes that the intention to perform a specific behaviour can be predicted accurately by three kinds of considerations (Ajzen, 1985). These are behavioural beliefs (beliefs about the probable outcomes of the possible behaviour and the assessments of these outcomes), normative beliefs (beliefs about the possible expectations of other individuals and one’s motivation to fulfil these expectations) and control beliefs (beliefs about the existence of possible factors that may enable or impede one’s ability to perform the behaviour and the perceived influence of these factors). Behavioural beliefs then work as antecedents to attitudes towards the behaviour by producing a positive or negative attitude. Normative beliefs produce subjective norms (perceived social pressure), and control beliefs produce perceived behavioural control. Perceived behavioural control relates to an individual’s perceived ease or struggles in performing the behaviour. In combination, the subjective norm, attitude toward the behaviour and perceived behavioural control lead to the creation
of a behavioural intention (Ajzen, 1985). The theory suggests that the more favourable the attitude and subjective norm, and the better the perceived behavioural control, the greater the person’s intention to perform the particular behaviour. Intention is the immediate antecedent of behaviour. Hence, if there is enough actual individual control and perceived behavioural control over the behaviour, an individual will carry out the behaviour as intended (Ajzen, 1985). In the context of cyber security then, and cyber-security compliance behaviours within organisations, the TPB suggests that if an employee perceives that they have sufficient capacity to complete the security task, have a favourable attitude towards performing it, and observe a norm where other people in the organisation are also actively performing the practice, or know that a practice is expected of them, they will likely comply with cyber-security policies (Pham et al., 2017).

The TPB has been greatly popular and has been applied to understand a large amount of social behaviour and behaviour change campaigns. However, the theory has been subject to criticism (Ajzen, 2011). Similar to many models aiming to predict behaviour, the TPB is limited in its predictive validity. Studies show that measures of attitude towards a behaviour, subjective norm, perceived behavioural control, intention and behaviour exhibit medium correlations and that these results differ dramatically across different studies (McEachan et al., 2011). Therefore, factors not included in the model seemingly have a great influence on the ability of the model to predict a given behaviour. Furthermore, another significant criticism in the literature is that TPB is too rational in that it does not take into account possible cognitive processes that are shown to bias human intentions and behaviour (Ajzen, 2011). However, although TPB does focus on the controlled features of behavioural decision making, it is explicit about this, and the theory is primarily concerned with goal-directed behaviours and conscious processes. This focus should not, therefore, be misinterpreted as the theory positing a rational actor who works in an unbiased way regarding behavioural decisions (Ajzen, 2011). Notwithstanding these criticisms, the TPB has been and continues to be of great influence in the psychology of predicting behaviours, with applications to many areas, including that cyber security (Bulgurcu et al., 2010). Researchers now argue that, in a similar vein to PMT, we do not need any more correlational studies of the TPB as the relationships between constructs in the TPB are known, as are the insufficiencies of the theory. Rather, research in this area needs the model to be applied and theoretically
developed to explain behavioural phenomena to better help people change their behaviour and to help those who design and deliver interventions to help people to do so.

2.2.7 The Application of the TPB to Cyber Security

Despite the popularity of TPB in other domains, such as health-related behaviour (Conner & Sparks, 2005; McEachan et al., 2011), the theory has only a few studies looking at its applicability to cyber security within an organisational context. Bulgurcu et al. (2010), in a study looking at both PMT and TPB, found factors from both theories, such as self-efficacy and normative beliefs, to be influential in employee compliance with cyber-security policies. Sommestad et al. (2015) found TPB to predict compliance with cyber-security policies well, especially when the element of anticipated regret was added to the model. Similarly, Ifinedo (2012), in a survey of 124 business managers and IS professionals, looked at both PMT and TPB elements in how they influenced participants’ intentions to comply with cyber-security policies. It was found that both PMT and TPB concepts, such as attitude toward compliance and subjective norms, influenced behaviour. Furthermore, the concept of security champions (employees who demonstrate good cyber-security behaviour by example) stems from the idea of perceived social pressure (Gabriel & Furnell, 2011), which features in TPB. More recently, a meta-analysis investigated factors influencing cyber-security policy compliance behaviour based on TPB and demonstrated the main TPB components to significantly influence behavioural intention with reference to security policies (Kim & Mou, 2020). Thus, although TPB has had some influence in understanding the human in cyber security, like with all of the theories discussed in this report, there is room for more research on its applications.

Moreover, in accordance with the TPB’s main argument on the relationship between intention and behaviour, most of the aforementioned studies used security intention as the dependent construct and argued that intention would lead to actual behaviour (Sommestad et al., 2014). Meaning that such studies did not record actual behaviour. The main reason for this is that monitoring and recording cyber-security behaviour in an organisation is difficult (Crossler et al., 2013). For instance, security behaviour can be recorded through
technological means, such as cameras, or through managerial monitoring of user behaviour (Pham et al., 2017), or studies can rely on self-report questionnaires and reports from interviews. However, access to cyber information sources, such as employees themselves, detailing user security actions in organisational contexts can be difficult to obtain for research purposes due to confidentiality concerns from the organisation, cost (Warkentin et al., 2012) and difficulties in the current climate gaining in-person access due to COVID-19.

2.3 Heuristics and Cognitive Biases

As noted above, certain combinations of the PMT constructs may lead to maladaptive coping responses. Unrealistic optimism and other cognitive biases and heuristics have been found to act as a coping response (Scheier & Carver, 1985) and a means to understand risks (Peters et al., 2006), such as the risk of cyber-security threats. Within the discipline of psychology, many studies and theories have explored the effects of hundreds of biases and heuristics on human judgement (Gilovich et al., 2002). The foundations of this research rest on the idea that human decision-making and judgement, in times of uncertainty, rely on simplifying heuristics, or mental shortcuts, to reduce cognitive load (Kahneman et al., 1982).

In their original work, Tversky and Kahneman (1974) identified three main types of heuristics that they believed individuals employ when making judgements under uncertainty, and that can give way to biases and errors in decisions. First the availability heuristic, where people make judgements about the likelihood of an event happening based on how easily they bring an example to mind (Harvey, 2007). In relation to cyber security, this might resemble focusing personal security efforts on threats regularly ’witnessed’ through news or other popular sources of information. Secondly, the representativeness heuristic is used when judging probabilities. This assumes that we make judgements about the probability of an event based on a previous idea that already exists in our minds (Harvey, 2007). In cyber security, this might be making a judgement about the likelihood of someone being a victim of a threat based on their personal characteristics, such as their job. Therefore, if individuals do not believe they fit this heuristic, they would not view themselves as likely victims. Thirdly,
the anchoring and adjustment heuristic relates to individuals relying on an initial piece of information or value to make follow-on judgements, with subsequent information being adjusted to fit the initial belief (Harvey, 2007). For example, individuals might base all judgements about the validity of an email on one phishing email they have previously seen. These three heuristics have a large research backing, and the influence of this approach has created a plethora of different heuristics researched in multiple fields. However, only a few (Gambino et al., 2016; Vishwanath, Harrison & Ng, 2018) heuristics have been empirically researched in the context of HCI. Though many, such as the availability heuristic, have been proposed to impact perceptions in this domain (Ashenden, 2018; McAlaney & Benson, 2020; Tsohou et al., 2015).

Following this initial research by Tversky and Kahneman (1974), scholars in psychology have demonstrated how a plethora of biases and heuristics can influence human judgement, thus, no longer fitting into the three categories defined by Tversky and Kahneman. A review conducted in 2015 identified 19 of these biases applicable to the medical domain alone (Blumenthal-Barby & Krieger, 2015), with the optimism bias being one of the most prevalent and heavily quantitatively researched.

2.3.1 The Optimism Bias

The optimism bias refers to a perception of one’s personal vulnerability; a tendency of individuals to generally believe that negative events are more likely to happen to others than themselves or that one has a lower risk than average (Weinstein, 1980). Researchers have investigated and documented this bias in over a thousand studies (Shepperd et al., 2015) in many different and diverse disciplines for an array of risks. For example, natural disasters such as earthquakes (Trumbo et al., 2011), physical health risks such as cancer (Jansen et al., 2018) and cardiovascular disease (Masiero et al., 2018), privacy concerns (Baek et al., 2014), and other areas such as future marriage predictions (Helweg-Larsen et al., 2011) and job prospects (Spinnewijn, 2015).
The optimism bias can be located within wider research that has looked at self-serving or self-enhancing biases (Weinstein & Klein, 1996). Self-serving biases focus on the premise that people believe that they are better than others and describe the tendency of individuals to interpret and justify outcomes in a way that has favourable outcomes for the self (Blaine & Crocker, 1993). Research provides unambiguous support for the existence of self-serving biases and that they are widespread (Blaine & Crocker, 1993). Self-serving biases include the self-serving attributional bias, whereby people are more likely to attribute positive events to the internal self and attribute negative events as attributable to other causes outside of the self (Mezulis et al., 2004).

The optimism bias is easy to demonstrate, especially in relation to risk comparisons. The optimism bias can be confirmed if a person believes their own risk to be lower than their peers; this is what is known as unrealistic comparative optimism (Shepperd et al., 2015). This can be operationalised as a person incorrectly judging that their own risk is less than that of others. For example, one study, to determine unrealistic optimism, compared participants perceived risk to their objective risk about their chances of getting breast cancer (Waters et al., 2011). Participants were asked, “compared to the average woman your age, would you say that you are more likely to get breast cancer, less likely or about as likely” and a risk model was used to calculate the objective risk (Waters et al., 2011). People can also be considered to be unrealistically optimistic if they predict that a future outcome for themselves will be more positive than that pointed to by an objective standard; this is what’s known as unrealistic absolute optimism (Shepperd et al., 2015). This can be operationalised in a few ways. For example, some studies compare individuals perceived personal risk with population base rates. Others have compared predictions with actual outcomes (Shepperd et al., 2015).

There are some difficulties faced when determining the actual risk of the particular participants (Weinstein & Klein, 1996). For example, a woman may predict her risk of developing breast cancer to be lower than the average woman, indicating optimism. However, her individual risk may well be lower if her family history, alcohol consumption, age and other risk factors are taken into account. This can be dealt with by investigating comparative risk rather than absolute risk. A second problem in measuring the bias is that
individuals have been shown to have difficulty in understanding and postulating odds and risk probabilities (Yamagishi, 1997). Therefore, if people are estimating risks wrong, it could be because of an inability to understand the numbers (Weinstein & Klein, 1996).

There are many different causes of unrealistic optimism, with varying degrees of validity (Shepperd et al., 2002). Some explanations suggest that people are motivated to perceive their personal risks to be less than that of others around them because this is what they believe and want others to believe. Unrealistic optimism has potential benefits, for example, it can positively affect one's mental and physical wellbeing, and optimistic people have been shown to have a better quality of life (Conversano et al., 2010). Therefore, it is possible that these benefits drive unrealistic optimism. Within this explanation, researchers have hypothesised different explanatory accounts, such as a desire for self-enhancement, self-presentation or a belief that one is better than others when attempting to control the outcomes of a situation (Shepperd et al., 2002). Others have suggested that unrealistic optimism stems from different cognitive mechanisms that guide and influence how judgments are made. These cognitive mechanisms, or heuristics, could lead people to believe that their risk is lower than the risk of others. There are a few cognitive mechanisms that could do this. For example, the representativeness heuristic, where individuals estimate the likelihood of an event by comparing it to an existing prototype that already exists in the individual’s mind (Tversky & Kahneman, 1981). A third explanation for the existence of the optimism bias suggests that people have an impoverished view of other persons compared to the vast amounts of information they have about themselves and that this informational difference leads to a divergence in risk estimations (Shepperd et al., 2002).

Both types of unrealistic optimism, absolute and comparative, have demonstrated behavioural consequences. For example, PMT suggests that people must perceive themselves as at risk from a certain threat if they are to undertake behaviours to deal with the threat (Prentice-Dunn & Rogers, 1986). Evidence supports this component of the theoretical model and shows that people are less likely to take precautionary actions if they perceive their risk towards a certain threat to be low (Floyd et al., 2000). The implication of this, then, is that optimism about one’s risk can undermine preventative behaviours, which could lead individuals to take unnecessary risks (Shepperd et al., 2017).
As previously stated, the optimism bias has been demonstrated in the context of cyber security. Rhee et al. (2005), in a survey study on university students, found that for the four questions\(^1\) that were used to measure perceptions of vulnerability, participants perceived that their own risk to cyber-security threats was considerably lower than that of the comparison targets. Therefore, demonstrating an optimistic bias in risk perceptions associated with cyber security (Rhee et al., 2005). These findings were further validated in a study in 2012 (Rhee et al., 2012). The 2012 study tested the same research on a sample of 204 MIS (management information systems) executives. The study found that the MIS executives perceived their own cyber-security risk to be significantly lower than the people they were being asked to compare themselves to. Therefore, this study demonstrates the optimism bias in cyber security beyond the student population. Furthermore, the study found that participants also demonstrated an illusion of controllability, suggesting that executives not only believe that they are less vulnerable than others to cyber-security risks but that they are also better able to control these cyber-security threats.

These two studies are just two examples of a reasonably established finding; the optimism bias is apparent in individuals’ understandings of cyber security (Campbell et al., 2007; Chmielarz & Szumski, 2019; Cho et al., 2010; Haltinner et al., 2015; Kim et al., 2018). Studies have demonstrated great discrepancies between users' perceived and actual online threats. For example, Weinstein (2004), as cited in Campbell et al. (2007), in a study of 329 computer users, found that 77% of participants felt that their computers were safe from cyber security threats over the Internet. However, testing revealed that 80% of the participants' computers were infected with programmes that were tracking the participants’ internet activities, and 19% of the computers were infected with computer viruses.

\(^1\) In this study the participants rated their perceptions of risk related to their information system on a 7-point Likert scale from ‘very low’ to ‘very high’. The same sets of questions were repeated to measure the participants’ perceptions related to their friends’ risk. These questions were: 1) The risk from information security threats to my system is; 2) The likelihood that my system is disrupted due to information security breaches in the next 12 months is; 3) The chance that my system will fall a victim to an information security breach is; and 4) The vulnerability of my system to information security threats is.
Other studies have demonstrated that the optimism bias can lead to poor security behaviours. Although individuals are often aware of cyber-security risks, such as online privacy risks, they still may be inclined to take risks because they are unrealistically optimistic (Chmielarz & Szumski, 2019). Furthermore, another study, using longitudinal methods, found that Cloud providers suffer from “unrealistic optimism” and subsequently underestimate their services’ exposure to cyber-security risks (Loske et al., 2013). This, in turn, reduces the propensity to implement necessary IT security measures in the Cloud (Loske et al., 2013). Therefore, the finding of the optimism bias within cyber security has important implications for research and practice. As has been demonstrated by the above studies and the previous section on the consequences of the optimism bias, this strong tendency to underestimate one’s own risk may lead to a reduction in taking precautionary action (Rhee et al., 2012). However, most of these studies are largely survey-based, and qualitative research may shed more light on how these biases are constructed. Nevertheless, such studies set a precedent for other cognitive biases to be applied to cyber-security behaviours.

2.3.2 Fatalism

Fatalism is another cognitive bias that has been found to influence perceptions and behaviours in regard to different risks. In this context, fatalism refers to an outlook where risks are controlled by external forces and a view that individuals are powerless to change this (Niederdeppe & Levy, 2007), or whereby an individual or individuals passively deny personal control of a situation to an attitude of resignation in the face of events that are thought to be inevitable (Xie et al., 2019). This has led to the coining of the term and model of rational fatalism, whereby risks become rational if a person believes they have no control over the outcome. According to this attitude, people who are convinced that a bad outcome is certain to happen would perceive no benefit from reducing their risk-taking behaviours (Kerwin, 2012; Xie et al., 2019). This cognitive bias has been found to be prevalent in regard to health risks, such as cancer (Befort et al., 2013). Befort et al. (2013) found individuals to have fatalistic beliefs about cancer prevention, which was also influenced by other demographic factors, such as whether participants lived in urban or rural areas.
Evidence of fatalism has also been prevalent in a few studies related to cyber security (Lawson et al., 2016; Xie et al., 2019). This research has shown that people with fatalistic beliefs about technologies are less likely to protect their privacy on the Internet (Xie et al., 2019). Furthermore, returning to PMT and fear appeals, high levels of fear in the absence of clear efficacious information about how to respond to the threat has been shown to lead to a sense of fatalism (Lawson et al., 2016). Other research studies have also focussed on the idea of privacy fatalism, the idea that rights to privacy are dead or dying (Penney, 2019). The validity of these findings could be improved by qualitative research and research investigating the manifestation of fatalism in real-life settings. This highlights the importance of tackling fatalism and ensuring that awareness campaigns do not engender it.

2.4 Summary of Psychological Theory, Research and Biases

Overall, this section has described previous psychological theories and research and how they have been applied to the field of cyber security. It was demonstrated that of the three theories discussed, PMT has been studied most frequently in the area of cyber security and has therefore gained the greatest support (Haag et al., 2021). However, it has been more widely studied with quantitative research techniques. The components of TPB and the EPPM have also been found in cyber-security contexts, however, the main support for these two theories remains within other areas such as health research. The study underpinning this thesis, rather than provide additional relationship validation among the components specified by PMT’s rigorous theoretical foundation, demonstrated both in other contexts and in a cyber-security context, employs these components by adopting qualitative research within an organisation. Moreover, the current study will analyse if the components of these theories can be used in conjunction with usable security research to provide insights. How the current research will apply such theories to the interpretation and discussion of research findings will be discussed in section 2.10 of this literature review. This section has further demonstrated how previous research on biases could be useful in the context of cyber security. There are of course, many more biases have been researched in psychology than the ones mentioned in the above sections, such as memory biases and health biases (Harvey,
2007; Masiero et al., 2018). However, the current research was motivated to focus on the optimism bias and fatalism in the literature review as they are the ones that have been empirically tested in the field of cyber security and because of the biases that emerged in the data. It should be noted that the findings around biases were not constrained by the literature as the current research took a ground-up approach to data analysis. This will be further discussed in the methods section of this research.

2.5 Usable Security

Usable security is a branch of HCI scholarship focussing on human-centred security and privacy (Renaud & Flowerday, 2017). One of the seminal pieces of literature in user-centred design, the design of everyday things (Norman, 2013), originally entitled the psychology of everyday things (Norman, 1988), looked at design in terms of user needs and used many psychological principles. Owing to such literature there has been an increase in focussing the design of technology around the user. Usable security focusses on advocating security that works for people rather than making people fit into preconceived ideas of security (Adams & Sasse, 1999; Furnell & Clarke, 2012; Zurko & Simon, 1996). The usability of systems and the needs of the users are considered a primary design goal in security system design cyber-security policy design (Adams & Sasse, 1999; Zurko & Simon, 1996). Much of this research has been based within organisations and has been very influential in the way industry, and academia sees the human in cyber security (Adams & Sasse, 1999; Nurse et al., 2011a; Sasse et al., 2001). Psychology has also been influential in usable security, with many of the key researchers and studies in the area stemming from psychology (Adams & Sasse, 1999).

The field emerged as a prominent area in the 1990s with the seminal paper ‘Users are not the Enemy’ (Adams & Sasse, 1999). The paper presented a study where it was found that users compromise computer security mechanisms, such as password authentication, both knowing and unknowingly. However, it was demonstrated that such behaviour was often caused by the way in which security mechanisms were implemented and users’ lack of knowledge (Adams & Sasse, 1999). Based on these findings, the authors suggest that
security-focused departments within organisations need to communicate more with users and adopt a user-centred design approach. This paper demonstrated a shift away from the previous narrative of HCI and cyber-security research, which had formerly focussed on the human as the problem (Goo et al., 2014; Hughes-Lartey et al., 2021; Lowry & Moody, 2015; Sabillon, 2022); attempting to remove the human from the process, or at least control the human element with strict compliance policies. However, it is important to note that there is still ongoing research, perhaps a majority of research, which takes the perspective of the human as the problem or ‘weak link’ in cyber security (Goo et al., 2014; Hughes-Lartey et al., 2021; Lowry & Moody, 2015; Sabillon, 2022).

Usable security can be understood as three ‘waves’ of research, as put forward by scholars Bødker (2006) and Renaud and Flowerday (2017). The foundation, or first wave, of research, focusses on individual factors. Within this wave, individual perceptions, cognitions and behaviours have been and continue to be, researched, tested and modelled. This research space encourages people to follow security rules and policies. Moreover, usable security scholars within this research space attempt to put forward a positive security notion (Renaud & Flowerday, 2017). The second wave of research focusses on more social and contextual factors, recognising that the individual did not stand alone in the security space. The third wave focusses on everyday security and meaning-making, along with the integration of technology into people’s everyday lives (Renaud & Flowerday, 2017). Psychology and usable security are overlapping disciplines and are, in many ways, related concepts. Psychological research does not only look at the individual but also looks at social groups (Lindzey & Aronson, 1968), contexts (Pettigrew, 2018) and culture (Lehman et al., 2004). Therefore, the influence of psychology can be seen to some extent within all three waves of usable security research. Hence, a number of the papers discussed in the previous sections of this literature review would also be considered influential papers in usable security. As will be demonstrated, both usable security and psychology are important in the understanding of employees and organisations within cyber security.

For this literature review, based on categories described by Bødker (2006) and Renaud and Flowerday (2017), literature on usable security has been separated into these three described waves. However, it should be noted that other researchers have found other ways
to distinguish usable security literature using different dimensions. Moreover, in the current literature review, the studies’ placement within the three waves was decided by the focus of the research. However, usable security is more complicated than this, with many papers including a variety of focus areas. For example, Blythe et al. (2015) looked at how individual and organisational factors influence security behaviours, meaning they could technically belong to wave one or two. In cases like this, a judgment call was made on the main focus of the research. The research is laid out in the subsequent subsections to tell a story of the field rather than put research into distinct categories. Therefore, despite the categories used for the review, usable security research co-exists and can be seen as interconnected. Therefore, the next section of this literature review will discuss previous research with the usable security ‘waves’, with a particular focus on research that applies to organisational cyber security.

2.5.1 The Individual as the Focus

Research within the first ‘wave’ of usable security attempts to understand why individuals behave in specific ways and how existing policies might constrain individuals or ‘force’ them into ‘bad’ behaviours. This research focusses on the individual capabilities of the human in the context of cyber security by investigating what works for individuals and what does not. The research generally finds that security systems, such as password policies, demand more time, effort, and attention than users can afford, especially given other job stressors they may be under (Benenson et al., 2015; Chua et al., 2017; Herley, 2013). The following paragraphs will demonstrate some of this research and point to any potential gaps in investigations.

Early work in usable security demonstrated how undesirable individual behaviour regarding passwords could be caused by the failure of policymakers to recognise individual aspects of ‘human nature’ such as unattainable or conflicting task demands, human memory, and lack of support, training and motivation (Renaud, 2011; Sasse et al., 2001; Sasse & Rashid, 2021). This can result in users making mistakes or sometimes using workarounds to cope with the volume of passwords (Beautement & Sasse, 2009). Since then, a plethora of research has
investigated and critiqued password policies. Such research generally concludes that users are, in general, concerned with maintaining security (Inglesant & Sasse, 2010), but existing security policies are too inflexible and difficult to match user capabilities (Beautement & Sasse, 2009; Inglesant & Sasse, 2010; Nurse et al., 2011b; Weirich & Sasse, 2001). Research also points to arbitrary markers of security, questioning the security of three log-in attempts (Brostoff & Sasse, 2003), password length (Shay et al., 2016) and password expiration (Habib et al., 2018). Therefore, password policies place demands on users that impact their productivity negatively and, ultimately, that of the organisations in which they work (Inglesant & Sasse, 2010; Kirlappos et al., 2013). Based on this, researchers suggest that organisations should consider usable security principles to increase overall security instead of focussing on maximising password strength and enforcing frequency and have suggested ways to improve policies, such as using adaptive passwords (Segreti et al., 2017). Password policies are additionally often studied as a singular aspect of security in isolation and not within the context of an organisation and other day-to-day security factors.

Aside from password management and policies, research in usable security has focussed on other usability issues within organisations. For example, Bartsch and Sasse (2012) found that the employees frequently reported that authorisation operation issues, such as restrictive policies, despite a high level of overall reported compliance, sometimes lead to circumvention of access control systems, such as sending documents via different means. This finding highlights another example of where policies can lead to ‘bad’ security behaviours. However, access control systems are more challenging to make usable than passwords. Usable security research has clear applications for password policies with clear researched solutions, such as password managers. However, access control to certain information and documentation is often regulated, making alternatives to strict policies less possible (Alwan, 2018).

Another area of usable security research looks at how individuals understand and approach the use of secure email (Ruoti et al., 2018). Research demonstrates that there are many usability trade-offs and that individuals do not understand security models (Ruoti et al., 2018). Research in the area of emails in this context has also primarily focussed on what is now known as ‘phishing behaviours’. The focus in organisational research looks at individual
factors that might increase susceptibility to clicking on phishing emails and how susceptibility might be reduced. The research here overlaps with psychology-based research in this area. For example, Iuga et al. (2016) found that gender and the years of PC usage had a statistically significant impact on phishing detection rate in a web-based study. Furthermore, the psychological anchoring effect was also observed as participants tended to examine the first bit of the phishing link more than the end (Iuga et al., 2016). Other research has supported demographic influences, suggesting that women are more susceptible than men (Iuga et al., 2016; Sheng et al., 2010) and that the 18 to 25 age group is more susceptible than older age groups (Sheng et al., 2010). There is research to support the idea of younger generations experiencing more security issues. However, age differs depending on the study (Oliveira et al., 2017; Sheng et al., 2010). Research more specifically related to organisations further looks at what factors in a phishing email increase the likeliness of employees to click on them. Studies demonstrate that authority cues and urgency techniques also increase the likelihood of falling victim (Williams, Hinds & Joinson, 2018). The degree to which an email contains targeting factors has also been shown to have an impact (Flores et al., 2014).

Researchers have developed metrics to measure and train employees to spot phishing emails. The most popular of these methods is phishing simulations, whereby employees are sent fake phishing emails to teach them how to spot such emails. Reinheimer et al. (2020) also researched how to best train employees to spot phishing emails and when to best remind them within an organisation. It was recommended that six months would be effective. However, many of these methods have been criticised by the usable security and psychology-based literature (Kirlappos & Sasse, 2011; Kumaraguru et al., 2010). It is argued that the popularity of phishing simulations stems from their ease of use and their ability to give clear metrics rather than the efficaciousness of the method and their ethics (Kumaraguru et al., 2009; Kumaraguru et al., 2007; Sheng et al., 2010). These simulations may also reduce trust by making it seem to employees that their organisation is tricking them. Alternatively, such simulations may make participants reluctant to click on links, reducing their motivation to report real phishing emails. However, the ideas surrounding trust are essentially prospective at the current time, with little or no research asking employees how they feel and think about phishing simulations within their organisation.
The exploration of mental models in cyber security is also related to usable security. This concept has been borrowed from cognitive psychology and cognitive science (Gentner & Stevens, 2014). Mental models refer to internal models that individuals use to reason about the world (Blythe & Camp, 2012). Researchers in the field of cyber security have sought to understand mental models to improve communication with users and education about cyber security and security interfaces (Baig et al., 2021; Mohamed et al., 2017). Moreover, it has been argued that poor usability may contribute to the development of inaccurate mental models, which may reduce individuals’ abilities to make informed security decisions (Williams et al., 2016). Some studies have found that individuals who have more articulated technical models perceive more privacy threats (Kang et al., 2015). Human-centred security researchers argue that if we understand the end-user and their comprehension of security better, we will be able to design security solutions and interactions more effectively (Volkamer & Renaud, 2013). In this way, the mental model research aims to better understand users and further support individuals in making well-informed security decisions (Nurse, 2013).

2.5.2 Social Mechanisms as a Focus

The research on individual factors discussed in the previous section remains important and ongoing. However, the second wave of usable security research focusses on social mechanisms in usable security. This research signifies a move from focusing solely on the individual to encompassing broader social behaviours and interactions within workplaces and with others (McSweeney et al., 1999).

Within organisations, research has looked at hierarchal and peer influences and the context of culture and industry. For example, Hu et al. (2012) found that top-management participation in cyber-security risk campaigns strongly influences organisational attitude towards compliance with cyber-security policies. Moreover, in addition to normative beliefs and self-efficacy, Flores and Ekstedt (2016) demonstrated that transformational leadership and security culture were strongly associated with stronger attitudes towards resisting social engineering. Further research demonstrates that trust in one’s employees positively
influences managers’ ability to have good leadership concerning cyber-security compliance (Paliszkiewicz, 2019).

Other research has pointed to the influence of peers and colleagues on cyber-security behaviour, some of which may lead to the development of cyber-security champions: employees within organisations who serve as cyber-security role models and mentors (Becker et al., 2017; Gabriel & Furnell, 2011). For example, one study found that those that were provided with peer feedback created stronger passwords when compared to those that were not (Dupuis & Khan, 2018). However, researchers argue that such champions should not be there to represent current cyber-security policies that do not work for users. Instead, champion programmes should seek to represent user needs by identifying where policies cause friction, are ambiguous or do not apply (Becker et al., 2017).

Research in this space has also looked at the idea of shadow security, whereby employees in organisations create workarounds (such as remembering passwords by writing them down) that are usually not visible to official security and higher management (Kirlappos et al., 2014). These workarounds generally reflect the best compromise employees can find between getting the job done practically and managing the risks to a standard they believe is ‘good enough’ (Kirlappos et al., 2015). Therefore, these workaround behaviours might not be as secure as the official policy would be theoretically. However, they work better in practice as employees do not feel they are sacrificing productivity. Research here suggests that this provides a basis for workable security, security solutions that fit the people and the business, and that organisations should learn from these behaviours rather than attempting to get rid of them (Kirlappos et al., 2014). Research has supported this idea and found that in two case studies with 200 interviews and 2000 surveys, employees adapt existing security processes and employ self-devised solutions when they consider security policies to impact productivity deemed unacceptable to them (Kirlappos, 2016). However, this may not be appropriate in certain industries where specific policies may be mandated by law. In such cases, it is argued that organisations should communicate that cyber-security policy is due to a set of security standards (for example, it might be necessary to have reliable audit trails of access to confidential data) and not because of mistrusting employees (D’Arcy et al., 2014).
Usable security researchers have also played a significant part in research surrounding the understanding of cyber-security culture, how it is collectively agreed upon, how it changes depending on organisation and geography, how it functions within organisations and how it influences attitudes and behaviours (Bada et al., 2019; Uchendu et al., 2020). It is argued that environment, context, and social norms surrounding the process of developing and implementing security are also crucial to the effective operation of the product or policy. For example, Flechais et al. (2005) found that trust in secure systems can influence an organisation’s cyber-security culture and performance. The authors argued that in some cases, existing trust relationships within an organisation might lead to employees breaking security policies and practices. In fact, sometimes adhering to existing security policies can undermine social relationships within a group of peers by going against social norms (Sasse & Flechais, 2005). However, this research will be discussed in detail in section 2.7 of the chapter, which focusses on organisational research on cyber-security awareness training, cyber-security culture, and organisational case studies.

2.5.3 Everyday Security

Most recently, usable security research has begun to consider the ‘everyday’. This ‘wave’ incorporates studies of the integration of technology into people’s everyday lives, with broader use contexts and applications in comparison to other waves (Bødker, 2015). This includes exploring user experience and non-expert conceptions of cyber security; the mundane and routine experiences of people (Coles-Kemp & Jensen, 2019) as well as collective experiences (Albrecht et al., 2021) and meaning-making (Bødker, 2015; McCarthy & Wright, 2004). This ‘wave’ of research is also important for organisational studies, as ‘everyday’ security highlights that scholars cannot merely study experts in the field, and research needs to explore how security perceptions manifest in individuals in the context of their everyday lives, both inside and outside of work. In this way, understanding security as lived by people is seen as critical to improving security (Dekker & Faber, 2008). Coles-Kemp and Hansen (2017, p. 1) argue that ‘everyday security is a form of sociotechnical security co-constituted of both technological protection mechanisms designed to protect assets and of relational social practices that enable people to build and maintain trust in their daily
interactions.’ While this research has primarily been outside organisations, it also calls for the possibility of more everyday security research concerning organisations and workspaces, especially when we consider the new normal of remote working.

Such research includes Molotch’s (2013) ethnographic studies of public sites such as the New York subway system. This study found that workers’ routines fit or do not fit into official security policies dictated to the public, demonstrating that such policies do not always consider the day to day lived experiences of people who often prioritise efficiency and pleasure over security. Similarly, in their study of the current designs of cyber-security architectures, Ashenden et al. (2018) argue that within the current designs of such architectures, there is a lack of consensus as to whose security is being addressed. They argue that there is often a tendency for the state to focus on the security of technology rather than the security of the citizen. This argument has clear applications to organisational research where policies are often made to benefit law and audits as well as technology instead of individuals within the organisation itself.

Dourish et al. (2004), through a qualitative analysis of two different organisations, looked at how end-users went about managing security as an everyday, practical problem. It was found that much like other research suggests in usable security, when using technology, security was one of a range of considerations that encroach upon the practical accomplishment of work. The researchers, therefore, argue that security decisions arise in the context of a range of physical, social, organisational, and practical considerations and must be studied in reference to such factors (Dourish et al., 2004). For example, for research conducted within the year 2020, some findings must be considered in the context of the pandemic, with an understanding that this may influence views on cyber security and feelings of security more generally (Furnell & Shah, 2020). Cyber-security perceptions and behaviour do not stand alone but rather exist within other contexts and factors, especially those related to risk. Research within this space is often designed to study certain facets of security, such as understanding password behaviour, which has been extremely important and necessary for the field. However, research also needs to take contextual and environmental considerations to look at security functioning as a whole within organisations.
Another central aspect of usable security is the aim to shift the dialogue from demonising the human as the weak link to viewing the human more positively (Sasse & Rashid, 2021). Usable security scholars argue that calling people the ‘weak link’ implicitly blames individuals for not being able to comply with policies (Sasse & Rashid, 2021), when, as this literature review has demonstrated, this is not always the case and is often counterproductive. Within an organisational context, this weak link viewpoint could lead employees to believe that they are not capable and reduce self-efficacy. The positive security narrative has arguably led to more literature and more dialogue arguing for the human to be seen as a capable and valuable part of cyber-security systems (Sasse & Rashid, 2021). This means that policymakers need to trust and engage users rather than trying to design the human out (Kirlappos & Sasse, 2014).

Historically, and still, to this day, human factors and the user in cyber security have been treated as the weak link, meaning that employees within organisations are generally mistrusted (Goo et al., 2014; Hughes-Lartey, Li, Botchey & Qin, 2021; Lowry & Moody, 2015; Sabillon, 2022).

In addition to the previous research discussed that suggested policies and technology are often to blame for human error rather than the human, usable security researchers have also put forward a more direct discourse to support the move away from the idea of the human as the enemy (Parkin et al., 2010; Reinfelder et al., 2019; Sasse et al., 2001). In their paper ‘Transforming the ‘weakest link’—a human/computer interaction approach to usable and effective security’, Sasse et al. (2001) argued that simply blaming the user would not lead to more effective security systems and outlined a vision of a holistic design approach for effective security. A multitude of studies since then have shown that, far from being the weak link, the insecure actions of employees are often due to the lack of user-centred security in technology and policy rather than out of inattentiveness or ill will (Beautement et al., 2008; D’Arcy et al., 2014; Inglesant & Sasse, 2010; Renaud, 2011). However, research is yet to look at how this dialogue of the human as the weakest link manifests itself in practice in the context of an organisational case study and whether this dialogue is changing. Research needs to understand whether and why employees might see themselves as the
weakest link and whether this relates to perceptions of the human factor more generally, or if this is a mindset that security professionals influence or put forward.

However, this portrayal of tension between leading employees in security roles within organisations (such as security managers) and employees whose primary tasks do not involve security (the users) is not as straightforward. Reinfelder et al. (2019, p. 1) argue that ‘security managers are not the enemy either’. Reinfelder et al.’s (2019) study showed that owing to the absence of organisational structures that include users in security development processes, security managers unintentionally obtain a negative view of users, which leads to strict and rigid security measures that users cannot influence. The authors argue that to break this cycle, where it is not just the users but all humans in the process who need support, security managers need organisational structures, methods and tools that facilitate systematic feedback from users (Reinfelder et al., 2019). Similar research has argued for the application of usable security beyond end users, adding another human element for the discipline to consider (Acar et al., 2016; Green & Smith, 2016). Research further finds that employees and managers have different attitudes toward cyber-security policy, and different factors motivate compliance between these two groups (Balozian et al., 2019). These findings demonstrate that not all individuals within organisations hold the same attitude (Beris et al., 2015), suggesting that different strategies may be needed to influence their behaviours.

2.6 Summary of Usable Security Research

The usable security section of the literature review grouped related research into three waves, as described by Bødker (2006) and Renaud and Flowerday (2017). It was demonstrated that research within the first ‘wave’ focusses on understanding the individual, with research looking at understanding how the usability of policies and technology might impact individuals and some criticisms of current features of cyber-security policies and training. The second ‘wave’ section looks at how usable security research moved to include a focus on social. Such research looked at the influence of individuals on one another. The third
wave of usable security research was further discussed, and it was demonstrated that this research focussed on everyday security and meaning-making. Despite the split of research into waves for the purpose of the literature review, it is important to note that the research should be viewed as overlapping, with each of the waves influencing each other and often occurring in parallel. Finally, the concept of positive security was discussed in terms of how this represented a shift in the dialogue of human factors research. The usable security scholarship will be used in the current research to explain and give insight into the findings. How the current research will apply the usable security field to the interpretation and discussion of research findings will be discussed in more detail in section 2.10 of the literature review.

2.7 Other Organisational Research

This section looks at cyber-security research that has been done in organisations, with specific reference to cyber-security awareness campaigns and cyber-security culture. Firstly, in section 2.7.1, evidence to support the use of awareness campaigns, including research on the most evidenced based methods, will be discussed. Secondly in section 2.7.2, research on cyber-security culture will be discussed. The research presented will both have psychological and usable security influence as well as HCI research more generally. Finally, section 2.7.3 will also look at how specific industries have been researched, particularly through the use of case studies given that this is the chosen method of the current research.

2.7.1 Cyber-Security Awareness Campaigns and Training

Cyber-security awareness campaigns aim to educate employees on cyber-security issues and encourage employees to behave securely (Engbers et al., 2005). Usable security researchers generally argue that awareness campaigns should catch people’s attention and convince them that security measures are worth their time. Cyber-security training aims to assist people in acquiring skills, such as how to recognise a social-engineering attack or how to use
technology in a secure manner (Sasse & Rashid, 2021). There are many delivery methods in awareness campaigns and training methods. Firstly, physical and web-based posters are standard delivery methods (Abawajy, 2014). Web-based virtual training strategies (Barron, 1998) are also now prolific in this area. Research has demonstrated them to be effective in creating awareness of cyber-security strategies (Willems & Meinel, 2012). Phishing simulations are widely used in public and private sector organisations to promote better end-user email behaviour and gain metrics on phishing click-through rates. However, the evidence of the efficaciousness of this technique is under debate, as are the ethics underpinning this approach (Kirllapos & Sasse, 2011; Kumaraguru et al., 2009; Kumaraguru et al., 2007; Sheng et al., 2010). Game-based training has been shown to be effective for cyber-security awareness and training skills, seemingly providing engagement and entertainment and teaching cyber-security concepts and practices (Cone et al., 2007; Cone et al., 2006). Furthermore, companies use email to communicate with employees about certain risks (Cone et al., 2007).

As discussed previously, PMT has been a major influencing theory in the development of awareness and behaviour-change campaigns within cyber security (Briggs et al., 2017). More recently, another well-known technique for security awareness campaigns has been ‘nudging’ (Briggs et al., 2017). Nudge related research looks at how cues could be used to nudge or guide people towards a particular behaviour or action, rather than mandate or force specific behaviours, and often uses PMT-based concepts to do so. Therefore, this type of behaviour change method acknowledges the role the user plays in the security decision-making process (Coventry et al., 2014). Nudges in this context generally refer to features engineered into digital environments to indirectly encourage good cyber habits, for example a message saying that an email came from outside an organisation. In one experiment of over 2000 people in 5 different countries, van Bavel et al. (2019) explored the effect of notifications inspired by PMT on security behaviour. It was found that coping messages inspired behaviour change more than threat appeal messages, but that both forms of nudging were influential in changing behaviour. The beneficial impacts of nudging on cyber-security behaviours have been supported more widely in the literature (Turland et al., 2015). However, enthusiasm for the use of nudges has not been unanimous, with academic- and industry-based sceptics questioning the ethics of this approach to an individual’s autonomy,
especially when used by governments (Goodwin, 2012; Renaud & Zimmermann, 2018). This is because ‘nudges’ influence choice, usually without the awareness of the persons.

Blythe et al. (2020) also looked at how organisations used sanctions and rewards to motivate behaviour within awareness campaigns and training, specifically phishing campaigns. It was argued that sanctions, such as naming and shaming or notifying someone’s manager, are problematic methods when attempting to reduce risky behaviours as they may reduce employee trust in the organisation as well as reduce productivity. It was found that in 90% of the organisations studied, sanctions were used. The authors argued that industry needs to take a more informed approach when using behaviour change strategies (Blythe et al., 2020). In a study of a higher education institution, Chen et al. (2018) further found that an employee’s choice of complying with the organisation’s cyber-security policy is based mainly not on formal sanctions but on informal sanctions and personal capability (efficacy). Such research highlights a constant problem in cyber security; that industry is often behind academic research, is not aware of the research, or does not use it, making new concepts increasingly challenging to study in natural environments (Blythe et al., 2020; Chen et al., 2018). Campaigns need to be considered, both in research and in industry, in the organisational structure in which they are implemented and the security awareness professionals driving such initiatives (Blythe et al., 2020).

Some research has looked at the design and implementation of cyber-security awareness campaigns based on academic studies. Bada and Nurse (2019) researched and proposed a high-level programme for cyber-security education and awareness for small-medium sized business enterprises (SMEs). The programme was based on evidence and included five main aspects: engaging with SMEs, improving security practices and culture, maintaining and updating resources for the programme, creating lists of trusted third-party resources, and communication strategies. Although this research is primarily for the use of SMEs, it demonstrates that awareness campaigns can be evidence-based and the usefulness of tailoring campaigns to specific sectors and organisations. There is still much research to be done on understanding current campaigns, how they are best implemented and how long-term behaviour change is best accomplished.
Broadly, some awareness campaigns in organisations are effective in creating information-security awareness (Talib et al., 2010). This has depended largely on the different persuasive techniques used and the context in which the campaign has been situated. For example, Hu et al. (2012) found that top-management participation in and support for cyber-security risk campaigns strongly influences organisational attitude towards compliance with cyber-security policies. Similarly, Ashenden and Sasse (2013) found that CISOs need to reflect and work on effective ways of achieving credibility in their organisations and work on communicating with employees and engaging them in security initiatives from the top down. However, Da Silva and Jensen (2022) find that CISOs hold a great position of power within organisations, where their role is not only to interpret cyber-security information but to relay this to senior management. Other research suggests that cyber-security campaigns benefit from getting users to think proactively about security rather than being rote and requiring only passive listening (Cone et al., 2006). Investigations have further found that combined delivery methods are better than one individual security awareness delivery method (Abawajy, 2014).

Despite the popularity of cyber-security awareness campaigns to communicate risk to and change the cyber-security behaviours of employees and the demonstrated success of some of these campaigns and their techniques (Cone et al., 2006), they are not exempt from criticism in the literature (Bada & Sasse, 2014). Firstly, a company’s aim is generally to make themselves more secure by communicating the risk of cyber-attacks to employees and thus creating awareness to change behaviour. However, creating awareness is not necessarily enough to drive behavioural change (Bada & Sasse, 2014). Employees additionally need to have their misconceptions challenged and explained (Kirlappos and Sasse, 2012) and must have understanding and motivation to change their behaviours (Bada and Sasse, 2014). Additionally, cyber-security awareness plans are limited to organisations, or departments within organisations, that do not have an existing awareness of cyber security. Many companies may indeed already have a high awareness of the company’s issues and responsibilities surrounding cyber security.

Furthermore, users may not be motivated by campaigns to change their behaviours if they deem there to be a security-convenience trade-off that favours convenience (Tam et al.,
2010). For example, and as noted in relation to usable security, some password policies may be too demanding for employees and reduce employee productivity, leading to, despite knowledge and awareness of good password practice, employees going against organisational policy (Tam et al., 2010). Therefore, in a lot of cases, those employees using workarounds to bypass policies are not corrupt but are simply trying to do their work efficiently despite poor policies (Koppel et al., 2015). Therefore, when cyber-security campaigns suggest protective actions, they must ensure that employees can achieve these without impacting productivity.

Research has also demonstrated a link between cyber-security awareness campaigns and cyber-security culture. Wiley et al. (2020), in an online questionnaire study of 508 workers in Australia, explored the relationship between cyber-security awareness, organisational culture and security culture. The study results showed that while organisational culture and security culture correlated with cyber-security awareness, cyber-security culture played an important mediating relationship between organisational culture and cyber-security awareness. This highlights, again, the importance of context when looking at cyber-security awareness campaigns. Based on this finding, the authors suggest that organisations should focus on building a positive security culture in order to improve cyber-security awareness (Wiley et al., 2020). This leads us to the next section, which looks at the research surrounding the idea of cyber-security cultures within organisations.

2.7.2 Cyber-Security Culture

Over the last decade, there has been an increased interest in the concept of cyber-security culture, both in several different sectors of industry and the academic literature (Durojaiye et al., 2020; Uchendu et al., 2021). Cyber-security culture, also referred to as information-security culture and security culture within the literature, refers to an omnipresent set of assumptions, behaviours, norms, and values developed and shared by colleagues of an organisation towards different aspects of cyber security (D'Arcy & Greene, 2014; Ertan et al., 2020). In turn, this determines the mindset of employees towards cyber security within the organisation. Therefore, one’s organisational cyber-security culture might include previously
discussed terms, such as shadow security behaviours. The concept, much like that of broad organisational culture, is contested, and so the definition changes between studies (Ertan et al., 2020). However, there seems to be a common understanding that it contains shared norms and values. Cyber-security culture is also part of a broader organisational culture, the most well-known and all-encompassing definition of which is ‘how things are done in an organisation’ (D'Arcy & Greene, 2014; Van Niekerk & Von Solms, 2010). Organisational and cyber-security cultures are likely to be different for each organisation, as they are dictated by many factors, such as whether people work individually or in teams or how closely people are managed (D'Arcy & Greene, 2014).

Within the literature, there is a dialogue regarding what is seen as a ‘good’ or ‘positive’ cyber-security culture and what is seen as a ‘bad’ or ‘negative’ cyber-security culture (Da Veiga & Martins, 2015; Glaspie & Karwowski, 2017; Ruighaver et al., 2007). Much of the work argues that a ‘good’ or ‘positive’ cyber-security culture includes employees who adhere to security policies, high levels of employee reporting, employees who feel comfortable reporting, and where security is a priority across all levels of an organisation (Glaspie & Karwowski, 2017; Ruighaver et al., 2007). A ‘bad’ or ‘negative’ cyber-security culture then may encompass a lack of understanding of cyber security, a demotivated attitude towards cyber security, and a lack of compliance with security measures. However, usable security scholars point out that organisations cannot expect to have a cyber-security culture that they deem as ‘good’ without there being usable policies and without listening to what works for users. ‘Good’, it is argued, should not be an unattainable standard. In organisations where genuine security needs underlie such behaviour and where a positive security culture is in place, compliance can become a shared value and a source of pride (Sasse & Rashid, 2021).

The idea of employees making cyber security a key responsibility is also visible in the literature as a path to a better cyber-security culture, often through better compliance (Kim & Han, 2019). Some research shows that increased levels of responsibility in employees lead to increased levels of compliance (Kim & Han, 2019). This research has led to the creation of training methods that aim to increase responsibility, such as through games (Filipczuk et al., 2019). Using games as training methods is suggested to increase engagement with, and therefore knowledge of, the content of the training. Other research demonstrates that
individuals devolve responsibility for their cyber security to technical interventions and senior management (Tischer et al., 2016). Research suggests that many individuals do not feel they have the skills to fulfil a cyber-security responsibility (Hadlington, 2018). Research shows that security professionals and non-security related employees may have different ideas surrounding responsibility (Posey et al., 2014). However, there is debate in the literature as to what extent responsibility should be put on employees, especially when employees need to focus on their primary work, which may be vital, such as in healthcare. Many organisations, especially large global businesses, have specific cyber-security teams. Therefore, it can be argued that these teams need to take the main responsibility while trusting employees to act responsibly.

Within each cyber-security culture, it is important to note that subcultures can arise (Da Veiga, 2016; Da Veiga & Martins, 2017; Hofstede, 1998; Kolkowska, 2011; Muendo, 2014; Whelan, 2017). For example, some research has pointed to differences between managers and users regarding security behaviours. Albrechtsen and Hovden (2009) found a digital divide between users and managers; cyber-security professionals primarily regarded users as a cyber-security threat, whereas users believed themselves to be an untapped resource for security work. Moreover, Balozian et al. (2019) found that different levels of users within organisations are affected by different techniques that encourage cyber-security behaviours. Similarly, research has demonstrated that cyber-security culture may differ by office location and between those in IT roles and non-IT roles (Da Veiga & Martins, 2015). This suggests that there is no one-size-fits-all model for understanding an organisation’s behaviour and culture.

A few large literature- and systematic- reviews have sought to appraise previous research on cyber-security culture. These reviews look at what factors have been found to impact cyber-security culture, the methods used to look at culture, and how and where such methods have been applied most effectively. Karlsson et al. (2015) conducted a literature review on cyber-security culture research published between 2000 and 2013. Findings showed that the topics most researched were those looking at the relationship between culture/organisational culture and cyber security and frameworks for cultivating a cyber-security culture. The researchers further concluded that the majority of the research found was descriptive, philosophical or theoretical and lacking in a structured use of empirical data. The researchers
suggested that future research should study the identified research topics in greater depth; focus more on creating theories or testing theories to increase the maturity of the field; and use a broader range of research methods (Karlsson et al., 2015).

More recently, Uchendu et al. (2021) conducted a systematic review of the previous 10 years of research regarding cyber-security culture, which identified 58 research articles. The review highlighted several key findings. Firstly, the review showed that top management support, security policy and cyber-security awareness and training were the key factors shown to be most influential when organisations build and develop cyber-security cultures. Moreover, developing a security culture requires in-depth knowledge of the given organisation and its employees. Questionnaires and surveys were the methods most often used to measure culture. Furthermore, very few approaches have been evaluated in real-world environments (Uchendu et al., 2021). The review also looked at what sectors had been researched. It was found that there were three articles focused on healthcare, two on banking and finance, one on retail, and six on public organisations. The other selected papers did not focus on a specific industry. Finally, the researchers argue that in the future, it would be ideal for academics and industry practitioners to work closer together on research looking at cyber-security culture (Uchendu et al., 2021). Without research within organisations, it is difficult to ascertain the actual value of previous research and whether it might impact real-world cyber-security culture. If practitioners and academic researchers co-operate, it will enable researchers to access real organisations to apply, evaluate and refine their new research. Furthermore, those in industry will gain access to research expertise, which is often inaccessible. This would, after research has been widely investigated, ultimately lead to the design and development of a robust set of approaches suitable for those organisations to use (Uchendu et al., 2021).

2.7.3 Organisational Research Methods

The research methods in human factors research in the field of cyber security are still arguably heavily quantitative, survey-based, or experiment-based (Iuga et al., 2016; Flores et al., 2014; Kirlappos & Sasse, 2011; Renaud, 2011; Sheng et al., 2010; Vance et al., 2012).
Though methods used for research in usable security have perhaps been more qualitative than research directly from a psychological point of view (Blythe et al., 2015; Flores et al., 2014; Kirlappos et al., 2013; Reinheimer et al., 2020). However, a lot of the literature is not empirically based but uses previous research, real-world examples or opinions to forward the area (Bada & Nurse, 2019; Renaud, 2011). While such methods remain extremely useful, they may be supplemented with deep insights from qualitative work within broader contexts.

Research on cyber-security culture has been particularly quantitatively based. Researchers and industry professionals have developed many survey-based instruments to investigate organisations' cyber-security cultures. These are usually quantitative, with few studies using any qualitative methods (Sas et al., 2021). Such methods have significant value (Da Veiga & Eloff, 2010; Rantos et al., 2012). However, they present an issue for organisations (Uchendu et al., 2021). For example, many of these questionnaires ask knowledge-based questions, which do not necessarily influence behaviour and participants in such surveys can be influenced by priming and question structuring (Krol et al., 2016). Surveys also look for broad cultural meaning in organisations and do not necessarily best reflect nuanced cultural differences between groups within a single organisation. Additionally, surveys are often just a snapshot of cyber-security culture and do not look at longitudinal aspects of culture (Uchendu et al., 2021). Researchers also assert that it is important for cultures to be understood in their organisational environments and within threat landscapes, or at least employee understandings of threat landscapes. Therefore, organisations using survey tools need to conduct them regularly, raising the argument for more dynamic measurements and understandings. Currently, literature reviews demonstrate that future research needs to evaluate culture, or models, in-situ (Uchendu et al., 2021).

Case studies have been a valuable research method when investigating cyber-security concepts within organisations (Karlsson et al., 2015). However, they are far from the most used method, with even fewer studies using qualitative methods and in-depth investigations of a single organisation or sector (Uchendu et al., 2021). No research studies were discovered at the time of writing that aim to take a holistic approach to understanding everyday security behaviours, perceptions, and cultural aspects within a single organisation using psychology and usable security literature.
As discussed above, many current case studies have focused on purely understanding cyber-security culture (Da Veiga & Martins, 2015; Nasir et al., 2019; Tang et al., 2016). These studies have been useful in understanding the relationship between culture and compliance, managerial insights and testing models seeking to measure compliance and cultural factors. Outside a focus on organisational culture, one case study also sought to investigate organisational attempts to provide usable security products across three firms (all providers of cyber-security systems), some federal and some private. It was found that the adoption of usable security was usually motivated by employee and customer complaints (Caputo et al., 2016). A few other case studies have focussed on understanding cyber-security challenges within the healthcare domain (Ghafur et al., 2019) and higher education institutions (Durojaiye et al., 2020). All of these case studies show the value of this method.

2.8 Where are we now?

Thus far, this literature review has aimed to summarise the previous research from psychology, usable security and wider HCI research seeking to understand the cyber security of employees within organisations, as well as demonstrate the need for more research in certain areas of these bodies of scholarship. The literature review has shown that psychology and usable security, fields which have overlapped and influenced each other, have greatly helped a broader understanding of the human element of cyber security within organisations. However, certain viewpoints, such as positive security and methods such as case studies, have been underused compared to questionnaires and surveys (Uchendu et al., 2021). Researchers argue that human-centred security and privacy research still lacks maturity in many ways (Renaud & Flowerday, 2017). Firstly, many security products remain low in usability standards. Secondly, most of the cyber-security industry relies primarily on awareness-raising and training endeavours to improve their employee and organisational resilience to cyber-attacks and general cyber-security issues. Nevertheless, the number of successful hacking attacks increases each year, so there is perhaps little evidence that current awareness-raising methods are particularly effective (Renaud & Flowerday, 2017).
The research reflects a need for more ‘positive’ security research and dialogue, both within academia and industry (Zimmermann & Renaud, 2019). The viewpoint that the ‘human is the weakest link’ is still arguably the most prominent view within industry and research (Goo et al., 2014; Hughes-Lartey et al., 2021; Lowry & Moody, 2015; Sabillon, 2022). This is despite the plethora of research over the last few decades demonstrating that the ‘human as the weakest link’ discourse is not only unhelpful but largely invalid (Beautement & Sasse, 2009; Inglesant & Sasse, 2010; Nurse et al., 2011b; Weirich & Sasse, 2001). For example, decades of research has demonstrated the importance of efficacy in cyber-security behaviour, among many other important factors. Zimmermann and Renaud (2019) similarly argue that the assumption that the human constitutes a problem to control is deep-rooted, giving examples of where employees have been blamed for cyber-attacks despite employee behaviour not triggering the given breaches. If underlying assumptions of employees are unfounded or wrong, then the solutions developed will also be ineffective or mismatched. Currently, therefore, employees are excluded, trained, constrained, and controlled to comply with security policies (Zimmermann and Renaud, 2019; Weirich & Sasse, 2001). Therefore, Zimmermann and Renaud (2019) argue that there needs to be a complete paradigm shift that recognises the employee as a contributor to success within wider socio-technical systems. The research, therefore, needs to be conducted to understand the current cyber-security views of employees. Furthermore, for this to happen, more open-source collaborative research between academia and industry needs to take place (Uchendu et al., 2021). This will allow academics to see if previous research holds within context and to what degree, as well as give industry experts a chance to understand such perspectives and apply them.

Additionally, as highlighted in many of the studies and analyses in the previous sections, specific research methods need to be used to get deeper insight from different and more multidimensional perspectives. Researchers in the field suggest that there is still an ongoing focus on technical aspects of cyber security due to a lack of consolidation of the attributes pertaining to human factors, the application of theoretical frameworks, and a lack of in-depth qualitative studies (Jeong et al., 2019). Therefore, Jeong et al. (2019) propose that future studies focus on: consolidating human factors, taking an interdisciplinary approach when examining cyber security, and conducting additional qualitative research whilst investigating
human factors in cyber security. The perspective that more qualitative research is needed for a mixed methods understanding of cyber security is echoed by other researchers in reference to multiple aspects of cyber-security research, such as cyber-security culture (Sas et al., 2021; Uchendu et al., 2021).

2.9 Impact of COVID-19 on Cyber Security

In early 2020, the Coronavirus (COVID-19) was declared a pandemic by the World Health Organisation (WHO, 2022). This global crisis has meant that millions of people have been forced into quarantine and social isolation as governments, to different degrees, imposed local and national ‘stay at home’ orders. The pandemic also led to the largest number of employees globally being confined to lockdown measures and, by extension, required to work remotely (Ahmad, 2020), creating a number of challenges for workplaces. Employers had to ensure that their employees could move to a remote environment, not only quickly and safely concerning the pandemic but also securely, while employees had to establish new ways of working away from the workplace. At the same time, many researchers have argued that the cyber-security threat landscape went through a significant change. In this section, research looking at how the COVID-19 pandemic will be discussed in terms of how it has impacted the cyber-security landscape. Moreover, research looking at the impact of remote working, wellbeing and their impact on cyber security will be discussed.

2.9.1 The Changing Threat Landscape

Not only did the COVID-19 pandemic have a remarkable impact on society and the global workforce, but it also engendered a new wave of cybercrime-related circumstances. This, in turn, has implications for society, the workforce and researchers. Since the beginning of the outbreak, certain types of COVID-19 cyber-security incidents and attacks have been reported. For example, there were many scams where individuals impersonated public figures or authorities, particularly those related to public health (Chigada & Madzinga, 2021; Lallie et al., 2021; Muthuppalaniappan & Stevenson, 2021). These scams targeted both members of
the public and employees within organisations. Cyber-attacks also attempted to disrupt critical national infrastructure such as health care services (Lallie et al., 2021). Moreover, security risks began to emerge because of the realities of the COVID-19 period. For example, a lack of remote-working security awareness and training, heightened stress and anxiety among employees, new technologies, rushed technology deployment, and the presence of untrusted individuals in a remote-working environment, for example in flat shares (Nurse et al., 2021).

Lallie et al. (2021) conducted an analysis of cyber-attacks throughout the pandemic. The results of the analysis demonstrated that following initial gaps between the initial outbreak of the pandemic in China and the first pandemic/COVID-19 related cyber-attack, attacks began to become steadily more prevalent to the extent that at point 3 or 4 unique cyber-attacks were being reported daily (Lallie et al. 2021). This demonstrates how frequently cyber criminals began to utilise the pandemic for cyber-attacks. Supporting the findings of Lallie et al. (2021), Chigada and Madzinga (2021), in a systematic review of the literature from December 2019 to June 2020, found that there had been an exponential growth of cyberattacks and threats during the first few months of the pandemic. Moreover, Pranggono and Arabo (2021) studied the cyber security issues that occurred during the COVID-19 pandemic, emphasising a correlation between the ongoing pandemic and the increase in cyber-attacks targeting sectors that were/are vulnerable. Furthermore, the authors argue that the growth in anxiety and fear that stemmed from the pandemic increased the success rate of cyber-attacks. Georgescu (2021) further found that COVID-19 restrictions generated an increase in phishing and Remote Desktop Protocol (RDP) attacks and that both RDP and phishing attacks were the leading causes of an intensification of ransomware attacks. Moreover, the authors show that the pandemic also raised the issue of cyber security in relation to the new normal of expecting staff to work remotely, mainly from their own homes. Remote working increases the possibility of phishing and ransomware attacks, as well as those of a state-sponsored nature (Pranggono & Arabo, 2021). Other researchers and industry leaders have further highlighted threats to particular industries such as healthcare and the financial sector (Aldasoro et al., 2021).
2.9.2 Remote Working During COVID-19

The move to remote working, or working from home, was and is, at the time of writing, widespread during the pandemic. Some research has demonstrated that remote working has a positive impact on employees. A case study at IBM (Heinonen, 2009) demonstrated that flexible working increased perceptions of productivity. In this study, women, in particular, placed high importance on working from home as a positive benefit (Heinonen, 2009). Moreover, a research study conducted in China found that employees working from home reported improved work satisfaction, their attrition rates halved, and that working from home led to a performance increase of 13% (Bloom et al., 2015). However, this previous research on remote working can be questioned in a pandemic context (Wang et al., 2021).

Previously, remote working could be seen as an option rather than mandated and was often part of flexible working strategies where employees would spend time in and out of the office. Research reports that in 2015 only around 2% of the European workforce worked mainly from home (Wang et al., 2021). Previously, therefore, employees and their organisations had very little experience of mass remote working, which would seemingly impact their remote working experiences; allowing a few employees to work from home is very different from going from an entire workforce working in the office to working remotely almost entirely overnight.

Research in the current pandemic period has demonstrated that there have been both positives and challenges associated with this ‘new normal’ working context. Wang et al. (2021) found that some of the negatives experienced by those working at home during the pandemic were experiences of procrastination, ineffective communication, work-home interference, and loneliness. Similarly, Etheridge et al. (2020) reported that employees experienced productivity decreases, which were associated with decreased wellbeing. Research suggests that working from home in this context leads to an ‘always on’ mode, leading to mental and physical fatigue. Mustajab et al. (2020) further demonstrated that remote working could reduce productivity for reasons such as multitasking, childcare responsibilities, decreased motivation, and psychological issues. It has also been suggested that while there are no clear links between job satisfaction and remote working, remote working negatively impacts the work-life balance (Bellmann & Hübler, 2020). It is also
possible that the situational and behavioural consequences of remote working impact the cyber security of an organisation owing to changing employee priorities. However, it should also be noted that it is hard to tease out the difference between issues caused by the pandemic and issues caused by remote working.

To cope with the changing environments, organisations and employees now heavily rely upon video conferencing technologies to ensure the smooth running of teams, for example. These technologies have also impacted how we work, and research demonstrates they also impact workplace productivity and wellbeing. Waizenegger et al. (2020) interviewed 29 participants regarding their experiences of working from home. The participants reported reduced feelings of isolation when video conference meetings were held at the beginning of the day. However, participants also reported ‘virtual meeting fatigue’ or ‘Zoom fatigue’. Further research demonstrates, from 10,591 participants, that hyper gaze from a grid of staring faces and the cognitive load from producing and interpreting nonverbal cues might contribute to ‘Zoom fatigue’ (Fauville et al., 2021).

2.9.3 Impact of Remote Working on Cyber Security

Remote working is by no means a new concept. However, it has never been so widespread, and arguably, prior to the pandemic, is not a context where cyber security has been a priority (Furnell & Shah, 2020). The increased reliance on technology for connecting people, and thus also employees, and the move to a perhaps ‘less’ secure home environment, remote working has had a significant impact on the cyber security of organisations and of employees (Khan et al., 2020; Lallie et al., 2021). Opportunistic cyber criminals pick people with specific vulnerabilities to take advantage of certain circumstances. This is nothing new; a natural disaster or ongoing public crisis allows attackers to take advantage of vulnerable people in a vulnerable situation. For example, in the wake of Hurricane Katrina, many fraudulent websites appeared appealing for humanitarian aid (Lallie et al., 2021). Studies on cyber security have focused predominantly on threats to cyber security, which have been argued to have been adapted to the new work or increased in the wake of the COVID-19 pandemic. These include but are not limited to an increase in Distributed Denial of Services (DDoS)
attacks and malicious domains using words such as ‘corona-virus’ and malicious websites. The spreading of Malware, Spywares, and Trojans, launching ransomware attacks and sending out spam emails relating to COVID-19. Furthermore, attackers are sending out malicious messages via fake COVID-19 information apps. Attackers are also using business email compromise scams by using coronavirus disease as a tool (Khan et al., 2020). A study from The Research Institute for Sociotechnical Cyber Security (RISCS) found that participants viewed inadequate remote working security controls or mitigations and decreased visibility of remote working environments to lead to more opportunities for employees to, deliberately or unwittingly, expose organisations to risk (Crossland & Ertan, 2021). Furthermore, the participants in this study argued that the risk of insider threats was higher during the pandemic owing to the remote working environment and having to on- and off-board employees remotely.

Therefore, the focus has also been on the need to adapt cyber-security awareness campaigns to the new working environment, not just in the way they are delivered but also in content. Previous research conducted prior to the pandemic suggests that cyber-security awareness is different in a remote environment (Johnston et al., 2000; Johnston et al., 2010). One study showed that, compared to their in-office counterparts, remote employees faced lower levels of vicarious experiences, verbal persuasion, and situational support (Johnston et al., 2000). This is argued to result in diminished levels of cyber-security policy awareness (Johnston et al., 2000). Later research conducted by the same authors further suggests that the lack of supportive materials, in verbal, demonstrative, or resource-based form, significantly disadvantages remote employees’ awareness of security and privacy policies within their organisations, reducing their compliance to these.

Other research has found that organisations took different approaches to security risk management (Crossland & Ertan, 2021). Some organisations relaxed corporate device policy and displayed increased trust in employees with cyber security, whereas others increased restrictions, occasionally to the perceived detriment of productivity and collaboration. This study further found that remote working increased worry about insider threats. Participants suggested that there were opportunities for employees to, likely unwittingly, expose organisations to risk (Crossland & Ertan, 2021).
Concerns have also been raised over the security of technology used to support the remote working environment. One of the most notable examples during the COVID-19 pandemic was the issues that arose relating to the security of Zoom (Furnell & Shah, 2020; Wakefield, 2020; Weil & Murugesan, 2020). Zoom, a software initially praised for its ease of use for team collaboration, was criticised for a range of privacy breaches, including false claims of end-to-end encryption and a security flaw that left some users vulnerable to having webcams, the ability for uninvited guests to join meetings and microphones hijacked (Wakefield, 2020; Weil & Murugesan, 2020). The chief executive of Zoom noted how the company had gained users on an unprecedented scale in an extremely short period of time (Wakefield, 2020). Updates were made quickly to fix these issues; however, it remains an example of how the sudden move to remote working could lead to unforeseen security concerns for home workers (Furnell & Shah, 2020). On the other hand, while not a welcomed situation, COVID-19 provided a catalyst for the provision of technology-based services to aid remote working. Whatever the changes, it can be seen that the current research did not take place in what could usually be considered a ‘normal’ cyber-security landscape.

2.9.4 Impact of COVID-19 on Cyber-Security Behaviours and Perceptions

Research into cyber-security behaviours, perceptions and awareness campaigns during the COVID-19 pandemic are thus far limited. One survey study evaluated the cyber-security culture readiness of organisations from different countries during the pandemic (Georgiadou et al., 2021). Results demonstrated significant variations among individual participants and organisations. 53% of the participants reported that they did not receive any security guidelines from their employers regarding remote working during this crisis (Georgiadou et al., 2021). Employees may also have not had the opportunity, especially if they were new to an organisation, to be properly trained in cyber-security behaviours before being moved to a home working office (Nurse et al., 2021). Moreover, this could have been exacerbated by reduced access to information/knowledge about security practices. For example, people may have more difficulty in quickly speaking with a work colleague about appropriate security behaviours when working from home compared to in the office (Nurse et al., 2021). The
impact of the context of the stress and pressure of the pandemic needs to be considered in relation to how the workforce views cyber security. At the time of writing, there is no literature looking directly at this issue. However, the impact of the pandemic, paired with the research discussed in the literature review, demonstrates the increase or change in cyber-security threats while working from home.

In addition to directly impacting individuals’ cyber-security perceptions and behaviours, the COVID-19 pandemic has impacted society and the global workforce in various ways. Firstly, many people suffered from COVID-19 themselves. At the time of writing, 165,069,258 cases have been recorded worldwide (World Health Organisation, 2021). Many people have had to take care of sick family members or isolate themselves due to potential symptoms. Therefore, a crisis of this scope has many implications that impact research, especially that of a behavioural nature (Reynolds et al., 2008; Sim et al., 2004; Styra et al., 2008).

Emerging research conducted during COVID-19 demonstrates the pandemic’s impact on the wellbeing of the global workforce (Unadkat & Farquhar, 2020). Zacher and Rudolph (2021) showed that, on average, life satisfaction and positive affect decreased between March and May 2020 in participants in Germany. Other research shows that levels of loneliness during the first stages of lockdown were high (Groarke et al., 2020). The UK COVID-19 Mental Health & Wellbeing study, a quota survey taken between 31 March 2020 and 11 May 2020, found that suicidal ideation increased over time, especially in young adults. However, the survey also reported that positive wellbeing also increased. The findings of all these studies demonstrate that the COVID-19 pandemic represents not only a major medical and economic crisis but a psychological one, as it can be associated with declines in people’s wellbeing (Zacher & Rudolph, 2021). This research questions the extent to which people’s security concerns would change, owing to the increase in other and arguably more pressing physical and mental health concerns.

It is important to note that wellbeing has been found to influence human actions and states considered important for functioning in the workplace. For example, tiredness, a side-effect of many mental health issues, has been found to lead to safety risks at work, often owing to slower decision making (Brown et al., 2020). Further research has demonstrated that those
with depression has a negative impact on interpersonal and workplace functioning (Katon, 2009). Moreover, the state of boredom has been demonstrated to increase financial risk taking (Miao, P., Li, X., & Xie, 2020). Research such as this demonstrates that certain physiological states and mental health conditions, such as those experienced during COVID-19, have the potential to impact individual job functioning, in which adherence and attention to cyber security policies could be included.

A study from (RISCS) found that positive organisational handling of employee wellbeing was reported when respondents felt leadership clearly articulated and justified a consistent approach to remote working (Crossland & Ertan, 2021). Many participants in this study did note wellbeing-related positives of remote working, such as spending more time with family and reduced commuting time. However, a few participants also expressed concern about impending transitions back to working from the office, which would likely have its own challenges as employees change routine once again, relating to both wellbeing and security practices. This demonstrates that events not directly related to cyber security may still influence cyber-security perceptions and behaviours.

2.10 Summary of Literature Review

This literature review aimed to discuss research and academic dialogue surrounding psychological and usable security-driven research on the human factor in cyber security within organisations. Firstly, the literature review described risk perception and behavioural change theories from psychology: Protection Motivation Theory, the Extended Parallel Process Model and The Theory of Planned Behaviour. Research on the application of these theories to the cyber-security literature within organisations was discussed and critiqued, as well as gaps were highlighted. As PMT and the constructs of other theories are proposed to lead to maladaptive coping responses, and given the research available, the review also looked at the optimism bias and fatalism and how these two cognitive thinking methods may impact cyber security. The similarities and differences, and two-way influence, of psychology and usable security were then described before the review went on to highlight usable
security research and literature. The three waves of usable security were demonstrated and analysed. Furthermore, the review highlighted previous human factor organisational research within cyber security, demonstrating where there were gaps in the literature. The review then concluded with an overview of where the human factors in the cyber-security field stand now, as well as a summary of the context of where we are now in terms of the pandemic and its influence on current research.

The concepts from PMT, the EPPM and the TPB, along with other psychologically-based research, will be used as analytical lenses to interpret and gain a deeper understanding of the current findings. Moreover, dialogue and previous research from the HCI and usable security field will be used alongside psychological theories and research as complementary analytical lenses that will assist in offering explanations and insights into participants’ perceptions and behaviour. As will be discussed later in Chapter 3.7 the data analysis began with a thematic analysis from which several broad themes were identified. These themes were bought into conversation with the theories and research discussed in the literature review, assisting the researcher in identifying linkages between the data and previous research. In some cases, previous research assisted in identifying some of the themes and subthemes, for example, previous work on the optimism bias assisted in the discovery of this bias in the current research. This approach to understanding findings is well established in qualitative research within cyber security, where meaning and knowledge are developed through the application of existing theory to data (Burdon & Coles-Kemp, 2019; Da Silva, 2022).
Chapter 3. Methodology

3.1 Introduction

This research took a case-study approach to gain a deeper understanding of cyber-security behaviours in organisations through the lens of cognitive and social psychological theory and usable security research. The research aimed to understand cyber-security culture, perceptions, biases and behaviours in the context of a private global organisation and understand the potential similarities and differences between employees and groups of employees (such as differences between those who work in certain job roles) in this context. To meet the aims of this research, the thesis uses a qualitative case-study methodology within a single organisation, by using distinct methods, namely semi-structured interviews, elite interviews and focus groups. Firstly, Section 3.2 will examine the case-study approach in qualitative research, looking at both the benefits and drawbacks of this approach and why this method was chosen for this research. This section will also describe the organisation chosen for this study. In section 3.3 the impact and context of the COVID-19 pandemic will be discussed in terms of the effects on the research methodology, the organisational case study, and the participants. Section 3.4 will outline the specific research methods chosen to investigate this case study. These methods will be described and evaluated, as will their applicability to online video conferencing methods. In total, 42 participants took part in this research. The participants and their demographics will be described in section 3.5. Sections 3.5.2 and 3.5.3 will also look at the interview and focus group process, as well as the ethical considerations taken in this research. The data was analysed by means of a thematic analysis method using NVivo 12, a qualitative data analysis software. This process and the transcription process will be described in Section 3.6. This chapter will then look at the possible limitations of the research. This section will end with a description of the research journey, including previous research conducted by the researcher that inspired this case study.

3.2 Research Design: Case Study
3.2.1 The Choice to Use a Case Study

The case-study approach allows for in-depth, multi-faceted investigations of complex issues in their real-life settings (Crowe et al., 2011) to amplify an understanding of the said issue. This type of research is often praised for its descriptive accuracy (Wikfeldt, 2016). To conduct case studies is to attempt the creation of understanding and hypothesising rather than quantifiably stating statistical facts (Yin, 2012). The approach is, therefore, usually employed when there is a need to obtain a deep understanding of a topic. Case studies are often referred to as a “naturalistic” design, in contrast to an “experimental” design in which the researcher exerts control over and manipulates the variables of interest (Crowe et al., 2011). Broadly, the case-study method describes a way to codify observations (Cavaye, 1996). Furthermore, case-study research aims for an in-depth understanding of the context in which a phenomenon is being observed (Cavaye, 1996). It allows for the study of a wide variety of variables and different aspects of a given phenomenon. These variables do not have to have been predetermined.

The case-study method can be understood better as a research type that may encompass a range of approaches, such as content analysis, surveys, interviews and focus groups (Starman, 2013). Case studies may therefore encompass both qualitative and quantitative techniques (Seawright & Gerring, 2008). Case studies have long been used as a design method and have been especially valuable in practice-orientated fields, such as medicine, psychology, education, and management (Starman, 2013). It has, therefore, also been seen as a useful method for understanding the practicalities and workings of cyber security in organisational contexts (Ali et al., 2020; Antunes et al., 2021; Kuypers et al., 2016; Osborn & Simpson, 2017). Previous work demonstrates the usefulness of this method in understanding an array of cyber-security issues and phenomena. However, few of the case studies to date in the realm of cyber security aim to gain a deep understanding of the complexity of the human factor within an organisational context.

Some research has used the case-study approach to understand the uptake of different security systems and cyber-security management approaches (Ali et al., 2020; Antunes et al., 2021). Ali et al. (2020) studied the uptake of cloud computing and how cyber-security risks...
were considered in the context of an Australian local government authority. This research adopted a mixed-methods approach to the case study, using both interviews and survey methods. Using these methods, the researchers were able to gain an understanding of the role of technical complexities in terms of data security towards cloud adoption as well as identify new developments and challenges in cloud security requirements, such as risk mitigation practices (Ali et al., 2020). The authors argue that via the use of these research methods, they were able to increase scholarly insights into the security aspects of cloud computing within the local government sector and posit that the research provides critical insights for future governments adopting cloud services (Ali et al., 2020). Antunes et al. (2021) used a case study to understand the implementation of a cyber-security management project in SMEs. The methods allowed the authors to demonstrate the substantial benefits to the audited and intervened SMEs, largely related to their cyber-security management robustness and collaborators’ cyber awareness. The case-study method used here allowed the researchers to gain a deep understanding of the design and implementation of a security management project, which might not otherwise have been understood through other means.

A few case studies have sought to understand and improve security culture through monitoring tools, implementation actions, and security awareness training (Chen et al., 2006; Da Veiga & Martins, 2015; Eminağaoğlu et al., 2009). Chen et al. (2006) used a case-study methodology to evaluate a cyber-security awareness system within an organisation. After deploying the cyber-security awareness system, the researchers interviewed users and managers to gain insight into the system’s use. This allowed for a deep understanding of how the system was used as well as employee suggestions which could serve as guidelines for future systems. The findings of this study demonstrated important lessons for organisations that want to build effective cyber-security awareness systems. Similarly, Da Veiga and Martins (2015) described the case study of an international financial institution in which a cyber-security cultural assessment was conducted at four intervals over a period of eight years. The results demonstrated how the security culture of the organisation improved through training and awareness actions. The case study, therefore, illustrated that the cyber-security cultural assessment tool previously developed can be employed in organisations to positively influence the cyber-security culture (Da Veiga & Martins, 2015). Most of the
previous case studies relating to cyber security and the human factor in cyber security emerge from the more security-based literature rather than a behavioural one. This influence is present in the theory and literature used to interpret the results.

3.2.2 Choosing a Case-Study Design

To fulfil the aims of the thesis, this research adopted a qualitative case-study approach. When engaging with an organisation, flexibility in methodology is important. The case-study method made it possible to propose a few different methods, such as interviews and focus groups, to see what worked best for the participants and the organisation. It also allowed for a complete deviation from these methods if it was deemed necessary and it allowed for changes to be made quickly when the COVID-19 pandemic started (see section 3.3 in this chapter for more detail). As discussed further in section 3.4.4, the online environment made focus groups a more challenging method than interviews.

The case study allows for ‘how’ questions and exploratory ‘what’ questions. The present research aims to explore and gain insight into the cyber-security behaviours and perceptions. This implies a comprehensive research design with a multidisciplinary character and many variables to be considered rather than controlled and measured. This therefore can be seen as an argument for a qualitative case-study design. The use of a single case study, rather than conducting research with participants from multiple industries and organisations allows the case and context to remain the same while allowing to conduct a deep investigation with multiple questions, methods, use of previous research and theory. The use of different organisations would not have allowed for the same control over extraneous variables, making it harder to separate constructs from context. The context and framework in a single organisation remain the same, allowing for deeper exploration within this environment. Cyber-security perceptions and behaviours are a part of everyday life for those working in large corporate organisations and therefore need to be studied and understood within their own context. Nevertheless, while there are advantages to focussing on one case study, this choice was also influenced by the difficulty in gaining access to organisations generally, and
especially during the COVID-19 pandemic. The context of the pandemic and COVID-19 will be discussed in Section 3.3 of this chapter.

This case study used both inductive and deductive approaches. Despite wanting to investigate the perceptions and behaviours of employees from the ground up, all researchers come into research with orientating ideas (Miles & Huberman, 1994). Coming from a background highlighted in the literature review section, this thesis is naturally shaped by research and theories from cognitive and social psychology and usable security. This was partly explored in section 2.10 of the literature review and the data analysis process is further explored in section 3.6 of this chapter.

3.2.3 The Case Study: The Law Firm

In case-study research the context of the specific organisation has an influencing factor on the participants and findings. The context of the pandemic and COVID-19 will be discussed in Section 3.3 of this chapter. To find a company to participate in this research project, detailed emails were sent out with information for the proposed research to contacts of the supervisor of this project and the PhD student. The contacts were all representatives of private organisations, as government and public sector organisations were deemed to be too broad in scope and culture. The original document of contactable organisations compiled listed 15 companies, as well as some leaders in the cyber-security field. Companies responded with quicker interest than anticipated. The current organisation showed great interest in the proposed research and were keen to move forward quickly. This was seen as desirable by the PhD student and supervisors owing to previous experiences of lengthy processes to get access to organisations. The current organisation further did not mandate the signing of non-disclosure agreements. Hence, it was decided to move forward with conducting research in this organisation, as other leads appeared to have more lengthy processes. It was decided that using one organisation for the research would be methodologically sound, as many of the variables would be the same, or similar (given the changing issues surrounding the pandemic, and remote working). This, along with issues related to the COVID-19 pandemic that will be discussed in section 3.3, led to a single-case
study design, rather than multiple. The decision was made not to name the organisation in this thesis, as to align with other research in the area (for example, Da Veiga & Martins, 2017; Inglesant & Sasse, 2010). However, the organisation did not request this, and the author is aware there may be identifying information throughout the thesis.

The case-study organisation has around 80 offices, with lawyers located in more than 40 countries throughout the Americas, Europe, the Middle East, Africa and the Asia Pacific. Their clients range from multinational, Global 1000 and Fortune 500 enterprises to emerging companies developing industry-leading technologies. They include more than half of the Fortune 250 and nearly half of the FTSE 350 or their subsidiaries. The organisation also advises governments and public sector bodies. Within the organisation, the cyber-security team sits under the risk department, rather than being a function of IT. See Figure 1 below.

At the time of writing, the organisation was in the process of developing a new cyber-security campaign. However, previous campaigns that participants in this study would have received included initial cyber-security training when they joined the organisation and were sent simulated phishing emails used to train employees to spot phishing emails. The programme
that ran in 2021 included: mandatory awareness training, an optional culture survey, optional proficiency assessment (when employees join the firm) and a variety of workshops.

Many law firms including the current organisation, and other sectors outside law, have a predominant internal divide between the business and fee earning sides of the firm. Fee earners are members of staff who directly generate income for the firm, therefore the fee earners are usually qualified lawyers such as solicitors, barristers or chartered legal executives (Forstenlechner et al., 2009). Fee earners’ time is charged against client work. In comparison, the business side of the firm sometimes referred to as the ‘support staff’ or ‘business staff’ (for example, departments such as cyber security or human resources) are employees who do not produce revenue for the employer by charging clients. In most major law firms business functions are headed by a strategic level manager with a director title. This person is often a non-practising lawyer with a fee earning background. Below the level of director, are several management levels to manage employees in technical, clerical or specialist roles (Forstenlechner et al., 2009). These distinctions were also present in the case study underpinning this thesis.

Previous research has explored the divide in law firms between fee earners and support staff. Forstenlechner et al. (2009) surveyed the support staff of law firms, finding that “You are either a fee earner or a fee burner” was the key narrative felt by support staff. The authors argued that this mentality often leads to reduced working morale in such staff. This demonstrates that this view of a split between staff resides in law firms (Forstenlechner et al., 2009), though, it is unclear what the implications would be for cyber security if any. Although some of the participants in this study were fee earners, the majority were support staff, or on the business side of the firm. Fee earners were explicitly said to be hard to recruit for interviews and focus groups as this would take time away from the time fee earners were able to bill clients for.

A law firm, as a case study, also has a few other defining features, and some previous research has analysed cyber-security concepts within a law firm. Some researchers suggest that law firms are of particular interest to cyber criminals (McNerney & Papadopoulos, 2012), as law firms house significant stores of sensitive information. Therefore, breaching a single
firm can provide a range of transactional sensitive data for cyber criminals. In recent years, organised criminals have been increasing in their capabilities and now pose significant challenges to large corporations such as banks and law firms (McNerney & Papadopoulos, 2012). Other researchers suggest that trust accounts, public money held on behalf of depositors to be used at the discretion of the trustee, are particularly vulnerable to cyber-security issues (Mubarak & Slay, 2006). However, at the time of writing, research is yet to look at the specific cyber-security culture of a law firm and the legal sector as a whole. In fact, despite the clear interest of law firms to attackers, there have been few in-depth case studies of cyber-security awareness, behaviours, and perceptions in private organisations as a whole.

Another prominent feature of the chosen organisation is that it had previously (within the past four years at the time of research) been the victim of an organisation-wide cyber-attack. The cyber-attack, now known as a global cyber event named Petya or NotPetya, impacted many other organisations, including Russian oil producer Rosneft and Danish shipping company Maersk (Financial Times, 2017; Lika et al., 2018). NotPetya was a remarkably sophisticated ‘Supply Chain’ attack on a trusted software vendor. The malware was embedded in a standard M.E.Doc software update. M.E.Doc payroll systems are widely used in Ukraine by the government and international companies operating in Ukraine. The current organisation was not specifically targeted, yet over 2,000 organisations were affected worldwide. NotPetya takes on the appearance of the Petya ransomware; it injects malicious codes into computers and then attempts to get administrator access. Once inside a company’s system, the NotPetya destruction programme traverses from PC to PC, destroying the infected machines’ document systems, with researchers finding that no existing solutions can be used to decrypt the hard disks that had been encrypted by NotPetya ransomware (Lika et al., 2018). For the current organisation, the NotPetya ransomware attack infected computers across its platforms, encrypted all affected files and hard discs, deleted its own encryption keys as it went and requested a ransom in bitcoin to regain access or avoid the threat of deletion (Financial Times, 2017). According to online sources, in 90 minutes, NotPetya caused significant damage. Many servers were hit and required rebuilding. All primary communications systems were affected: email, phones, voicemail, and video conferencing methods. Many applications used by employees were affected, and 6500+ PCs and laptops needed to be wiped and rebuilt or inoculated against infection. Online news
articles stated that the organisation’s IT team put in 15,000 hours of paid overtime to recover from the NotPetya malware infection (Crozier, 2018). This changed how the business ran for a couple of months and led to several cyber security-related changes, both technical and behavioural. For example, the organisation is said to have segmented its network so that if they were to get hit again, it would have a greater chance of containing the spread of the attack (Crozier, 2018).

However, little previous research has been done to look at the impact of an actual cyber-attack on employee perceptions and behaviour, especially years after the fact. Previous literature demonstrates how members of the general public perceive and engage with risk and how they are impacted by cyber-attacks (Bada & Nurse, 2020). This research importantly demonstrated that cyber-attacks could have a psychological impact on the general public. One study looked at the emotional reactions of IT and non-IT employees to a 2017 cyber-attack at a global manufacturing company by interviewing employees (Stacey et al., 2021). The research demonstrated that prior to the attack, the non-IT employees did not adhere to the cyber-security policies created by the security team. Post-attack, non-IT employees were said to understand the seriousness of such policies and adhere to them. This demonstrates the possible impact of a cyber-attack on employees (Stacey et al., 2021).

3.3 The Contextual Impact of COVID-19

In March 2020, the UK went into a national lockdown owing to the declaration of COVID-19 as a global pandemic (World Health Organisation, 2021). Between March and April 2020, nurseries, schools, universities, and all nonessential businesses were forced to close, and, during this national lockdown, people’s basic rights were restricted by a considerable amount (Zacher & Rudolph, 2021). Since then, this pandemic has altered the lives of many across the globe. This has included an impact on people’s wellbeing, the way we work, and impact on research. After restrictions were lifted in the summer of 2020, social distancing remained. The UK then went into a second national lockdown in November 2020, and a Tier system was put in place, restricting meetups and research practice. Further issues also ensued with
further restrictions and lockdowns in December 2020 and January 2021, returning again to a tier system thereafter.

Throughout the entirety of the present research, therefore, restrictions were still in place nationally. It should be noted that the current COVID-19 crisis is a global health crisis, millions of people have been put in far worse situations than delays in scientific research. Social distancing and both lockdowns have been essential in minimising the spread of COVID-19. For many researchers, however, this represented a change in fieldwork methods, either moving away from face-to-face practice or a total stop to research. The first lockdown coincided with the timings of the main fieldwork and primary data gathering for this thesis. Owing to the well documented (Flick et al., 2020; Newington & Metcalfe, 2014) difficulties surrounding finding participants and organisations to openly participate in research, especially without restraining non-disclosure agreements or restrictions on publications, we felt it was too late at this point to change the scope to a different organisation or away from organisational research more generally. However, there were many issues that needed to be considered when discussing the research and the findings and a few research conundrums to be mitigated if the project was to continue.

These issues were largely related to the research methods. The researcher and employees at the organisation were in lockdown and working from home through the data collection period. As interviewees and focus groups could no longer be done in person, they were moved online. The usability and reliability of such methods will be described in section 3.4.4 of this chapter. Additionally, as described in section 2.9 of the literature review, the pandemic has had a great impact on society and the global workforce, such as the change to remote working, wellbeing and the perception and prioritisation of threats. Moreover, the pandemic arguably changed the cyber-security landscape in a number of ways, both in terms of attack methods and vectors, and in terms of organisational abilities to run cyber-security campaigns. The COVID-19 pandemic led to a mass movement to remote working, hybrid working or working from home. Although remote working is by no means a new concept, it has never been seen on the scale it has during this period. This shift in what is considered to be ‘normal living’, is likely to also impact organisations and employees. Moreover, research reported an increase in psychological and wellbeing issues among the global workforce,
including anxiety and life satisfaction (Reynolds et al., 2008; Sim et al., 2004; Styra et al., 2008). However, it should also be pointed out that for some people, the move to work from home had many positives and the idea of going back to the office is causing increased levels of stress and anxiety. As discussed in the literature review, remote working has also been demonstrated to impact productivity, work-life balance, and wellbeing. This research brings into question the extent to which people’s security concerns would change, owing to the increase in other, and arguably more pressing physical and mental health concerns.

3.4 Methods

This section will introduce and discuss the different methods used to explore this case study. This includes the qualitative standards and workings of semi-structured interviews, elite interviews and focus groups. Then the section will look at how these methods were adapted to be completed online and used within the context of a global pandemic. The process and experience of conducting these online interviews and focus groups will be discussed in detail. The organisational and participant recruitment and demographics will also be discussed, as will the ethical considerations and the process for ethical approval.

3.4.1 Interviews

For qualitative researchers, one of the most common methods used for data collection is interviews (Alsaawi, 2014). Interviews are categorised in the surrounding literature in three broad ways: structured, unstructured, and semi-structured. This section will discuss unstructured and semi-structured interviews, as structured interviews yield primarily quantitative or surface-level data. No interview can be seen as entirely unstructured, though some can be seen as merely guided conversation. Unstructured interviews are often used in ethnographic research and are often conducted alongside the collection of observational data (DiCicco-Bloom & Crabtree, 2006). In an ideal unstructured interview, the researcher follows the participant’s narration, spontaneously generating questions based on the conversation led by the participant. It is known for the researcher to have a small list of
questions, referred to as an agenda or aide-mémoire (Zhang & Wildemuth, 2009). Unlike the topic guide used in a semi-structured interview, the agenda does not specify the order of the conversation but is just meant to add a small amount of consistency across different interviews (Zhang & Wildemuth, 2009). For example, in the cyber-security literature, Schlienger and Teufel (2003) name unstructured interviewing as a way to analyse cyber-security culture, albeit conducted alongside other research methods. However, the unstructured interview has been criticised for its reliability. Researchers have asserted that the way questions are delivered may impact the answers given, and there may be a lack of consistency between interviews, making data analysis a more complicated process (Alsaawi, 2014).

In comparison to the unstructured interview, where the interview is conducted alongside the collection of observational data, the semi-structured interview is often a standalone method of data collection (DiCicco-Bloom & Crabtree, 2006). The interview is generally set around a detailed topic or interview guide or organised around open-ended questions, with free-flowing questions emerging from the interviewer depending on the direction of the conversation (Barriball & While, 1994). Therefore, this interview technique allows for the use of probes, which further permits the expansion and clarification of topics raised by the participants and allows the interviewer to explore inconsistencies between the participants’ accounts (Barriball & While, 1994). This semi-structured in-depth interviewing method is the most commonly used and can be done on an individual level or in groups, as discussed below. The individual semi-structured interview allows the researcher to delve deeply into social, personal, and behavioural matters (DiCicco-Bloom & Crabtree, 2006). The flexibility of semi-structured interviewing makes them particularly suitable for answering why and how questions. Furthermore, probing allows interaction between the researcher and participant, which helps build a sense of rapport. Unlike in the unstructured interview, where rapport is developed over time, the researcher in semi-structured interviews must develop a rapport during the interview. Rapport is needed for the participant to feel safe and comfortable when sharing their experiences, especially if the research regards a topic of sensitivity (DiCicco-Bloom & Crabtree, 2006). The semi-structured interview has been a proven method used in case studies within the cyber-security domain. For example, Khalfan (2004) used a case study
with semi-structured interviews to explore the cyber-security considerations in outsourcing projects in Kuwait’s public and private sectors.

This research uses a semi-structured interview method. This interview method, as demonstrated above, allows for topics to be covered and for a degree of flexibility. Flexibility was desirable in this case, mainly because the topic of cyber-security and the perceptions people have on the matter remain largely under-researched and also because it provides a more relaxed atmosphere for the participants.

3.4.2 Elite Interviews

Elite interviews were also used as a method to gather contextual data about the organisation and its cyber-security framework. Elite interviews typically focus on ‘elite’ members within a business or society. This is because researchers often aim to gain an understanding of the perspectives and behaviours of leaders in business, politics or society (Harvey, 2011) or those with expert knowledge on a specific subject (Van Audenhove & Donders, 2019). Data on how elites perceive cyber security related situations, current standings and how they make key decisions provides a unique perspective that can often not be obtained through other data collection methods (Liu et al., 2020; Parsons et al., 2014). However, there is no clear-cut definition of the term ‘elite interview’, given its broad applicability. In the current research, the term ‘elite interview’ is used for two interviews conducted with senior cyber security employees of the organisation. They are elite as they are in senior company positions and highly skilled and knowledgeable in both the context of the organisation but also on the topic of cyber security. This is similar to previous organisational work where the term ‘elite’ is reserved for those occupying senior management, board level positions and those with expert knowledge (Harvey, 2011; Van Audenhove & Donders, 2019). At the same time, it should be recognised that these views might not represent the views of the whole organisation, and such participants may be prone to a set of biases influenced by knowledge of cyber security and a possible incentive to represent the organisation in a positive light.
A large part of elite interviews involved gaining trust and informal rapport with those being interviewed (Goldstein, 2002). The development of trust and rapport is crucial in interviews, but special consideration is often given to those in elite positions, owing to the time they must give up completing the interview and because of the expert knowledge they must bestow (Goldstein, 2002; Harvey, 2011). The interviewer may need to do more background and topic relevant research with elite interviews, as the interviewee might challenge them on the discussed subject and its relevance. The culture of organisations is often shaped or at least influenced by the elite or dominant coalition (Bowen, 2002).

3.4.3 Focus Groups

Focus groups were also used as a method for data collection in the current research. Focus groups often have similar principles to the semi-structured interview but take place with groups of respondents rather than just one. Focus groups, therefore, provide rich and detailed data regarding the thoughts and perceptions of a group of people in their own words (Freitas et al., 1998). Similar to unstructured interviews, it is argued that focus groups are predominately beneficial when a researcher wants to discover and understand people’s views, perceptions and experiences on a particular issue (Dilshad & Latif, 2013; Freitas et al., 1998; Milena et al., 2008). The role of the moderator is to organise, conduct and control the focus group process while allowing the participants to take the focus groups in their own direction if a relevant topic is bought up (Milena et al., 2008). Generally, it is believed that it might be beneficial for the participants to share some common characteristics so that positive interactions may occur and situations where persons dominate may be avoided. If there is an instance of persons dominating the conversation, the moderator’s job is to bring other group members into the conversation (Dilshad & Latif, 2013). Rich data can be collected from the focus group methodology with speed, as multiple participants complete the focus group simultaneously. Bauer et al. (2017) used a combination of focus groups and semi-structured interviews to investigate how users perceive cyber-security awareness programs and related implications for compliant cyber-security behaviour.
3.4.4 Online Interviews and Focus Groups

As discussed in Section 3.3, owing to the COVID-19 pandemic and national lockdowns, focus groups and interviews had to be moved online if the research project was to be a ‘socially distant method’ (Lobe et al., 2020) and be completed within the funding period. To mitigate delays, it was suggested to the organisation that focus groups and interviews take place on Zoom. At the time, this software was the video conferencing tool of choice for the organisation while having good features for conducting focus groups and interviews. This section discusses the implications and supporting evidence for using online video conferencing tools to conduct interviews and focus groups.

Given the ubiquity of the Internet, the qualitative research community has advanced with technology. Researchers use the Internet to conduct literature searches and reviews, telephones to conduct interviews (Novick, 2008), and social networking sites and instant messaging have also created alternatives for interviewing (Stieger & Göritz, 2006). In recent years, video conferencing software for interviews and focus groups has become a new method for data collection (Gray et al., 2020; Ramo et al., 2019). Video conferencing allows participants and researchers to communicate using audio and video in real-time (Gray et al., 2020). There are a number of circumstances where this method is particularly advantageous: when participants are geographically dispersed or live in more rural areas, when funding does not allow for the researchers or participants to travel, in order to interview more participants in a shorter amount of time and to reduce circumstances that could lead to cancellation, for example, weather and travel fees (Gray et al., 2020). Video conferencing, therefore, provides a feasible alternative. During the COVID-19 pandemic, therefore, many qualitative researchers were forced to switch to this method.

Video conferencing generally requires researchers and participants to download or access a specific software online and have access to high-speed Internet. Researchers and participants can then access the chosen software or platform via a device of their choice. There are a number of different video conferencing platforms, including Microsoft Teams, Zoom and Google Hangouts. With the number of platforms available, the researcher must decide which
platforms are best depending on their research needs. For this research, Zoom was chosen for a variety of reasons. First and foremost, the case-study organisation stated it was the software they were currently using. Secondly, unlike Skype, Zoom does not require participants to download the software or have a paid account. Thirdly, Zoom also has a screen share function, which means researchers and participants can share documents like research information forms or aids to show participants during focus groups or interviews (Gray et al., 2020).

Because of the growth in the use of video conferencing as a research technique, especially in the wake of COVID-19, there are now a few research studies evaluating its effectiveness as a research tool. Gray et al. (2020) interviewed participants about their experiences of participating in a parenting programme conducted via Zoom. The participants generally reported positive experiences with Zoom. All participants enjoyed Zoom’s video conferencing capabilities and stated that they would be willing to participate in a future Zoom interview. Participants found the fact they could see the interviewer to particularly add to the positive experience. The added benefit of not having to travel to a location to partake in the interview was of particular benefit (Gray et al., 2020). Some researchers have compared face-to-face focus groups with those conducted via online video conferencing. Similarly, Archibald et al. (2019) interviewed participants regarding their experiences with Zoom as an interviewing platform. Several of the participants experienced technical difficulties with Zoom in the interview process. However, most participants described their interview experience as highly acceptable and rated Zoom above alternative interviewing methods such as face-to-face interviews, telephone, and other videoconferencing software. The researchers argue that the findings suggest the viability of Zoom as a method for qualitative data collection because of its ease of use, cost-effectiveness, security options and data management features (Archibald et al., 2019).

Kite and Phongsavan (2017) conducted online and face-to-face focus groups with participants and used reflective practice to assess how and if the groups were similar or different across the two platforms. It was found that the level and quality of discussions were similar between online and face-to-face groups. However, some issues were presented, mainly regarding the technical difficulties experienced by participants and the recording quality to facilitate
transcription and analysis (Kite & Phongsavan, 2017). Lobe and Morgan (2020) conducted a series of online discussions using a video conferencing tool in order to look at the differences between four-person focus groups and two-person dyadic interviews. Results illustrated the value of online focus groups. Four-person focus groups generally produced more unique ideas; however, participants generally favoured the dyadic online interviews. This was mainly due to logistical issues and recruitment issues. Moreover, moderating issues, including nonverbal communications, probing responses, bringing the conversation back to the topic and encouraging non-talkative participants, were also rated more favourably in two-person focus groups (Lobe & Morgan, 2020). Therefore, this is slightly different from in-person focus groups, where historically, researchers have favoured groups of around six (Freitas et al., 1998). However, some of this research was conducted before video conferencing became a massive feature of everyday life. Hence, it is hard to say what role Zoom fatigue might have played in the participant responses of these studies.

3.5 Participants

3.5.1 Selection and Recruitment

In order to recruit participants, the researcher wrote up a recruitment email that the organisation sent round internally to employees with the full information sheets attached (see Appendix 9.2). For the focus groups, the researcher specified getting focus groups from different offices around the firm within the UK to ensure any similarities or differences between office cultures were explored. For the interviews, the researcher specified having interviews with employees across all levels within the organisation. Once volunteers came forward, a list of potential participants and their emails were forwarded from the company to the researchers to arrange whether the participants wanted to take part and the times and dates of the interviews and focus groups if they agreed. The researcher managed all subsequent communication with potential participants.
Importantly, the organisation was not aware of who ended up participating in this research, and any feedback was completely anonymised. The feedback received by the organisation is discussed at the end of this section. Once confirmed, Zoom invites were sent directly to the participants for the date and time agreed, along with the information sheet and consent form to be signed and returned to the researcher before the interview or focus group. Researchers have argued that there is no particular number of participants that need to be interviewed (Alsaawi, 2014). Guidelines for determining sample sizes for interviews are virtually non-existent (Guest et al., 2006).

In total 40 participants took part in this research; all were from the same law firm. 2 elite interviews, 20 interviews (9 management, 11 employee) and 18 participants in the 7 focus groups, from 7 different offices around the UK. See Table 1 and Table 2 for further information on participant demographics, with reference to whether they worked in IT or not, and whether they worked in fee-earning roles or not. Employees came from different departments in the business, and from different offices in the UK.

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>IT/F / non</th>
<th>FE/B</th>
</tr>
</thead>
<tbody>
<tr>
<td>FG1P1</td>
<td>Non</td>
<td>FE</td>
</tr>
<tr>
<td>FG1P2</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>FG2P3</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>FG2P4</td>
<td>Non</td>
<td>FE</td>
</tr>
<tr>
<td>FG3P5</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>FG3P6</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>FG3P7</td>
<td>IT/F</td>
<td>B</td>
</tr>
<tr>
<td>FG4P8</td>
<td>Non</td>
<td>FE(p)</td>
</tr>
<tr>
<td>FG4P9</td>
<td>Non</td>
<td>FE(p)</td>
</tr>
<tr>
<td>FG5P10</td>
<td>IT/F</td>
<td>B</td>
</tr>
<tr>
<td>FG5P11</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>FG6P12</td>
<td>Non</td>
<td>FE(p)</td>
</tr>
<tr>
<td>FG6P13</td>
<td>Non</td>
<td>FE(p)</td>
</tr>
<tr>
<td>FG6P14</td>
<td>IT/F</td>
<td>B</td>
</tr>
<tr>
<td>FG7P15</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>FG7P16</td>
<td>Non</td>
<td>B</td>
</tr>
</tbody>
</table>
### Table 1. Focus Group Participant Demographics.

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>IT/F/non</th>
<th>FE/B</th>
</tr>
</thead>
<tbody>
<tr>
<td>FG7P17</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>FG7P18</td>
<td>Non</td>
<td>FE(p)</td>
</tr>
</tbody>
</table>

In participant ID: FG = focus group, P = participant number. In IT/F/non: IT/F = worked in IT or infosec role, non = did not work in IT or infosec role. In FE/B: FE = fee earner, (p) = paralegal, B = business side/non-fee earners.

### Table 2. Interview Participant Demographics.

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>IT/F/non</th>
<th>FE/B</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1P1</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>G1P2</td>
<td>IT/F</td>
<td>B</td>
</tr>
<tr>
<td>G1P3</td>
<td>IT</td>
<td>B</td>
</tr>
<tr>
<td>G1P4</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>G1P5</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>G1P6</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>G1P7</td>
<td>Non</td>
<td>FE</td>
</tr>
<tr>
<td>G1P8</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>G1P9</td>
<td>IT/F</td>
<td>B</td>
</tr>
<tr>
<td>G2P1</td>
<td>IT/F</td>
<td>B</td>
</tr>
<tr>
<td>G2P2</td>
<td>Non</td>
<td>FE</td>
</tr>
<tr>
<td>G2P3</td>
<td>IT/F</td>
<td>B</td>
</tr>
<tr>
<td>G2P4</td>
<td>IT/F</td>
<td>B</td>
</tr>
<tr>
<td>G2P5</td>
<td>Non</td>
<td>FE</td>
</tr>
<tr>
<td>G2P6</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>G2P7</td>
<td>Non</td>
<td>FE</td>
</tr>
<tr>
<td>G2P8</td>
<td>Non</td>
<td>FE</td>
</tr>
<tr>
<td>G2P9</td>
<td>Non</td>
<td>FE</td>
</tr>
<tr>
<td>G2P10</td>
<td>IT/F</td>
<td>B</td>
</tr>
<tr>
<td>G2P11</td>
<td>Non</td>
<td>B</td>
</tr>
<tr>
<td>E1</td>
<td>IT/F</td>
<td>B</td>
</tr>
<tr>
<td>E2</td>
<td>IT/F</td>
<td>B</td>
</tr>
</tbody>
</table>

In Participant ID: G1 = lower-level employees, G2 = management, EI = Elite Interviews. In IT/F/non: IT/F = worked in IT or infosec role, non = did not work in IT or infosec role. In FE/B: FE = fee earner, B = business side/non-fee earners.
Organisations were approached at the end of February 2020. The chosen law firm responded at the beginning of March that year. The initial scoping meeting was set to take place at the London office the week commencing the 16th of March 2020. That week the UK went into a national lockdown, putting a complete halt to the research for several months. This delay in research was owing to a number of reasons. The organisation, such as the cyber-security team, had to help with a sudden transition to remote working. This involved a large risk mitigation process that lasted for several months due to the evolving risk landscape during lockdown, both concerning risks posed by working from home and new threats, such as COVID-19 related phishing attacks. This meant that despite any mitigation, the researcher could not start focus groups and interviews until June 2020, and these were conducted online.

Towards the end of the write-up of this thesis (January 2022), the researcher gave a presentation to the organisation regarding the findings of this research. The presentation was a 20 slide PowerPoint and essentially a reduced version of the current thesis. The PowerPoint was presented to two individuals within the information security team of the organisation. The themes were presented, along with a few anonymised quotes. No additional information was presented to the organisation that does not appear in the current thesis. At the end of the presentation, the two attendees discussed with the researcher how the thesis would help the organisation moving forward. It was stated that some of the findings would be taken to the board, and, in addition to giving insights, would help the information security team show how such research added value to cyber-security knowledge within the current organisation.

3.5.2 Interview Process

The elite interviews were the first to take place in March 2020. For the elite interviews, a broad topic guide was constructed (see Appendix 9.1). The interviews took place with those on the cyber-security awareness and training team. These interviews were led mainly by those being interviewed, as the aim was to find more out about the organisation and the cyber-security context. The topics concerned the interviewees’ job role, the security culture
of the firm, how the cyber-security department secures resources, cyber-security measures/training and how the data from cyber-security awareness and training measures are used. As noted in section 3.4.2 of this chapter, gaining the trust of the elite interviewees was extremely important. This was done through contact with the interviewees prior to the interview. Furthermore, both interviewees assisted with initial access to the organisation, and so rapport was built during these previous conversations.

The second round of interviews was conducted with lower-level employees and those in managerial positions took place in July 2020. The topic guides were created by formulating the research aim and questions into broad topics, for example questions around threat perceptions, biases, behaviours, and workplace policies were formulated to inform the first research question. However, the topic guides, were meant as guides rather than strict questionnaires to be always stuck to by the researcher. Hence, because participants would often mention the company cyber-attack and the impact of COVID-19, questions related to these topics were later added by the researcher. The topic guides for managerial participants compared to lower-level employees were slightly different in wording and the direction of the topics (see Appendix 9.1). For example, top-level managers were asked about the behaviour of lower-level employees and lower-level employees were asked how they thought top-level managers viewed them. Topics covered cyber-security behaviours, policies and culture, attitudes towards employees/managers and resources and cyber-security campaigns. Before the interview began, the researcher went over the interview aims and reminded participants that they could drop out of the interview at any time. There were a few connection problems, especially in the first few interviews conducted. This could be attributed to Zoom being newly introduced to the company at the beginning of the national lockdowns, meaning that participants at the beginning were not yet used to the software. For all types of interviews, some participants had their web cameras off, or when participants’ cameras were not off, the camera usually showed a close-up of the participants’ faces. Although this decreased the ability to gauge non-verbal cues in some instances, the researcher did not insist on having webcams turned on as this would have opened up more privacy and comfortability concerns given that participants were taking the interviews from inside their own homes. After the interview finished, the participants were sent a debrief form giving the contact information of the researcher and supervisors.
3.5.3 Focus Group Process

Focus groups took place in June 2020. Between 5 and 8 participants were invited to take part in each group, as the invites took account of possible attrition rates. See Table 1 for further details on the final numbers for each focus group. Though these numbers seem small for face-to-face focus groups, the surrounding literature has found that participants benefit from smaller groups when conducted online (Lobe & Morgan, 2020). In addition to this, owing to the busy client-facing nature of a law firm, combined with the additional responsibilities of working from home during a pandemic, the attrition rates for the focus groups were reasonably high. The decision was made to continue the focus groups if at least two participants turned up, as focus groups would be difficult to reschedule. However, if only one participant turned up, that participant was asked to join a later focus group. As was the case during the interviews, some participants had their webcams off during the focus groups. This, paired with Internet speed delays, sometimes made it hard for participants not to talk over each other or for the researcher to know when someone had finished talking. The researcher coped with this by circling back to people who had been interrupted and leaving longer delays between a participant’s answer and the next question.

A topic guide was written up for the focus groups, with probes liked to each topic (see Appendix 9.1 for full details). Firstly, the moderator went over the aims of the focus groups and reminded participants that they could drop out of the focus group at any time. The topic guide focussed on personal cyber-security threats, organisational cyber-security threats, behavioural interventions and measures taken to relieve threats. Lastly, the participants were shown three different vignettes these were informational (the passage contained plain information about a phishing attack), narrative (the passage contained a testimonial from some who had experienced a phishing attack) and another narrative message where the passage contained a testimonial from another employee at their firm who had experienced a phishing attack (for more detail on the vignettes see Appendix F in section 9.6). After the focus groups were complete, participants were sent a debrief sheet outlining the aims of the
research as in the information sheet and giving the contact information of the researcher and supervisors should the participants have any questions.

3.5.4 Ethics and Responsible Research

As with all qualitative research, ethical issues had to be considered. The current research had potential ethical implications for the privacy of the participants. It was important to ensure that participants were anonymised and insights given back to the organisation would not be identifiable to any individual. It was also essential to guarantee that participants took part willingly and not under pressure from the researchers or organisation. The researcher raised some initial concerns with the organisation about revealing the firm’s identity. However, the organisation informed the researcher that they were happy to be named for research transparency.

This study went through a full ethics review process at Royal Holloway, University of London. This process involves two stages. Firstly, researchers completed and submitted some basic information about the project and six basic ‘yes/no’ questions to identify any issues of ethical concern. The next stage is the ethical review form, which guides researchers in considering potential ethical issues related to different aspects of the study. Researchers can then either go down a Research Ethics Review panel or self-certification route. The self-certification route is taken if researchers believe there to be minimal risks to participants, the environment/society, or the researchers/institution. Therefore, for the purposes of this study, full ethics approval was sort as the research was being conducted in a large multi-national organisation. The research ethics committee at the university approved the application.

All participants signed a consent form which highlighted that participants would be recorded to benefit transcription and that the results of the focus groups would be anonymised by the researcher and completed a demographics form. Participants were also instructed that they would be able to drop out of the study at any point or refuse to answer a question. All participants signed the consent form and consented to be recorded. All participants
completed a demographics form, which asked about gender, age, nationality, and job title. See the consent form, demographics form and information sheet in appendix 9.3, 9.4 and 9.2 respectively.

Raw interview transcripts were stored on the researcher’s personal password protected laptop on VeraCrypt. VeraCrypt is a free encryption software. It can create a virtual encrypted disk within a file or encrypt a partition or the entire storage device and is password protected. Once the interviews were fully transcribed and participants were anonymised, they were moved over to NVivo, a software analysis tool discussed in section 3.7. Raw recordings of the interviews and focus groups were then deleted. The anonymised transcripts are now stored on Figshare with restricted access².

3.6 Data Analysis

The data captured was the transcription data of the interviews and focus groups. In total there were 30 transcripts, with around 150,000 words in total. The interviews were semi auto transcribed on a Google Pixel and then later edited by the researcher for accuracy. This process is described in section 3.6.1 of this chapter. Data was analysed using a thematic analysis method conducted on NVivo 12. This process is described in further detail in section 3.7 of this chapter.

3.6.1 Automated Transcription

The transcription of audiotaped interviews and focus groups is a widely used method for making data available in textual form for subsequent coding and analysis is widespread in qualitative research (Halcomb & Davidson, 2006; Poland, 2002). Transcription is vital for the data management process for researchers conducting advanced data analysis or using

² https://doi.org/10.6084/m9.figshare.19811047.v1
computer-aided qualitative data analysis software (CAQDAS) such as NVivo (Matheson, 2007).

In general, researchers use manual verbatim transcription as well as researcher notations of participants’ actions and nonverbal behaviour (Halcomb & Davidson, 2006). This process was slightly complicated in the current research as interviews and focus groups were conducted over Zoom. As stated previously, in the current research, most participants had their web camera turned off, or when participants’ cameras were not off, the camera generally just showed a close up of the participants’ faces, so the notation of non-verbal cues was not attempted. Furthermore, many researchers experience issues with manual transcription, mainly the time it takes to write out transcripts verbatim. Transcription is considered to be an extremely time-consuming chore (Tilley, 2003). This is often especially the case when researchers have previously engaged with the content of the interview during the interview itself.

Researchers have recently explored the use of automated methods to reduce the task of transcription (Bokhove & Downey, 2018; Da Silva, 2021; Moore, 2015). Such researchers compared transcripts produced by the software and manual transcripts to gauge accuracy. It was found that there were often slight mismatches between manual and auto transcripts. However, it was also found that such mismatches were easily identifiable and easily rectified when researchers reviewed the automated transcripts and rectified any mistakes (Bokhove & Downey, 2018). It was found that the automated transcript process provided great time and cost advantages, even with the needed editing of the first production of automated transcripts (Bokhove & Downey, 2018). Research finds that the process produces ‘good enough’ transcription for a first version, which can later be edited (Da Silva, 2021).

However, there is an issue with the use of cloud-computing services, as such services produce issues concerning the privacy and confidentiality of the data. This is certainly the case in the present research, where third party access to participant data would be particularly concerning for the organisation. Furthermore, the project concerns cyber security, so the cyber-security practices of the research should be sound. Maintaining the confidentiality of participant data is an established principle in research, and the assurances
given to participants concerning anonymisation and confidentiality must be upheld. Da Silva (2021) researched an automated transcript option that provided a secure alternative while reducing by more than half the transcription time for the researcher. This research, therefore, followed in the footsteps of this method, which is described below.

3.6.2 The Transcription Process

This transcription process follows the method used by Da Silva (2021). Firstly, a Google Pixel 3a device was borrowed from the Information Security Department of Royal Holloway, University of London – the researcher’s host organisation. The device was brand new and therefore did not have any pre-existing accounts or data attached to it. The researcher signed into the phone with a new Google account set up for this purpose and downloaded the free applications from the Google Play app store: Google Recorder software, Microsoft Word and Microsoft Outlook. When the interviews took place via Zoom, the Pixel was placed on aeroplane mode to reduce any risk of automated synchronisation of the audio and transcription data. However, Google state that data from the recorder application is only ever stored on the device and is not synchronised (Da Silva, 2021). The recorder was then turned on, and automated transcripts were produced in real-time as the interview took place. Once the interview had been completed, the transcript text was copied and pasted into a Word document on the device and saved onto the device itself. The document was then attached to an email using the Microsoft Outlook app on the device (configured to use the researcher’s Royal Holloway University account; no other email accounts were configured on the device) and sent to the university email address (Da Silva, 2021). The researcher was careful to make sure it was only sent to themselves and not any other recipients. The device was then taken off aeroplane mode and connected to the researcher’s secure home Wifi network in order for the email to be able to send. The email was then opened on the researcher’s laptop, and the text transcript file was downloaded (Da Silva, 2021). The email was then deleted from the inbox and outbox and the deleted items folder. A copy of the word document was then made. The copy of the document was then opened, and the audio recording was played back off the Pixel. As the audio recording played, the transcript was edited, corrected, and anonymised. The transcript was also sectioned, so it
was clear when the interviewer was talking and when the participants were talking. Until all the transcripts were edited and anonymised the automated transcripts were stored on VeraCrypt, as discussed in section 3.6.1. Once all transcripts were edited and anonymised, they were uploaded onto NVivo 12.

The transcription required a high degree of concentration but took significantly less time, as found by Da Silva (2021). It took around 1 hour to edit a 30-minute transcript, something which usually would have taken around 4 hours. The use of this method for this research supports Da Silva (2021), finding there to be a significant benefit to using this transcription process. Not only did the method save time for the researcher, but automated transcription took place while addressing security concerns of cloud-based services. However, there were a few limitations of the method. Firstly, the software is restricted to the English language. It was further noticeable to the researcher that the software also transcribes certain British accents more accurately compared to others. For example, Scottish accents are transcribed less well. This finding is something also established by Da Silva (2021). This was similarly the case for non-native English speakers. In these cases, the process of editing and correcting the transcript took a lot longer.

3.7 NVivo and Thematic Analysis

With large data sets, manually conducting qualitative analysis is not always practical. Over the last few decades, the ability of computer software to assist researchers in conducting qualitative data analysis has greatly improved (Leech & Onwuegbuzie, 2011). These programmes are broadly referred to as computer-assisted qualitative data analysis software (CAQDAS). NVivo, used as a tool for the analysis of the current data, is one such computer programme that assists in storing, indexing, sorting, coding qualitative data and comparing categories and codes based on defined features of participants or transcripts (Leech & Onwuegbuzie, 2011). NVivo does not analyse the qualitative data for the researcher but assists in the analysis. The researcher took a two-day training course in NVivo at the University of Surrey in order to learn how the software works to a higher level.
A thematic analysis was conducted as set out in Braun and Clarke (2006) in their widely cited paper. In the current study, this was done via the use of NVivo 12. Thematic analysis identifies and analyses patterns across a qualitative data set rather than within a particular data item, such as an individual interview or one focus group (Braun & Clarke, 2006). By doing so, thematic analysis organises and describes data in rich detail, helping to interpret various topics within the research. In thematic analysis, a theme captures something significant in the data in relation to the research aims and represents a patterned response.

The current study uses thematic analysis to report experiences, perceptions, and the reality of the participants, rather than attributing examining how these meanings are the effects of discourses within society group (Braun & Clarke, 2006). The current study used both inductive and theoretical thematic analysis (Braun & Clarke, 2006) as perceptions and behaviours were both understood from a ground-up approach, while at the same time, interpretations of the data were made based on previous literature and established theory. For example, the findings around biases were not constrained by the literature presented on biases in the literature review section. Rather, the biases already tested on the field were also the biases that emerged in the current research.

The researcher wrote an analysis research diary to keep track of the analysis process in order for the process to be open and easily replicable for readers. This was done on NVivo in the Notes, memos section of the software. Firstly, the researcher added all the final data files (transcripts) in different folders, one folder for elite interviews, one folder for focus groups, one folder for managers from the interviews and another folder for lower-level employees from the interviews. The researcher then familiarised themselves with the transcripts by reading through them. With regards to the interviews and focus groups, the researcher then began autocoding each file to create cases for the participants and interviewer - beginning with the focus groups and then the interviews. The researcher then went on to add attributes to the cases, adding attributes that would add layers to the research. The attributes regarded whether the participants were in IT roles and their job level (whether they were managers or lower-level employees).
The researcher then began the thematic analysis coding process, following broadly the steps set out in Braun and Clarke (2006). Firstly, the researcher went through two transcripts as a pilot to see how the coding method would work. Secondly, two folders in the codes section of NVivo, titled ‘study 1 early codes’ and ‘study 2 early codes’ and used these folders for the first round of coding. As the researcher made codes from the data, different types of coding were used, mainly descriptive coding but also In Vivo coding. In vivo coding places emphasis on the actual spoken words of the participants and can help to highlight how certain words and phrases are used in certain contexts (Manning, 2017). Descriptive coding is also a first cycle method of coding whereby codes represent the topic of conversation being spoken about in the data (Holton, 2007). Codes were grouped as the first round of coding progressed if they related. However, the first round of coding produced many top-level nodes, and a second round was needed to go back over and group these. This is where the degree of coding saturation was observed; where the researcher started to see the same information or themes they have already obtained from previous interviews (Alsaawi, 2014).

Thematic and coding saturation is achieved when the analysis of results reveals no new themes. There may be small new pieces of information or small lower-level codes, but these are not large or relevant enough to constitute their own theme. The themes themselves need to be sufficient to support the conclusions of the research and therefore need to be backed by data. The researcher was able to see the numerical degree of saturation for each code and overriding theme in NVivo as the software tells you how many files (in this case, this would refer to the number of interviews or focus groups) and how many references (how many quotes have been attributed to the specific theme) were appearing in each code and theme. In general, for the higher-level themes, themes were present in at least five files. However, it should be noted that although this was the general trend, themes were not decided on purely because of the number of files or references, which could be arbitrary presented on their own (Lowe et al., 2018) but because of the richness and significance of the data within these themes. Braun and Clarke (2021), whose thematic analysis method (Braun & Clarke, 2006) the current research used, disagree with attempts to ‘capture’ data saturation purely numerically. Braun and Clarke (2021) argue that their approach to thematic analysis is based on assumptions around meaning. They argue that meaning requires interpretation, in that meaning resides at the intersection of the data caught and the
researcher’s contextual and theoretical knowledge. Therefore, attempting to predict or state the point when data is saturated cannot only be based on or tied to the number of references or files or interviews and focus groups. The meaningfulness of any theme derives not only from the dataset but also from the researcher’s interpretation (Braun & Clarke, 2021). Moreover, themes do not exist in total isolation from each other but are all part of a broader narrative that aims to present evidence or insights into the research questions at hand. Thematic analysis is also a reflexive organic process, where the analysis could never be considered ‘complete’, as it never reaches a fixed endpoint. The researcher has to make a decision, based on their own judgment, when to stop coding and move on to creating themes, when to stop creating themes and begin mapping the thematic relations to each other, and when to start writing up the final results.

The researcher started with the coding of the interview employee group. Once the transcripts were finished, the researcher coded the management interview group to the same Nodes - adding some additional codes as the process developed. This is because, although these are different data sets, many of the same topics were spoken about. Furthermore, the research was less focussed on the specific difference in topics but more on the difference in how these topics were spoken about and framed; for example, positive and negative attitudes or how many people viewed a certain topic in a certain light. The same process then took place for the focus groups; however, these codes were conducted separately in a new coding folder, given the aims of the methods were slightly different. In the second round of coding, lower-level codes and higher-level codes were grouped to create more succinct themes, with subthemes created underneath. At this point, similarities were noticed between the themes in the focus groups and interviews. Lastly, the researcher conducted meta-coding over both the interviews and focus groups as both methods had produced similar themes. This process included amalgamating the themes from each method to produce the flow of themes presented in the findings chapter. The interviews and focus group themes were put into the same folder in NVivo, with an overall Node for interviews and focus groups for each theme, so the researcher could still see what data came from each part of the research. See Figure 2 below for an example of how the Nodes were displayed on NVivo 12 for one of the main themes (the individual human element). A screenshot of all high-level codes in the current as displayed in NVivo 12 can be found in section 9.7 (it should
be noted that the exact names of the themes were changed multiple times during and after the writing of this thesis and so may not be the same in the appendix).

<table>
<thead>
<tr>
<th>Name</th>
<th>Files</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>The human element (I)</td>
<td>20</td>
<td>126</td>
</tr>
<tr>
<td>Mention of Cyber Attack</td>
<td>20</td>
<td>68</td>
</tr>
<tr>
<td>Human as hinderance</td>
<td>18</td>
<td>24</td>
</tr>
<tr>
<td>Biases</td>
<td>14</td>
<td>29</td>
</tr>
<tr>
<td>Optimism Bias</td>
<td>11</td>
<td>25</td>
</tr>
<tr>
<td>negative views</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>The human element (FG)</td>
<td>7</td>
<td>129</td>
</tr>
<tr>
<td>Mention of cyber attack</td>
<td>7</td>
<td>43</td>
</tr>
<tr>
<td>Human barrier and imp...</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>Biases</td>
<td>7</td>
<td>75</td>
</tr>
<tr>
<td>Pessimistic</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>personal and organ...</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Personal</td>
<td>6</td>
<td>16</td>
</tr>
<tr>
<td>other factors</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>Optimistic</td>
<td>7</td>
<td>31</td>
</tr>
</tbody>
</table>

Figure 2. Example of Coding on NVivo 12. Individual Human Element Nodes. The human element (I) refers to the interview data Node and the human element (FG) refers to the focus group data Node.

Four distinct themes arose from the analysis. These themes were a) organisational perceptions of security culture, b) the individual human element, c) perceptions of cyber-security training and policies, and the COVID-19 pandemic and the move to remote working. The first theme includes findings surrounding the social aspects and dynamics of cyber security within the organisation; in this case, this relates to the social norms, social descriptions, and shared experiences (McAlaney et al., 2016) of how cyber security functions within this organisation. The second theme relates to the more individual human element; cognitive thinking patterns and individual views of different aspects of cyber security. The third theme brings together data where participants gave their views on the relevance of cyber security to their job role and cyber security organisational policies and training. Finally, the last theme looks at how participants believed they had been impacted by the COVID-19 pandemic and the impact of the pandemic on cyber security. These themes will be described
and discussed in the following four chapters. Although these themes, along with their relative subthemes, are described separately in the next chapters and are positioned as standalone themes, they are also meant to describe the cyber-security perceptions and behaviour of participants in an interconnected way. As with all thematic research, some of the subthemes had more data to support them than others, when this is the case in the current research this will be highlighted. For example, when there is a small number of participants supporting a view (five or less) the research will highlight that only a minority of participants supported the view. When there is a higher majority than is usual (over 20 participants) this will also be highlighted.

With regards to the elite interviews, these were coded post the primary coding of the non-elite interviews and focus groups. The elite interviews mainly aimed to give context to the study as a whole. It was not until the researcher saw that some of this data could embellish findings of the wider themes that they were included in this way. However, the data and quotes within the elite interviews did fit well with the themes that emerged from the main interviews and focus groups and were combined and are hence presented together within these results. Many pieces of data from the elite interviews fit into themes within the wider coding. However, not all themes were able to be embellished by the elite interviews. This could be for a number of reasons. Firstly, there were only two elite interviews, meaning that there was less data here compared to the focus group and interview data. Secondly, elite interviewees may not have had the same experiences as general employees who do not have expert knowledge of cyber-security behaviour, awareness, and training. For example, as it will be demonstrated, it was interesting to see that employees viewed phishing campaigns positively and compare this to descriptions of the campaigns in the elite interviews, where it was stated that they have attempted only to report phishing campaigns positively.

3.8 Methodological Limitations

3.8.1 The Limitations of a Case Study
This research used a qualitative case-study method. It has been argued that the case-study approach to research is most usefully defined as the intensive study of a single unit, or a small number of units, i.e., the case/s, for the purpose of understanding a larger sector of similar units, i.e., a population of cases (Gerring, 2006). While this method has many merits and proven applications, as demonstrated in the previous sections, the method is notwithstanding limitations, mainly relating to concerns around the validity and reliability of the method.

The fundamental issue of objectivity of the researcher is often highlighted within the surrounding research; in case-study research, the researcher is in danger of losing objectivity by becoming too involved with the case/organisation. This then creates a bias in the results, where the researcher may become an advocate for the case rather than an observer, leading to results that are essentially a product of the researcher’s prior experience and prejudice (Meyer, 2001). However, other researchers have argued that this specific issue can be mitigated by recognising and pointing out such presuppositions and making reference to how they may have impacted interpretation (Meyer, 2001). The research and presuppositions that influenced this research are demonstrated in the literature review section of the research, as this previous knowledge will have influenced the researcher’s interpretation of the results. This was, however, partially intentional as the researcher also wanted to see how far specific cases fit into previous quantitative and qualitative research as well as previous theories regarding cyber-security perceptions and behaviours. Furthermore, other researchers argue that case-study research, which seeks to describe and make sense of the world, does not require absolute objectivity, as building rapport with the interviewees and sensitivity to and knowledge of the subject at hand is an integral part of the research process (Meyer, 2001). Hence, complete objectivity would reduce the usefulness of the case study.

The lack of generalisability to wider populations is probably one of the most prominent criticisms of case-study research. It has been argued that research is only worthwhile to the extent that it is comprehensive and general, as the research aims to use data to explain phenomena outside the specific context and scope of one study (Miles, 2015). Therefore, a case study is often considered too contextualised and specific to draw scientific conclusions from. However, this potential weakness has been disputed by researchers (Yin, 2009). It has
been argued that it is the purpose and meaning of the data in a case study that determines its value (Miles, 2015). If its purpose is to develop propositional knowledge, then case studies are perhaps methodologically limited. However, if it is to develop understanding and extend knowledge of experience, then the same disadvantage does not exist (Miles, 2015). Furthermore, while quantitative statistical findings are often generalised to other populations, case studies tend to be generalised to other situations with the help of deep analytic investigation. Case studies are not intended to be broadly generalised in the way that surveys or experiments are, which draws into question whether this is a research value that a case study should be measured against (Wikfeldt, 2016). Claims made from case studies cannot, and are not, considered to be proof in a scientific, statistical sense, but they build premises which may be used to make assertions about situations parallel to the one studied (Yin, 2009).

Such biases and issues regarding generalisability and objectivity are perhaps more likely with the use of a single-case study (Eisenhardt, 1989) as used in this research. Another way to ‘protect’ against such biases would be to use more than one case. However, the desire for depth implies that the number of cases examined in a piece of research must be few (Meyer, 2001). Furthermore, as discussed, gaining access to research more cases would have been difficult owing to COVID-19 and related lockdowns. A positive side-effect of studying a single case is that it allowed for a deeper investigation and analysis of the original case, which in hindsight, turned out to be a beneficial circumstance.

3.8.2 The Limitations of Focus Groups

In addition to the general concerns regarding case studies, researchers also demonstrate that the specific qualitative methods used within this case study: focus groups, interviews, and elite interviews, also have limitations. This section will look at the possible limitations of the focus group method used in the current case-study research.

One of the main problems with the use of focus groups is the possibility that participants will simply reproduce normative discourses or those they believe to be socially desirable, thereby
leading to the group dynamics of the group obscuring more controversial perspectives (Liamputtong, 2011; Smithson, 2000). This can often be the case if there is one ‘dominant’ voice in the group, meaning that their opinion is the only one that is articulated and is not necessarily representative of the other members’ opinions (Liamputtong, 2011). This does not always originate from one individual but may arise because of group members wanting to conform with one individual and therefore replicating one person’s opinion (Lezaun, 2007; Smithson, 2000). When this occurs, the moderator can encourage other group members to talk, for example, asking someone who has not spoken directly for their opinion (Liamputtong, 2011). However, it is also important not to make group members uncomfortable, and participants should not be forced to answer a question if they do not want to. The moderator may also want to highlight that there may be diverse opinions on the topic they are speaking about, therefore allowing others to give their opinion comfortably (Liamputtong, 2011). In this research, the researcher followed this protocol and would ask others for their opinions to get them more involved in the group discussion.

Similarly, focus groups are often criticised for offering a shallower understanding of a particular issue than, say, one-to-one interviews might (Lezaun, 2007). Personal experiences may not be discussed, either because of the dominant voice problem or simply because there is not enough time for everyone in the group to delve deep into their own experiences (Liamputtong, 2011; Smithson, 2000). However, focus groups do allow for a greater number of people to discuss their experiences and so finds a balance. Furthermore, this is one of the reasons why the individual interview method was used in addition to focus groups; to ensure detailed accounts of individual experiences were analysed and a larger number. On a more practical level, focus groups can be difficult to organise. Therefore, this can take away from the perceived ease of timing of focus groups compared to interviews, as one has to consider the time it might take to organise such groups. Despite these limitations, valuable data can be gained from focus groups, especially if the moderator is able to manage the group interaction. Although the risk of a dominant viewpoint prevails, participants are encouraged to interact and converse with each other and not merely respond to the researcher. In this way, a larger range and complexity of attitudes and beliefs may emerge (Dilshad & Latif, 2013).
Moreover, the use of focus groups does raise some ethical dilemmas stemming from the degree of disclosure that is possible. In qualitative research generally, the fact that design and methods are largely emergent, rather than pre-specified, as is generally the case with quantitative research, makes it hard to provide fine-grained detail on what will occur in a study (Sim & Waterfield, 2019; Wiles, 2012). This applies even more when we consider focus group research because what is discussed in the group depends in part upon participants, who may unexpectedly raise issues not necessarily intended by the moderator. Of course, even though focus group participants are able to decline to respond to a particular question or comment on a particular topic, arguably more easily than in an interview, they may not be able to divert the discussion away from a topic that they find uncomfortable (Sim & Waterfield, 2019). Moreover, when information is disclosed, there is no guarantee that individuals in the group might speak about what they heard outside the focus group setting. In order to mitigate against this, researchers need to ensure participants know the focus group will contain other people, and they may ask participants to not repeat what was discussed (Sim & Waterfield, 2019).

There is also debate in the focus group literature on whether focus groups give more valid data if the members of the focus groups are friends or strangers (Jones et al., 2018). Focus groups made up of friends may offer a more honest and open discussion among participants than do focus groups made up of strangers, simply because the comfort level among the participants is higher (Jones et al., 2018). On the other hand, focus groups made up of friends may enable participants to identify each other afterwards (Sim & Waterfield, 2019), a situation which is more easily dealt with via the use of pseudonyms in focus groups made up of strangers. However, there is little, if any, data directly comparing the quality of data obtained between the two. Of course, the current research is organisational, and so it is likely the participants were neither friends nor strangers but colleagues, meaning that attempting to make up a focus group of friends or strangers would be difficult.

3.8.3 The Limitations of Semi-Structured Interviews
The interview is a well-known qualitative method that is not exempt from criticism. For example, it is well acknowledged that interviews are time-consuming. The researcher needs to go through an extensive process, starting from establishing access, in this case with both the organisation and the participant, to making contact with participants, conducting the interviews, again, in this case online, which dragged the process out further, followed by transcribing the data (Alsaawi, 2014). In comparison to a focus group, where this process will end with insight from multiple participants, one interview is data from one person. However, as discussed, interviews provide a more in-depth oversight.

In addition, interviews are a co-constructed method, where the interviewer and interviewee contribute to the interviews meaning (Alsaawi, 2014). The interviewer, therefore, must be careful in both how they ask the questions and how they interpret the responses of the interviewee. The interviewer can easily insert bias and therefore need to ensure they protect against this in the way questions are worded and the data analysis. Again, the researcher must counter-act this potential bias by making their assumptions and interests in the subject at hand known.

Others have criticised the semi-structured interview for redefining topics and questions as the interviews and research process progresses. This criticism applies to the interviews captured in the current research, as questions and topics were added during the data-gathering process, in part due to the changing circumstances of the organisation due to COVID-19. From a quantitative perspective, this criticism stands; changing questions halfway through a survey or hypotheses in a large-scale experiment could render all the previously gathered data useless (Diefenbach, 2009). However, qualitative research is, by nature, explorative. Interesting topics might only come to light after a while of investigation, and the right questions to ask or the right way to word them might only become apparent later (Diefenbach, 2009). Therefore, it can also be argued that qualitative researchers should be encouraged to reformulate research questions and challenge their own assumptions throughout the research process.

There also could be some limitations when comparing focus groups and interview methods. Given what has been discussed in these limitation sections, it may be plausible to argue that
participants may be inclined to reveal different information depending on whether they were in a focus group or an interview. In this way, interviews might result in a less normative discussion (Liamputtong, 2011; Smithson, 2000). However, the case can be made for using both, as the discussion of topics in focus groups may help remind individuals of experiences and points that they also want to bring to the table. This assisted discussion might prove helpful with a complicated topic such as cyber security. Based on this idea, therefore, the theoretical possibility that you might get different information in the interviews and focus groups could make a case for using both methods. Moreover, the researchers did not note significant differences between the dialogue in interviews and focus groups.

3.9 Reflections

Broadly, this research aimed to gain a deeper understanding of cyber-security behaviours in an organisation through the lens of cognitive and social psychological theory and usable security. Originally, the research proposed a mixed methods approach, aiming to use complimentary quantitative and qualitative methods to investigate the research topics and two studies were conducted by the researcher before the start of the research presented in this thesis. These two studies were the beginning of the research journey and were very much pilots for the research presented in this thesis. However, we decided to not include them in the main thesis owing to several weaknesses in the studies’ methodology and scope. However, given that these early arrangements shaped the scope and direction of the research, this section briefly reflects on them.

The first focus group study conducted utilised a thematic analysis of in-depth data from four focus groups with 14 adults in the UK. The research revealed a variety of PMT constructs and cognitive biases in relation to cyber security. It showed that people are optimistically biased and fatalistic in their thinking of cyber-security threats. It also revealed that the communication and messaging of such threats often fail to account for such biases. However, the scope for this study was too broad, participants came from a variety of organisations and backgrounds, creating no distinct context on which to abstract the results. Secondly, the sample was convenience based, which can lead to bias, and reduce the generalisability of the
findings. The convenience sample also meant that, although not intentionally, participants were with others of a similar age within focus groups. Thirdly, because of the lack of context, it was found that after analysis the results did not contribute anything of great significance to the research field. These were all lessons learned from and contributed to the development of this thesis.

From the previously undertaken research and the surrounding literature, a significant gap in the literature was identified. That is firstly, there being a lack of deep qualitative research looking at perceptions, biases, and behaviour in cyber security, particularly in the context of organisations. This was even more notable when considering the stance of many pieces of previous research, in that much research seems to take a ‘human as a problem’ standpoint, rather than a ‘human as a solution standpoint’ (Zimmermann & Renaud, 2019). We therefore decided to approach organisations in order to conduct research as a case-study approach in order for the exploration of cyber-security perceptions and behaviours within real-life settings.

The second study completed within the context of the PhD was a survey. Based on this previous research finding the existence of the optimism bias in reference to cyber security-based risks, this study set out to test two different strategies for reducing the optimism bias in the information-security domain. One survey was created to be used in this experimental study was generated based on previous relevant optimism bias literature. However, the survey’s reliability and validity were not tested through factor analysis or other means, furthermore the findings demonstrated only that the optimism bias appeared in relation to cyber-security risks. Moreover, we noticed a gap in the literature in that most research looking at the optimism bias was quantitative and not done within the context of an organisation or research amongst other factors. Hence, because of the direction the PhD was taking, i.e., that of a qualitative nature, the researcher also chose this study not to appear in the final thesis, although it did assist in shaping the final literature review and its aims.

Based on the lessons learned from the two previous studies conducted early in the PhD, the research took a new turn. The researcher therefore decided to approach organisations in order to conduct qualitative research on cyber security relating to usable security and
psychology within an organisational context. Our original research proposal to the organisation consisted of three studies, relating to a few elite interviews and two separate studies. However, all studies were inter-linked, and it was assumed that data from all three studies would be useful towards the three different sets of aims. Later, we decided to conceptualise the research as one case-study with different methods, which is how it is presented in the current research write-up. To gain an overview of the cyber-security awareness context, we firstly aimed to conduct a few elite interviews with those in cyber-security awareness roles. The first main study then aimed to gain: a deeper understanding of the optimism bias in an organisational context; an understanding of whether this bias still exists in a company that has been a) focused on cyber-security behaviour change and b) victim of a large ransomware attack; and lastly gain an understanding of the opinion of techniques that could be used to change or foster the optimism bias. The second study aimed to: understand how the human-centric approach manifests in managers and employees; understand psychology of management, and what management think the psychology of employees is like – see where/if optimism biases fall, see if they see employees as solution or problem; understand the thoughts and behaviours of lower-level employees regarding their behaviour and company cyber-security policy and to see if managers understanding of employees’ matched employee behaviours. However, as the research progressed this came to be seen as one study, with similar aims, but utilising different methods throughout; elite interviews, interviews and focus groups.

3.10 Upcoming Research Themes

In the next section, the four distinct themes that arose from the analysis will be described and discussed in terms of their relation to the psychological theory and cyber-security literature discussed in the introduced of this thesis. The themes are named as follows: a) organisational perceptions of security culture, b) the individual human element, c) perceptions of cyber-security training and policies, and the COVID-19 pandemic and the move to remote working. The first theme includes findings surrounding the social aspects and dynamics of cyber security within the organisation; in this case, this relates to the social norms, social descriptions, and shared experiences (McAlaney et al., 2016) of how cyber
security functions within this organisation. The second theme relates to the more individual human element: cognitive thinking patterns and individual views of different aspects of cyber security. The third theme brings together data where participants gave their views on the relevance of cyber security to their job role and cyber security organisational policies and training. Finally, the last theme looks at how participants believed they had been impacted by the COVID-19 pandemic and the impact of the pandemic on cyber security. These themes will be described and discussed in the following four chapters. Although these themes, along with their relative subthemes, are described separately in the next chapters and are positioned as standalone themes, they are also meant to describe the cyber-security perceptions and behaviour of participants in an interconnected way.

3.11 Summary

Overall, this chapter summarised the methods used in the current research for both data collection and analysis and some possible limitations with the chosen methods. This section also discussed the implications of doing research within and during the pandemic and the research journey of which the current research is the result. The current research presents research from a case study. The analysis of the focus groups and interviews produced four main themes: Organisational perceptions of security culture, the individual human element, perceptions of cyber-security training and policies, and the COVID-19 pandemic and the move to remote working. These themes address the research aims and questions of the current research as they describe cyber-security culture, perceptions, biases, and behaviours of this organisation. The following four chapters delve into these four key themes and their subthemes and discuss their relevance to theory and research, as well as how they have substantiated previous work.
Chapter 4. Organisational Perceptions of Security Culture

4.1 Introduction

This chapter looks at the subthemes and findings grouped within the theme of organisational perceptions of security culture. Organisation aspects, in this case, relate to the social norms, social descriptions, and shared experiences (McAlaney et al., 2016) of how cyber-security functions within this organisation. For example, beliefs surrounding the culture of an organisation and how the cyber-security team functions are explored. As discussed in the literature review, security culture is defined in many ways throughout the literature and lacks a shared understanding. However, these definitions generally all include a reference to the social context surrounding cyber security in which individuals operate (Ruhwanya & Ophoff, 2021). For the purpose of this case study, the researcher differentiates between the organisational aspects of cyber security, on the one hand, which will be discussed in this chapter and the more internal and cognitive perceptions and individual aspects on the other, which will be discussed subsequently in Chapter 5. Although both these chapters relate to psychological processes, the social/cultural aspects deal with employee views and the functioning of their environment. In contrast, individual cognitive psychologies focus more on internal mental processes and understandings (DiMaggio, 2013). The social layer (Gioe et al., 2019) within security culture refers to how employees or specific departments view each other or interact and the social differences between groups.

The themes discussed below are social organisational aspects related to cyber security; how participants view their external cyber-security environment. The first theme discussed is ‘good and strong’: direct references to security culture’ (section 4.2). This first theme demonstrates how participants generally saw the culture of the organisation to function positively and safely. The second theme, entitled ‘responsibility: It’s managed for us’ (section 4.3) looks at the general understanding that the cyber-security team manage cyber security behind the scenes. The third theme ‘separate but accessible; how Infosec functions’ (section 4.4) demonstrates that participants feel cyber security is separate from them, but that they are able to access the team if needed. The last two themes ‘lawyers are different:
cultural differences in cyber security’ and ‘law firms are different: cultural differences in cyber security’ (sections 4.5 and 4.6) look at perceived cultural differences between job roles within the organisation and perceived differences between law firms and other sectors. Altogether, these subthemes make up the wider social culture theme as seen in the data.

Within the subsequent findings chapters, anonymised quotes from the data are used to demonstrate themes and their subthemes. The quotes are illustrative and will provide specific examples of the themes and subthemes. The researcher attempted, where possible, to choose succinct quotes that were representative of both the of sentiments participants and patterns within the data. The used quotes have not been edited and are, therefore, in general, verbatim. However, small grammatical errors and repeated, or random, words that do not add to the quote have been edited to make the quotes understandable for the reader, as is routine in qualitative research (Lingard & Watling, 2021). When the quotes refer to a concept not stated within the quote, the concept will be highlighted within square brackets. Moreover, ellipses are used in the middle of a quotation to indicate that part of the quote has been omitted original sentence. This has only been done where a quotation includes a digression not germane to the point being made, and care was taken to ensure the preservation of the original meaning of the quotation. Where the existence of a subtheme is not made up by many participants (more than 5), this is highlighted. However, these findings are still important as they reflect differences and non-consensus within this case study.

4.2 ‘Good and strong’: Direct References to Security Culture

Although most themes within this section have relevance to the security culture of the firm, for example, perceptions of the human element and training might pertain to general cybersecurity culture, the current theme pertains specifically to participants referencing and describing the ‘security culture’ of the firm directly. Many participants pointed directly to the idea that the firm’s culture was ‘strong’ or ‘good’. However, when trying to elaborate or if pressed further, participants did not generally come up with specific reasons why they believed this was the case, G1P7: ‘I think it’s actually for a law firm really good and I mean again, I don’t have you know figures or anecdotal evidence to support that’. When
participants did give examples, these were often related to physical security. One participant started by saying the culture was good/strong but then gave an instance where their behaviours might be considered not to be up to standard.

G1P6: ‘Um I think it’s pretty strong and I mean in addition to like company data, there’s also physical security that they take quite seriously and so we’re not supposed to really let anybody tailgate into our office they need to buzz in I mean, technically that rules for absolutely every person but obviously if it’s the guy sit next to, and he’s arrived at the same time. I don’t make him buzz in with me. I just let him in...’

On the other hand, some participants put the reasons they thought they had a ‘good’ security culture within the firm down to a general feeling they had without specific evidence to back this up. Others put the belief that the security culture of the firm was good down to the fact they felt they had good cyber-security programmes and the fact they felt people were generally well educated within the firm, demonstrating a belief that collective knowledge throughout the firm on cyber security was good. However, others suggested that the policies and programmes were not the organisation’s strong points, demonstrating mixed considerations for why the security culture is considered good.

The elite interviews also included data on security culture. When EI2 spoke about the security culture, they perceived their organisation to be ahead of other firms. EI2 believed their organisation to have a good level of phishing reporting. Moreover, it was stated that the new cyber-security awareness programme they were running focussed on the human factors of security. On a higher level, EI1 suggested that leaders within the firm wanted the information security department to grow and that they themselves and others within the risk department had not been given the hiring freeze that all other departments had been given owing to COVID-19. They argued that this signified a focus on cyber security from leaders within the organisation. However, EI1 and EI2 also said that overall they believed the culture to be poor, or at least low on employees’ agenda in general. EI1 viewed that employees had an ‘out of sight, out of mind’ thought process regarding cyber security.
EI2: ‘The security culture is... we’re very much ahead compared to a lot of firms but like everybody, it needs a lot of grading yeah, for the culture... the culture is it’s quite poor...’

EI1: ‘Um low on people’s agenda [cyber-security culture]. That would be fair to say at the moment. We get really good traction if we can get in front of people yeah, but out of sight out of mind. I think probably an accurate view at the moment.’

Despite perceived issues with the cyber-security culture of the organisation, for example, cyber security being low on people’s priorities, the elite interviews did express hope that the culture was changing for the better.

EI2: ‘We’re getting there we’re getting there we’re definitely say we’re definitely better at communicating the better people coming forward to us yeah.’

EI1: ‘we’re hoping all these kinds of different actions are slowly changing the culture.’

Moreover, EI1 and EI2 described how they aimed to improve their security culture through security awareness methods and cultural assessments with outside vendors and academics, such as the current research. EI1 and EI2 also stated that such notions of building a better security culture were supported by the board and were in that way supported from the top down.

EI1: ‘they [the board] want us to recruit they want us to kind of build up our resilience to the firm...’

EI2: ‘...it’s getting cascaded down, from the board down, the support that they’re showing, which is appreciated.’

Overall, this theme demonstrated that participants generally, on a surface level, thought of their cyber-security culture within the organisation as good. The other themes throughout this findings’ sections aim to shed more light on further details of cultural and social aspects...
beyond descriptions of ‘good’. However, the surface-level descriptions discussed in this subtheme are still valuable findings. The descriptions demonstrate the extent to which participants have given thought to culture within the firm and their thoughts on whether the culture was overall positive or negative. The elite interviews demonstrated the view that cyber security was not at the forefront of people’s minds, which is not necessarily contradictory to the interview and focus group view of employees but does display a slightly more negative narrative.

4.3 Responsibility: ‘It’s managed for us’

An organisation consists of its employees, their roles, and their interactions with one another. Each member has a set of responsibilities, generally set out to them by their employer in a contract or developed through a mutual understanding in a psychological contract. As discussed, preserving cyber security is a clear goal of the current organisation, as it is with most organisations. The participant’s ideas surrounding responsibility came out as a clear theme through the data. The meaning of responsibility in this context refers to the participant’s feelings and perceptions towards whom they felt were accountable for the firm’s cyber security.

Most participants who referenced responsibility felt that cyber security was not their individual responsibility, or at least not solely their own. This emerged from the data in a few of the participant interviews in some form of paraphrase of ‘it’s managed for us’, managed ‘in the background, or ‘it’s taken care of’. This finding demonstrates that many participants believed the cyber security of the firm to be taken care of by a certain team behind closed doors, but also suggests an element of trust in the cyber-security team that they were capable of doing this for the organisation. It also insinuates that, although participants believed cyber security to be ‘taken care of,’ employees did not necessarily understand or have knowledge of how this was being done.

G1P6: ‘I think they kind of just operate in the background so that everything feels this as usual for us, but they’re in the background making sure that it’s secure.’
G1P5: ‘feel that that is just taken care of I know I know it sounds very trusting of people but I think a lot of it is to do with the fact that we’re very very large law firm and like I said before you just expect that even if you don’t hear anything that there’s somebody somewhere magically taking care of things.’

Some participants also stressed that the cyber security’s team responsibility was not just technological but also stated that the cyber-security team had a duty to make sure that they, as employees, were cyber security ‘aware’ and trained to an ‘acceptable’ degree. Acceptable here refers to having the knowledge and ability to act and behave in a secure manner, as viewed by the cyber-security team. This then puts the responsibility for how employees behave on their training, which can then again be traced back to the cyber-security team.

The statements ‘it’s managed for us,’ and similar were often a reference to cyber security being managed in cyber security or ‘IT’ as some participants referred to it as. Referencing cyber security as IT might be a wider example of confusion between the two functions. The two terms were used interchangeably by some participants, without much evidence of knowledge that the two were separate with two different functions, as was the case within the organisation. This lack of knowledge could hinder participants’ ability to speak to the right people if a cyber-security incident was to occur. Moreover, it was stated in the elite interviews that the security awareness specialists within the information security team wanted to be seen as ‘engaging trusted advisors’ rather than the ‘IT police’ (EI1). Hence, the fact participants mislabelled the information security team serves as an example of this separation and responsibility not being clear to or understood by employees. Other more broadly suggested it was the organisation’s responsibility and did not specify an individual or a department. However, it is also possible that references to ‘the organisation’ were referring to management or the cyber-security department and policy makers of cyber security.

A few participants argued that seeing cyber security as the cyber security team’s responsibility was due to functionality in the way the business was set up to run, in that people were given job roles and would do work pertaining to this role.
G2P2: ‘I would expect it to be their role, they're all because they're the experts, it’s the same as project management, right?’

This was said to be particularly akin to working within a law firm, where there is a fee earning side and a business side of the firm. It is seen as important, therefore, that if ‘you’re a fee earning lawyer you should be doing fee earning work’ (G2P8). This argument makes a case for a separation of responsibility between different job functions. This is because, otherwise, lawyers would spend time doing work that would not be directly bringing in money for the organisation, such as cyber-security policy. On the other hand, those on the organisation’s business side do not have billable hours and so are not bringing in money directly by the hour. Lawyers should not, therefore, by this way of thinking, have to spend time discerning cyber-security policies, nor should policies create inconveniences and reduce productivity in the lawyers’ work.

Participants felt that it was beneficial that cyber security was dealt with in the background. It helped them focus on their job role, while the designated teams were focussed on keeping the firm secure by evidence based technological safeguarding and training employees when needed.

G2P7: ‘...that’s the benefit you don’t want to be constantly thinking, oh well is this secure, is this secure and then having to kind of retrace your steps and back everything decide on basis of risk you’d like to have that done for you so that you can concentrate on what your actual job role is, you know, I wouldn’t want many lawyers to be constantly worried about these things…’

A few others described responsibility in terms of attributability, the degree to which something going wrong with cyber security inside the firm, such as a cyber-attack, was the organisation’s responsibility, the cyber-security team’s responsibility, or the individual who caused the cyber-security breach. This is an important distinction, as although employees may take responsibility for small actions they take throughout the day, this may be different to taking responsibility for a cyber-attack that came about because of a misplaced password, for example. Most argued that it was the responsibility of the organisation, the cyber-security
team, or a combination/shared responsibility, but that no individual employee should be the one ‘taking the fall’ if something was to go wrong and a breach was to happen.

G1P4: ‘...the information security have a stricter approach to information security implementation at the firm which I understand because they are the ones who are responsible for and in charge of all the information assets and if that is a hack or a breach or anything of that sort then they will be the ones who will be in the firing line’

This is substantiated by the previous finding within this section on responsibility, where it was shown that participants also saw the cyber-security team as responsible for their training and awareness. Participants did not see it as reasonable to be imputed for any breaches in the firm’s cyber-security systems by the cyber-security team when this same team had trained them.

Some participants added the caveat that unless an individual had been particularly reckless or had not taken basic precautions, the onus should not be on the individual. However, if the said individual had done something distinctly wrong, then the individual was responsible. Others proposed it was the individual’s responsibility ‘to a point’, suggesting that although individuals play a part in taking responsibility for cyber security and the volume of, for example, email traffic employees deal with makes cyber security difficult to manage for the individual employee.

FG4P8: ‘obviously that person should be kind of aware of it and on the ball but then also they should really be with like this many employees and stuff in a company there probably should be like safeguards and places as well.’

FG6P13: ‘I think that there is responsibility on the individual that if they haven't taken the correct precautions and something like that's happened but. I suppose the same time the firm should be doing everything in terms of not allowing those things to come through on servers or whatever and then also has the responsibility of dealing with it after it's happened.’
A few others also suggested that individuals did have a ‘duty to be compliant’. However, the data shows that ultimate responsibility for cyber security and any potential breaches was perceived to remain with the organisation and the cyber-security team more specifically.

One participant from the elite interviews stated that they would like to see employees taking responsibility for their actions and that this was extremely important for the firm. For instance, if an employee spots a phishing email and reports it before anyone else in the business has clicked on it, they would like to see them rewarded or use their success to demonstrate good cyber-security behaviour to others.

EI1: ‘I really do want to empower people to take responsibility for their actions and be kind and be kind of make them heroes for the business’

This finding suggests that the cyber-security staff want employees in the organisation to take more responsibility for their behaviours in order to make them part of the solution to cyber-security issues.

In summary, this subtheme demonstrated that participants saw the cyber-security team as responsible for managing, in the background, cyber security for the general benefit of employees, especially in some cases, the lawyers or fee earning side. This will be described further in section 4.5 of this chapter. Moreover, participants thought that the cyber-security team, or the central ‘organisation’ should be the ones to take responsibility if a cyber-security incident were to occur.

4.4 Separate but Accessible: How the Cyber-Security Team Functions

The previous theme captured data surrounding how participants perceived the responsibility of cyber security and demonstrated that cyber security was seen as managed for the employees by the organisation or the specific cyber-security team. This also speaks to the data surrounding how participants viewed the cyber-security team and broader cyber security in general to function within the organisation.
A few participants expressed that the cyber-security team and the work they did were considered separate from the participant’s individual job roles, with some expressing an ‘us’ and ‘them’ attitude or, similar to the previous responsibility theme, that the cyber-security team stayed mainly in the background. However, this was viewed as a positive, as participants did not want cyber security to be domineering.

G1P6: ‘They kind of stay in the background, we only really hear from them if they’ve detected something that they really want us to be aware of and I think that’s a good thing yeah. I think they were if there were two overbearing we’d just feel very stifled.’

Moreover, despite the mentions of cyber security not being constantly visible directly to employees, participants often mentioned that they felt supported, safe or secure within the organisation and were able to receive help when they needed it. This demonstrates that although cyber security is seen to function in the background, employees view it as accessible.

FG2P3: ‘they’re very good at coming back promptly, so I feel I’ve got support in those situations where I’m I may have some doubt as to whether or not something is safe.’

Furthermore, if participants described their view on the cyber-security team, many participants confused the terms cyber security and IT by using them interchangeably as if they were the same department and same employees with the same function. By doing so, the data suggests that participants see the two as having the same function.

G1P1: ‘I come back to what I touched on before, a lot of the people who like say from the employee side will look at the IT like it’s the IT’s job to make sure it’s secure.’

This sentiment was echoed by the elite interviews, where it was expressed that they believed employees to view cyber security as part of IT.
EI1: ‘a lot of us lots of people still see it as IT risk, or kind of closely embedded with IT, so there’s a kind of an educational piece around who we are.’

However, participants also mentioned that they felt there was a two-way dialogue between the cyber-security team and the wider firm. Participants felt they could give feedback and were often asked for feedback by the firm or cyber-security team. This was seen as generally encouraged by the firm and, therefore, perhaps related to the broader context rather than specifically related to cyber security. For example, one participant mentioned that there had previously been a competition set up for people to develop policy suggestions and improvements across the firm. Others mentioned that the cyber-security team often reminded employees to contact the team if they had any questions or concerns pertaining to cyber security. This demonstrates that employees had clear examples of having contact and being able to give feedback to the cyber-security team. However, it was unclear how often or whether participants took advantage of this communication channel, even if feedback on policies within the wider organisational context was encouraged.

G1P8: ‘I mean, we do we get emails from the kind of central spirit cyber-security team and fairly regularly just kind of reminding those on things like phishing and things like that. And they do always say if you have any questions or and any queries about policies that you can get in touch with them, so I would know if you for that kind of query or to give feedback on that kind of thing.’

However, the direct feedback to cyber security did seem to depend on job function, with departments who had the closest contact or crossed over with cyber security giving the most feedback. Others understood that subject matter experts within the firm would often be called upon if there was a knowledge gap.

Participants who mentioned there was little opportunity for feedback expressed the idea that being able to give feedback to the cyber-security team directly on policies and issues that they might be experiencing would be a useful exercise. However, they did not expressly give direction on how this could be done.
Overall, this theme demonstrated data from participants who expressed that the cyber-security team and their work were often considered separate from the participants’ job roles, with some expressing an ‘us’ and ‘them’ attitude. A few participants mentioned that they felt feedback within the organisation on their policies was encouraged.

4.5 Lawyers are Different: Cultural Differences in Cyber Security

The most noticeable cultural difference in the data highlighted a difference between the firm’s lawyers and the firm’s business side. Participants on the business side of the firm, often expressed that fee earners generally paid less attention to or had less time to pay attention to cyber security and the policies surrounding this. Participants said that the fee earner’s view was that partaking in cyber-security training and similar initiatives were not billable, and so fee earners generally showed less tolerance for such training or any policies that might slow down their billable client facing work. Participants generally reasoned this notion by saying that the fee earners top priority and responsibility was to make the firm money, and that the attitude of putting the client first is one that ‘is correct as well because client satisfaction matters a lot’ (G1P4).

G2P3: ‘Yeah endless and every time you make a change there’s pushback in some way or other even to really simple things’

G1P7: ‘Yeah because of these campaigns people often won’t think as I said, you’re not going to think about it as a fee earner, and it’s probably the last thing on your mind.’

G2P8: ‘I think of the way the business is set up is, you’re a fee earning lawyer you should be doing fee earning work.’

In some cases, participants mentioned that they believed this to mean fee earners were more likely to push back on particular policies or even attempt to circumvent certain controls.
Those participants who worked in risk or cyber security further stated that they received particular pushback on policies from lawyers if the policies were seen to extend the time of completing a task or complicate a task. For example, one participant gave an example relating to emails whereby a new feature was installed that would flag whether an email was coming from an internal or external source. However, the feature meant it was no longer possible to see an email in a preview on phones, which was considered a usability pain point. Employees would now have to click on the email to see its contents. This led to pushback from the fee earning side of the business and an eventual change to the policy.

G1P3: ‘It’s most likely lawyers but it’s not because they’re always it’s more just the fact that they need something and this is how they told to get it yeah and they haven’t considered or don’t really care what our security is saying so we have to find other ways around it.’

Fee earners were also interviewed or participated in focus groups – although these interviews were less than those gathered from the business side, likely because they would have to take fee earning time out of their day to join the interview. Some lawyers highlighted that although their focus was on the client and fee earning, they still paid attention to security needs, but this was not their focus.

G2P5: ‘All of our work, can be billed to a clients and so I guess it means I can’t... the driver is to do work and we’re incentivized to do more and more work for clients because you have to bill certain number of hours a day so when I say it’s a distraction from information security doesn’t mean that I’m not conscious of and taking my work for clients, but what I mean is that I can’t spend seven hours a day helping my organisation with this information security because if I did that, it would on paper as if I did not do any work that day.’

In addition, a few participants also noted a possible hierarchal split between senior and junior employees. Most participants who mentioned this suggested that more senior employees, such as partners in the firm (in this particular firm, there were hundreds), had less time to be
concerned with cyber security – similarly to fee earners and lawyers. For example, it was argued by one participant that the more senior one got, the more emails an employee might get, which meant it would be easier to overlook something suspicious. Participants mentioned it was often harder to get these more senior partners to comply with cyber-security policies, sign off on annual declarations and watch cyber-security training videos. Others suggested an alternative reason for poorer cyber-security behaviours in more senior employees; the idea that younger generations were more technologically able, ‘I think those are of a younger age probably more aware and tech savvy’ (G2P9).

G2P1: ‘It varies, it varies on role, the more senior they are sometimes you find the less they seem to care about the actual policies and stuff like that.’

However, the view that senior employees were less interested in cyber security than junior employees was not unanimous when participants spoke about a hierarchal split. Some participants thought that junior and senior employees behave similarly.

In terms of cultural differences between employees and different fractions of the organisation, EI1 and EI2 mentioned that some employees and managers were more onboard with cyber-security training than others but did not specify categories. However, they also stated that they were directing cyber-security messages and training to people based on their specific roles, and in this way, further substantiating the notion that cyber security needs to be taught differently depending on attributes of the employee, such as job role.

EI1: ‘So this is the advisory and support side of our function and their coming to us asking for stuff and we’re just happy that they want to engage with us. Others, very well they just disregard what we’re trying to do, and unless it comes down from the board or the exec, they’ll quite happily let it go.’

EI1: ‘making it [security messaging and training] more relevant to their roles rather than this one-size-fits-all so we’re hoping all these kind of different actions are slowly changing the culture’
Overall, this subtheme demonstrates that participants see the fee earning side of the firm to be less compliant in cyber security than the business side, or at least that they have less time to think about security. Some participants perceived this to be understandable, as the fee earners brought in revenue for the business. The lawyers also explained that it was not feasible or productive for them to spend much time on cyber security. This difference was similar to a smaller difference in culture between more senior and more junior staff.

4.6 Law Firms are Different: Cultural Differences in Cyber Security

In juxtaposition to the finding in the previous subsection, participants also perceived the nature of working for a law firm to mean that the cyber-security awareness was higher among employees on both the business and fee earning sides of the firm than it would be in other types of business. Participants argued that, in a law firm, employees were often trained in legal privilege and confidentiality extensively as part of their onboarding. Participants saw legal privilege and confidentiality as relating very closely to cyber security and that this previous knowledge meant that they had greater competency in cyber security. For example, some participants mentioned that they were trained in confidentiality and data handling, which was described as being related to cyber security and privacy. Such training was said to occur every 6 to 12 months, in addition to any cyber security-specific training. In the participants’ view, this meant the firm had very stringent rules for employees to follow regarding confidentiality.

G1P5: ‘I suppose there is that side of it too that you know you working in the law firm maybe if someone was working in a sweet factory and they had ingredients for I don’t know lollipops, they might think they could share it with someone else but I think when it’s a law firm, maybe that’s one reason why you’ve kind of a more conscious of security...’

Furthermore, they had to sign NDAs with clients and other lawyers extensively, owing to the nature of their work. Some participants explored the idea that because many employees had
previously studied law, this predisposed them to ‘good at adhering to compliance and rules’ (G2P2). This was supported by the mentioned fact that lawyers could lose their licence to practice law and face legal charges if they were to share certain privileged information with anyone.

G1P6: ‘...they deal with a concept of legal privilege. It just means you are not legally allowed to share this information with anybody. It’s against the law you could lose your license to practice law. So I think lawyers themselves are very very aware of Information security and the managers of younger lawyers will really impress upon them you cannot share this...’

As the quote above demonstrates, employees saw the legality of legal privilege, which entitles a party to withhold evidence from production to a third party or the court, to be relevant or similar to cyber security. This was presumably because both ideas concern the security of data or information. It was impressed upon the researcher that the nature of law meant it was necessary not to leave confidential information lying around and available for others to read. Others suggested that on top of the training they received and the policies they imposed in-house, the clients they worked with also imposed their own sets of confidentiality and security policies, increasing the presence of security measures in their day-to-day activities.

G2P1: ‘You know, our clients will stipulate sometimes quite stringent security controls, we have clients across multiple sectors, you know, financial services, you know, they tend to have quite elaborate and complicated security requirements.’

G2P2: ‘...the projects I work with just put has put me in that mental like as I say that mental it gives me that mental attitude or not attitude that’s on the right word, but like it puts me in that mindset of security.’

In addition to the finding that law firms were perceived to have a good cyber-security mindset and more stringent policies than other industries, there were a few other perceived cultural differences. For example, a few participants saw a difference in cyber-security
behaviours depending on age, and one saw a difference between certain departments. However, these ideas did not aggregate from a great number of participants or quotes. However, this is important to note in the data as it adds to the idea that many participants perceived some form of cultural differences between employees one way or another – even if the cultural differences perceived had a few individual differences.

Moreover, EI1 and EI2 noted that this difference in cyber-security behaviours and culture changed by country, demonstrating that geography also impacts cyber-security culture. It is possible that this was not found in the interview and focus group data as all the interviews and focus groups were UK based.

EI2: ‘That’s where you can see it certainly in Asia pack and Australia is renowned for you know, it's renowned for treating things completely different.’

This subtheme largely demonstrates that employees perceived law as a profession where cyber-security values were heightened due to their similarity to law-related concepts, such as client confidentiality. This led participants to believe that people working in the law sector, or who had a background in law, had a heightened awareness of cyber security related issues and concepts and may behave more securely.

4.7 Summary of Findings

This theme brought together data in the form of subthemes that pertained to ‘organisational perceptions of security culture’. This data relates to the social aspects of cyber security within organisations, rather than the individual cognitive perceptions, such as the social norms, social descriptions, and shared experiences of employees (McAlaney et al., 2016), for example, beliefs surrounding the culture of an organisation and how the cyber security team functions and is viewed. The data demonstrated that participants generally understood or saw the organisation’s security culture to be good and strong, although they did not provide specific examples to support this. Participants further saw information to be managed for them by the cyber-security team, and some demonstrated an ‘us’ versus them mentality.
when it came to this team but saw the team as accessible. Participants also highlighted a few cultural differences internally between employees and externally between sectors. Participants saw a difference between the fee earning and support staff sides of the business in terms of cyber-security behaviours, with fee earners having less time to think about cyber security. There was also a perceived difference between law firms and other sectors, with the argument that law firms were inherently different to other types of organisations as they were trained in related concepts.

4.8 Discussion

This discussion synthesises and grounds the findings from this chapter within the research and theory from the literature review section. This discussion explores why certain perceptions might exist by utilising insights from research on psychological theories and usable security research surrounding cyber-security culture (Da Veiga, 2015; Durojaiye et al., 2020; Glaspie & Karwowski, 2017; Ruighaver et al., 2007; Uchendu et al., 2021). Hence, producing insights into how cyber-security culture and other social aspects of cyber security are viewed and function on an everyday level contextually within an organisation. The findings from this theme have a range of important implications and may assist in giving insight for future developments in cyber-security culture research, as well as insight for industry. Three psychological theories, namely PMT (Prentice-Dunn & Rogers, 1986), the EPPM (Witte, 1996) and the TPB (Ajzen, 1985), will be used to deepen insights from the findings by providing a theoretical lens through which to make sense of the data.

4.8.1 Usable Security Scholarship

The findings demonstrated how the participants in the current study viewed their security culture holistically. Much of the previous literature measures or presents instruments to evaluate security culture through surveys or behavioural measures, ultimately ending with a decision to help organisations decide whether their security culture is ‘good’ or ‘bad’ (Da Veiga & Martins, 2015; Glaspie & Karwowski, 2017; Ruighaver et al., 2007). In such studies, a
'good' or 'positive' cyber-security culture would ideally involve seeing that employees adhere to security policies (Glaspie & Karwowski, 2017; Ruighaver et al., 2007). A 'bad' or 'negative' cyber-security culture then may encompass a lack of understanding of cyber security and compliance with security measures. Usable security scholars suggest that organisations should not expect to have a 'good' cyber-security culture without usable policies and without listening to what works for users. Therefore, 'good' should be an attainable goal (Sasse & Rashid, 2021).

The researcher took a different approach in the current research and asked participants to describe their organisation's culture. Participants displayed confidence in their belief that the security culture in the firm was good and strong but arguably could not find solid reasoning for this belief. However, it is possible that the concept of security culture, or at least the term, was new to participants and that the reasoning came out in the other subthemes seen in this chapter. For example, participants' views of cultural differences between employees added further nuances. The elite interviews supported the view of a good security culture, who argued that although cyber security was slightly 'out of sight out of mind', the culture was changing for the better and that the organisation was ahead of other firms. However, the extent to which the elite interviews would state that the cyber-security culture of the organisation is bad should be questioned. It is possible that the elite interviewees were motivated to paint the organisation's cyber-security culture positively.

The current research presents a new deeper way of looking at culture by directly interviewing and asking employees rather than surveying culture through questionnaires (Da Veiga & Eloff, 2010; Rantos et al., 2012). Rather than answering predetermined questions, often with pre-set Likert scale answers, as is the case in many cultural surveys (Georgiadou et al., 2021), interviews and focus groups allow participants to freely describe their culture, offering insights that may not have otherwise been gathered. Moreover, interviews and focus groups are, in some ways, less driven by the researchers’ thoughts on what security culture means. Surveys rely on previously defined components, whereas although interviews and focus groups have topic guides, participants can input their thoughts and direct the conversation.
The ‘good’ perceptions of security culture are perhaps related to findings within previous literature which have looked at what might encourage such a culture. For example, previous literature finds top management support for cyber security to be important for developing a strong cyber-security culture (Uchendu et al., 2021). In the current research, the elite interviewees stated they had support from the board for their cyber-security strategies and that the security team appreciated this. This lends support to Uchendu et al. (2021), who found that top management support, especially that relating to security policy and cyber-security awareness and training, was a key factor when organisations build and develop cyber-security cultures. We argue, therefore, that top-management support could be one of the reasons for the employee’s belief that their cyber-security culture was good and strong. Moreover, the study demonstrates this finding in a contextually aware environment. The current research arguably, therefore, further stresses the importance of top management and board-level support in the development of cyber-security culture, adding to previous literature (Ashenden & Sasse, 2013; Hu et al., 2012; Uchendu et al., 2021). The reasons for belief in the firm’s good and strong security culture could also be related to the other subthemes of this chapter. Of course, security culture is such a wide concept that other findings in the other themes of the current research may also be influencing factors, but this will be discussed in the overall meta-discussion section.

Participants in the current study also noted cyber security-related cultural differences or subcultures between members of the organisation and between their organisation and other organisations. This general trend of differing cultures within and between organisations has been consistent in the wider literature on cyber-security cultures (Da Veiga, 2016; Da Veiga & Martins, 2017; Hofstede, 1998; Kolkowska, 2011; Muendo, 2014; Whelan, 2017). For example, researchers have found cultural differences in cyber-security behaviour between managers and users (Albrechtsen & Hovden, 2009; Balozian et al., 2019), IT and non-IT staff, and between individuals in different geographical locations (Da Veiga & Martins, 2015). In the current organisation, ideas of cultural difference centred around the ideas that firstly, there was a divide between the fee earning side of the organisation and the business side, and secondly, that a perception that the current law firm was ‘better’ than others.
In the current research, participants perceived that fee earners generally showed less tolerance towards cyber-security policies compared to support staff, as time spent on cyber security was not billable. While differences in cyber-security culture between departments are corroborated in relatable research (Albrechtsen & Hovden, 2009; Da Veiga, 2016; Da Veiga & Martins, 2017; Hofstede, 1998; Kolkowska, 2011; Muendo, 2014; Whelan, 2017), at time of writing, there has not been any specific cyber-security research looking at the differences between fee earning and business sides of organisations. Many sectors have organisations with these two business components beyond law firms, such as financial institutions and consultancies. Forstenlechner et al. (2009) found that the key narrative felt by support staff within a law firm was that “You are either a fee earner or a fee burner” and that this mentality often leads to reduced working morale in such staff. This demonstrates that although there has been no research directly related to cyber security, a perception of a split between staff resides in law firms. Therefore, the current findings add to this narrative by demonstrating a difference in cyber security between fee earners and support staff. This is important as it reflects how organisational structures can impact culture and that there is not just one uniform ‘cyber-security culture’ in an organisation. This is important for researchers and industry professionals developing cyber-security training, as training will also need to reflect these nuances and assist individuals in different ways.

The belief that law firms are different, namely better, in aspects of cyber-security culture was also a core belief among participants. Participants stated their reasons for this view were because the study of law, and the concepts within the study, were related to concepts of cyber security, such as data protection. However, not all employees within law firms studied law, though the participants might argue that everyone in law firms must comply with strict data regulation and legal privilege laws and so, in this way, are knowledgeable of the area. Heikkila (2009) argues that law firms store and maintain highly confidential data, such as attorney-client privileged information, financials, trade secrets, intellectual properties, and other sensitive information. There is, therefore, a codified ethical obligation to protect law firm client data from unauthorised access. It is therefore made known to employees, through cyber-security policies, that security breaches are known to jeopardise the reputation of the law firm and could have a substantial financial impact (Heikkila., 2009). The maintenance and storage of data in law firms may influence cyber-security awareness policy (Heikkila., 2009).
This suggests that law firms are, through policies, more aware of policy than other firms that do not have the same stringent requirements. However, as discussed in the literature review, awareness does not always lead to good behaviour or a strong security culture (Bada et al., 2019). Moreover, it is possible that holding the belief that your organisation is better than others is an example of an optimism bias. The findings of the optimism bias will be discussed in more detail in chapter 6.

There was a belief among employees that the cyber-security team should take the main responsibility for cyber security within the firm and that the team were in the background making the organisation secure. Moreover, the team was viewed as separate from the rest of the organisation in some ways. This aligns with the literature looking at the impact of perceptions of responsibility on compliance. The literature often argues that high levels of responsibility are a precursor to high levels of compliance (Filipczuk et al., 2019; Hadlington, 2018; Kim & Han, 2019). However, as the findings demonstrate and will continue to demonstrate as we move through the remaining findings chapters, there does not seem to be a report of a high level of compliance issues within the current organisation. On the other hand, when compliance issues were highlighted, these were generally spoken about in relation to certain areas of the organisation, such as fee earners. Participants argued that fee earners had a larger corporate responsibility to earn money and, therefore, should perhaps have less responsibility towards everyday cyber-security issues. Put together, the findings from previous research (Filipczuk et al., 2019; Hadlington, 2018; Kim & Han, 2019) and those from the theme in the current chapter might give insight into why compliance is lower among fee earners if they have a larger overriding responsibility to earn money for the firm.

Moreover, one of the elite interviewees mentioned wanting employees to take more responsibility. This discrepancy between the views of cyber-security professionals and non-cyber security employees is not new in the literature. Research has demonstrated that there are many points of divergence between the perspectives of ordinary organisational insiders and cyber-security professionals (Posey et al., 2014). For example, research demonstrates dissimilarities in views between the two groups on topics such as what increases employee’s self-efficacy, response efficacy and threat severity and what is considered an adaptive response (Posey et al., 2014; Posey et al., 2011), with employees often finding security topics
dull and confusing (Haney & Lutters, 2018). Moreover, much research concerning the behaviours and thoughts of employees, such as perceptions of responsibility, has often been accumulated from the opinions and experiences of cyber-security professionals (Haney & Lutters, 2018; Loch et al., 1992; Whitman, 2003). Hence, the current research corroborates these findings by demonstrating that ideas surrounding responsibility can differ between cyber-security staff and other employees within an organisation.

The degree to which employees should take responsibility for everyday cyber security within organisations is contentious. In the current findings, some employees did show a degree of responsibility, referenced by quotes stating that employees were responsible for taking precautions and being aware, but that there should be safeguards in place as well. This finding confirms previous studies that have demonstrated employees feel responsible for their organisations’ information resources by acting in a precautionary way (Posey et al., 2014). However, they also feel that all other protections possible should be in place and be the main protecting factor. A key takeaway from previous research then is to ensure that communication to employees includes the clear message that security is everybody’s job (Posey et al., 2014), at least to an extent. The current findings substantiate this notion by demonstrating that employees can feel a sense of responsibility without feeling the burden too much and whilst feeling as though they are made safe by the cyber-security team.

Participants in the current study also appreciated the ability to feedback to the cyber-security department and felt able to raise any issues or concerns. This would have seemingly added to a feeling of support in terms of cyber security. This fits in with research that recommends cyber-security professionals use tools that facilitate systematic feedback from users/employees (Reinfelder et al., 2019) in aid of including employees and the human factor in the cyber-security process (Acar et al., 2016; Green & Smith, 2016). The current research adds to this dialogue in the literature by demonstrating that employees find this to be a useful exercise that they appreciate. Moreover, in the current study, participants also expressed wanting more opportunities for feedback on specific policies. This fits into usable security research (Inglesant & Sasse, 2010; Kirlappos & Sasse, 2014) by demonstrating that employees feel it would be useful to give feedback on policies, which would seemingly improve their usability. Additionally, user experience research, a field of human-computer
interaction that attempts to understand how humans experience and interact with technology (Glanznig, 2012), is growing and has shown to be greatly useful. There is seemingly no reason why user experience research cannot be applied to, and improve, the cyber-security field.

4.8.2 Psychological Models

As predictors of behaviour, PMT (Prentice-Dunn & Rogers, 1986), EPPM (Witte, 1992) and TPB (Ajzen, 1985) models might offer ideas and deepen insights surrounding the idea of cyber-security culture within the current findings. While PMT offers explanations as to why people engage in unhealthy practices, such as those of a cyber-security nature, and offers suggestions for changing those behaviours (Prentice-Dunn & Rogers, 1986), it can also help us understand why participants within the current study broadly reference their security culture to be good, and whether this is beneficial. This application of PMT adds to previous research looking at the use of PMT to understand employees in cyber security, where the existence of PMT components has been found (Blythe et al., 2015; Herath & Rao, 2009; Williams et al., 2019a; Williams et al., 2019b). Employees in the current study expressed confidence that they were part of a good cyber-security culture. This belief might represent feelings of high self-efficacy and high response efficacy. In PMT, high efficacy levels increase the likelihood of individuals performing an adaptive behaviour (Prentice-Dunn & Rogers, 1986). Hence, the positive perceptions held by participants in the current study surrounding the organisation’s cyber-security culture may, in turn, improve cyber-security behaviours. Research demonstrates that increased detection efficacy with phishing emails increases scoping adaptiveness, increasing detection effort and accuracy (Wang, Li, & Rao, 2017).

Other pieces of research have also demonstrated that individuals who have confidence in their self-ability and security knowledge seem to be more competent in dealing with cyber threats (Albladi & Weir, 2020; Flores et al., 2015; Wright & Marett, 2010). Confidence is a concept related to and correlated with self-efficacy. In some cases, researchers may refer to self-efficacy as confidence in one’s own ability to execute protective behaviours (Van Der Roest et al., 2017). Hence, confidence in one’s abilities to protect oneself may increase the
detection of phishing emails and competency to deal with threats in some circumstances. This demonstrates that these individuals’ positive security beliefs may be beneficial somehow. One could also argue that the positive beliefs held by participants in the current study surrounding cyber-security culture could be a form of the optimism bias, especially given that participants did not give specific reasons to support this belief. The latter could lend evidence to the notion that the participants’ thoughts of a good culture were largely baseless. However, a false belief that one’s culture is good would not necessarily lead to unintentional negative consequences. As demonstrated in the previous paragraph, confidence can lead to competency rather than just skill and awareness (Albladi & Weir, 2020; Flores et al., 2015; Wang et al., 2017; Wright & Marett, 2010).

The EPPM (Witte, 1992), as a model largely based on PMT, offers similar insights to PMT in this instance. The EPPM also posits that high efficacy levels lead to an increased likelihood of behaving in adaptive ways towards threats (Witte, 1992) if the perceived threat level is not so high as to negate this. This may, in turn, improve cyber-security behaviours. However, the EPPM also theorises that for a person to feel motivated enough to begin weighing up the efficacy of the recommended response with the perceived strength and severity of the communicated threat, they must first additively appraise how severe the threat appears to be and their personal vulnerability to it. Only if perceptions of the threat severity and vulnerability reach a particularly increased level, will individuals begin to weigh up efficacy (Witte, 1992). This supports previous experiments and surveys demonstrating the use of the EPPM model in understanding the influence of threat and efficacy on cyber-security behaviour (Chen et al., 2021; Masuch et al., 2021; Zhang & Borden, 2020). Unlike such experimental studies, in the current findings, it would be hard to make a definitive judgment about whether participants were actively going through the different appraisal processes in this model. Nevertheless, we can see how increased efficacy, represented by participants’ positive views of the organisation’s cyber-security culture, could benefit employees and the wider firm (Albladi & Weir, 2020; Flores et al., 2015; Wright & Marett, 2010). Hence, the current research validates previous experimental work by showing possible manifestations of the model in a real-life context. Moreover, this data in the current findings do not lend additional support to PMT or the EPPM but demonstrates possible attributes of the model reflected in cyber-security perceptions and behaviour within the organisation.
The TPB (Ajzen, 1985) model may also deepen insights surrounding the idea of cyber-security culture within the current findings. As discussed in the literature review, TPB proposes that the intention to perform a specific behaviour can be predicted accurately by three considerations (Ajzen, 1985): behavioural beliefs, normative beliefs and control beliefs. In this way, such beliefs are related to cyber-security culture, as cyber-security culture represents a set of beliefs, behaviours, norms, and values developed and shared by colleagues towards cyber security (D'Arcy & Greene, 2014; Ertan et al., 2020). Normative beliefs refer to perceptions about the possible expectations of other individuals and one’s motivation to fulfil these expectations (Ajzen, 1985). Therefore, in the current findings, the idea that security culture was collectively good could lead to the normative belief that ‘good’ behaviour is what is expected within the organisation, which would help explain the idea of a ‘good’ culture, as the ‘norm’ would be to comply with cyber-security policy. Moreover, a ‘good’ cyber-security culture may also include ideas surrounding behaviour and control (Ajzen, 1985) by producing positive personal attitudes towards cyber-security behaviour and high behavioural control through ability. The positive attitudes again might be represented in the findings by ideas that the culture is good and that most people were well behaved. The theory posits that the more favourable the attitude and subjective norm, and the better the perceived behavioural control, the greater the person’s intention to perform a behaviour. Hence, the belief that cyber-security culture is good, in the eyes of TPB, leads to good cyber-security behaviour (Ajzen, 1985). Similar to other theories, this interpretation suggests that positive beliefs of one’s own culture may be advantageous for the organisation and its employees. These findings demonstrate how TPB may be used to interpret employee behaviour and perceptions in this research.

Psychological theories may also offer insight into concepts relating to cyber-security responsibility. Through the lens of PMT (Prentice-Dunn & Rogers, 1986) and the EPPM (Witte, 1996), reduced responsibility could be a maladaptive thinking or defence strategy, whereby participants have a diminished sense of cyber-security responsibility owing to low levels of efficacy. This would mean that participants would be using, actively or not (Prentice-Dunn & Rogers, 1986), the idea of low responsibility to not take action to reduce threats. Therefore, individuals might defer cyber security action to those they believe in to have
greater responsibility for, and response efficacy over, the risk presented to them. For example, the cyber-security team. Researchers have previously asserted the belief that the responsibility of cyber security is the cyber-security team’s is a maladaptive perception that encourages individuals to engage in non-protective responses (Posey et al., 2014). It should be reiterated that, as the findings demonstrate, there does not seem to be a high report of non-compliance issues within the current organisation or a significant lack of motivation to behave securely. Moreover, as we will see in Chapter 7, it is also possible that compliance issues may stem from usability issues relating to policies. The lack of high non-compliance rates suggests, through the lens of PMT or the EPPM, that it is possible that employees within the current study had healthy attitudes towards responsibility, as the attitudes have not seemingly led to non-protective behaviours. Apart from in a few mentioned cases of fee earners, where reduced responsibility is seemingly accepted due to the nature of work. However, the current research did not have access to data on ‘actual’ behaviours, so it is also possible that the participants were not aware of other employees circumventing policy or did not want to admit to 'bad' behaviour themselves.

4.8.3 Conclusions and Contributions

The previous section highlights where and how the current chapter’s findings have supported, contributed to, and conflicted with previous empirical and theoretical work. The discussion of these findings first highlighted how the ‘good’ perceptions of security culture are perhaps related to findings within previous literature which have looked at what might encourage such a culture, and how top management support in the organisation is linked to this finding and supports findings within the literature (Ashenden & Sasse, 2013; Hu et al., 2012; Uchendu et al., 2021). Moreover, the current findings add to previous findings by demonstrating behavioural splits between groups within the organisation (Albrechtsen & Hovden, 2009; Da Veiga, 2016; Hofstede, 1998; Kolkowska, 2011; Muendo, 2014; Whelan, 2017), namely between fee earners and support staff. This split in cyber security between these types of staff, to our knowledge, is a new contribution and adds to Forstenlechner et al.’s (2009) findings regarding the divide in law firms between fee earners and support staff. The findings surrounding this split were also discussed in reference to research on
responsibility, suggesting that reduced cyber-security responsibility among fee earners could be why they are seen to behave less securely. Cyber-security responsibility was also discussed in reference to the PMT model and the degree to which employees should take responsibility. Research that recommends systematic feedback from users/employees was considered along with the present findings that employees want opportunities to give feedback (Reinfelder et al., 2019). Finally, the findings were discussed in terms of their relevance to PMT, EPPM and TPB. As described by PMT and EPPM, concepts of efficacy could be seen in the current findings, and the models’ implications of this were discussed. The TPB was discussed in terms of how behavioural beliefs, normative beliefs and control beliefs might be relevant to views of security culture. The discussion of the models demonstrates how the previous survey-based and experimental work might be furthered by the findings of the concepts in qualitative context-driven research, another contribution of the current research.
Chapter 5. The Individual Human Element

5.1 Introduction

This chapter examines the theme of the individual human element. The individual human element refers to cognitive thinking patterns and personal views of different aspects of cyber security. This theme encompasses subthemes that emerged from the data as internal perceptions and biases and how employees are viewed in terms of the problemisation of cyber security, i.e., how the human element is viewed as a challenge for cyber security. Researchers have used this ‘problemisation’ approach in recent years to understand current conceptualisations in government and industry of cyber-security threats (Zimmermann & Renaud, 2019). As discussed in the literature review, previous research has demonstrated that the human is often viewed as a problem in cyber security (Goo et al., 2014; Hughes-Lartey et al., 2021; Lowry & Moody, 2015; Sabillon, 2022). This perceived ‘problem’ is then often dealt with by applying new security layers, training and policies that attempt to control humans and constrain their ‘problematic’ perceptions and behaviours (Sasse & Rashid, 2021; Zimmermann & Renaud, 2019). This then creates a narrative whereby all humans in a security system are treated at worst as malicious actors and, at best, ill-informed individuals, both of which can be counterproductive to security. Research similarly often points to ‘faulty’ or ‘unhelpful’ thinking processes in humans, which instead of accepting that humans often have innate or learnt biases towards perceptions of risks, set up security layers against them or try to change the behavioural outcomes (Hilbert, 2012; Vogt, 2019).

However, researchers have challenged this discourse by arguing that treating the human as a problem does not work, given that research has demonstrated that constraining and controlling individuals cause further cyber-security issues. Therefore, it is suggested that those in the cyber-security industry need to understand cyber security as a highly complex socio-technical issue where human mistakes co-emerge with technology (Vogt, 2019; Zimmermann & Renaud, 2019). This mindset acknowledges humans as well-intentioned individuals, capable of being part of the solution to cyber security in order to enhance positive human-based knowledge that might assist cyber security outcomes and advances in
the field (Corradini, 2020; Morgan et al., 2020; Parkin et al., 2010; Reinfelder et al., 2019; Sasse et al., 2001; Zimmermann & Renaud, 2019). This theme encompasses expressed views of how the human element is perceived within the organisation, as well as the possible perceptions and biases of employees and the perceived psychological and behavioural impact of the organisation’s cyber-security attack in 2017. The subthemes look at the optimism bias, pessimistic beliefs, perceptual impacts of the 2017 cyber-attack and the perception of human factor verses other threats. This chapter will then end with a discussion section, where findings will be synthesised and grounded within the research and theory from the literature review section, such as PMT and research on the consequences of blaming the user.

5.2 The Optimism Bias

As discussed in the literature review, the optimism bias refers to the belief that an outcome will be more favourable than the reality of this outcome (Sharot, 2011). There are different types and definitions of the optimism bias. Unrealistic comparative optimism can be confirmed if a person believes their own risk to be lower than their peers. However, people can also be considered to be unrealistically optimistic if they predict that a future outcome for themselves will be more positive than that pointed to by an objective standard. This is what is known as unrealistic absolute optimism. However, cyber security, and the perceived knowledge people possess, the likelihood of falling victim to an attack, or the likelihood of companies falling victim to attacks, is highly subjective. These specific concepts are usually measured quantitatively in order to see differences between predicted and actual outcomes.

In this qualitative study, we saw the optimism bias emerge in the data as overly positive ‘it would not happen to me’ ideas, hence defining this theme as variations of the optimism bias and other self-serving biases. These perceptions were presented by a large majority of participants. These ideas are generally based on little presented evidence. For example, participants did not mention they were better trained than the average person or possessed greater skills. It should be noted that as this research is purely qualitative and interpretive, we cannot measure the perceived risk participants have against ‘actual’ risk, as this was not
in the scope of the project and nor is there a standardised way of doing so. Positive ideas about the likelihood of falling victim to or being involved in a cyber-attack were visible in the data. Participants generally expressed these views in terms of personal risk or risk in terms of organisational risk. We will look at each individually.

Firstly, and perhaps most pertinent for this case study, the data demonstrated that many participants expressed various ideations of the organisation being less at risk or less likely to fall victim to an attack, either generally or compared to other organisations or law firms. A few participants argued that this was because this organisation specifically emphasised the importance of cyber security, something they saw other organisations as not doing.

G1P7: ‘I think you’re always going to have some non-compliance, but I think overall as a firm we’re probably on the better side of some of the behaviours than some of the other firms I’ve worked for, we’re definitely better.’

Similarly, a few participants expressed the view that they themselves were not the primary targets within the firm. For example, one participant backed up this way of thinking by saying they found it easy to spot the phishing tests that the organisation sent around and that this demonstrated that they were more aware than others of such attack vectors and hence less likely to fall victim to such an attack. At the same time, another participant argued that their previous job had also focussed on the importance of being cyber secure in the workplace, and therefore this way of thinking was well ingrained in their mind.

G1P3: ‘I've seen the phishing emails that they've sent around and I find them easy to spot other people may not do...’

Some participants also suggested that they were not high-profile enough to warrant being a target, and therefore were less likely to be targeted and fall victim to an attack. A few participants compared themselves to others and stated that they were less likely than the average person or general population to be the victim of a cyber-attack. This was supported by suggestions that the general public did not have good IT infrastructure, such as VPNs set up.
Several other participants did not reference themselves as having optimistic beliefs but expressed ideas that other employees in the firm did have such attitudes, or that such beliefs were a general mindset within the firm. The ideas that participants had of other people’s mindsets usually centred around ideas of ‘it’ll never happen to me attitudes’ (FG7P15) or the idea that no one was out to hurt them.

G2P1: ‘there was a bit of mentality of we're all just lawyers everyone loves lawyers, why would anyone want to hurt us yeah’

Others thought, owing to the nature of a law firm, the organisation was perhaps more likely to be a target of cyber-security ‘attack’, usually referenced as a phishing attack, but still less likely to actually fall victim to an attack. Some participants also referenced specific security measures the firm had taken to protect them against cyber-security threats, expressing faith that these measures were enough to reduce the likeliness of being the victim of an attack.

FG1P4: ‘I think maybe more likely to be targeted and then less likely to click on stuff because A) we do have a bad experience of it but B) probably more messaging and communication regarding it than the majority of businesses.’

This also demonstrates positive thinking and trusting attitudes towards the business's messaging and communications. This quote also hints at the repercussions of the previous cyber-attack, which will be discussed as a standalone theme in the next section. Often, participants who did express ideas that the company was at risk from cyber-security threats, then went on to reason that this risk was actually reduced in their specific case because the cyber-security team was ‘more conscious than maybe some other teams’ (G1P8).

The second aspect of optimistic beliefs or biases that people had were related more to their lives away from work. On a personal level, some participants expressed the idea that they personally, at home or in their private lives, were not likely to be the victim of a cyber-attack or less likely than others to fall victim to a cyber-attack. One participant argued that this was ‘human nature to have this, not in my backyard thinking’ (FG1P1), whereas a few others
argued it was because they were highly aware of the risk themselves. Some participants argued that the ‘general public’ would be more vulnerable to cyber-security risks than they would themselves. For example, one participant stated that when they see people on the news who have been victims of cyber-attacks, they often wonder ‘why they divulged personal details’ (FG2P3), but stated that these people must be less aware and hence more vulnerable than themselves.

FG2P3: ‘I'm alive to the risk, it's not something I tend to worry about a great deal. I do have personal email accounts which is flooded with emails on a daily basis, most of which I just ignore or delete, there are a few I read from trusted sources, beyond that I don’t tend to use too many devices. I don’t use social media a lot, so I don’t feel that I'm particularly exposed.’

As partially demonstrated by the above quote, participants gave a number of reasons as to why they were unlikely to be victims of a cyber-attack personally. Some of these reasons centred around the idea that they were more knowledgeable than most on cyber-security risks. Other participants reasoned that they ignored most emails they received if they were not from trusted sources or did not use social media. Hence, they presumably believed they could not be targeted through those specific attack vectors.

However, there was also an opposing view that was visible in the data. This was the idea, put forward by a few of the participants, that although they were not likely to fall victim to an attack at work (even though the organisation might be a high target), they would be at a high risk of falling victim to an attack in their home lives. Participants gave various reasons for this; some argued that their cyber-security behaviours were worse at home. For example, they did not use strong passwords or did not have a secure VPN to connect to. In contrast, others stated that the firm had better security measures in place or were just generally less careful at home compared to work.

FG4P9: ‘I would say the same I feel like in my personal life I've been more susceptible to attacks like the fake emails or that stuff but work not generally’
FG6P14: ‘I think less likely to happen from your firms email than it would at home yeah, yeah.’

This then suggests that for some people, there was a split between how they viewed themselves in terms of their cyber security between the workplace and their home lives. In light of the mass move to work from home, participants also spoke about the impact of the pandemic on cyber security, demonstrating that this might have skewed the original perception of a difference between work and home, with there being a blurring between the two spaces. However, this will be discussed in more detail in a later findings chapter dedicated to the data that came out around the pandemic and working from home.

Overall, this subtheme demonstrated that many participants displayed optimistic thinking about the firm’s likelihood or their own likelihood of falling victim to a cyber-attack. This demonstrates how individual thinking can influence feelings towards cyber security. Participants often supported these beliefs with statements surrounding the high-security measures the firm had in place. Or that people thought it would never actually happen to them. Some participants expressed beliefs that they were more at risk in their personal lives, and this often contrasted to their perceived risk when they were at work. Furthermore, participants compared themselves and the firm to others and other organisations, generally with the viewpoint that they, or the wider firm, were ‘better’ in a cyber security sense.

5.3 The 2017 Cyber-Attack Increased Awareness and Reduced Risk

This subtheme was the biggest theme that came out from the data related to the cyber-attack experienced by the firm in 2017. As discussed in Chapter 3, the NotPetya ransomware attack infected hundreds of thousands of computers across the organisation’s platform, encrypted all affected files and requested a ransom in bitcoin to regain access or avoid threat of deletion (Financial Times, 2017). In the days following the attack, the organisation struggled to operate without systems like email, billing, payment and human resources. An example of how the attack impacted employees can be seen in the quote below.
FG3P7: ‘I remember the day it happened, and I was basically camped out in Leeds trying to bring systems back for best part of two months, yeah. Bless my wife, she forgot I existed.’

However, as this subtheme indicates, many employees had an understanding that, in the long-term, the cyber-attack increased awareness and reduced risk.

Although specific to the cyber-attack experienced by the firm, this subtheme fits well with the previous subtheme of the optimism bias and self-serving biases. Perhaps, surprisingly, the 2017 cyber-attack seemed to be referenced as a reason to why the firm was at a reduced risk of a cyber-attack. This is because the 2017 cyber-attack was also used as an additional reason why participants believed the firm to be less likely to fall victim to another cyber-attack in comparison to other organisations. Less likely was sometimes used without a reference to other organisations. Other participants did compare the firm to other law firms or organisations in general.

The cyber-attack was referenced often by participants. Broadly, the cyber-attack was referenced as having a ‘massive impact’ on the firm. Generally, this impact was viewed as being lasting and positive for the firm in many ways. Participants argued that, because of the firm’s cyber-security attack in 2017, they were now more secure as a firm and less likely to be the victim of another attack. Participants gave different reasons for this belief. Many participants argued that this was because the firm was now at the forefront of security, that their security team had put many layers of security in place since the attack, or that the wider firm became acutely knowledgeable of the threats from that point on. For example, one participant mentioned there had been changes to the way their servers and back-ups operate, and another mentioned they were more conscious of the risks and ahead of the game.

G2P2: ‘I think the firm as a result of that attack is probably a lot more secure. And just in terms of how we bring in new technologies I know for sure like I work in the service delivery team where we’re always constantly working on new technology and everyone is a lot more risk adverse’
FG5P10: ‘because they've you know been they've been you know attacked in the past and I think their kind of ahead of the game and here's our old saying once bitten, twice shy, so and I like to think that they’re, you know, more conscious of what of what can happen’

This again hints at an element of trust in the cyber-security teams and the security of the systems that the firm has in place. Participants, as evidenced by these quotes, saw the firm to be ‘ahead of the game’ in terms of security and were positive about the new policies in place. One participant stated that post the attack the cyber-security team had a ‘presence now and it is built in the in the behaviours of the teams and the fee earners’ (G2P2).

EI1 also mentioned that a cyber-security awareness campaign was built off the back of the attack.

EI1: ‘But what I can say is on the back of that [2017 cyber-attack] there was a huge information security program built on that... kind of reviewing everything that happened then.’

Some participants simply stated that another similar event was unlikely to happen again and that the event was a once in a lifetime occurrence. This type of thinking seemed to be to do with the likelihood of an event occurring twice and was generally not supported by other reasonings. However, a few participants referenced the firm’s robust response as a reason it would not happen again.

G1P9: ‘Obviously even though we did have the attack and that was really bad, that is like, a once in a lifetime thing that happens to a company.’

Furthermore, the data showed that the shared experience of this cyber-attack often left employees feeling as though it had positively impacted employees’ cyber-security awareness within the firm. Some participants stated the cyber-attack had increased the firm’s and its employee’s cyber-security awareness. A few participants argued that this was because
individuals had seen what happened last time and were now more conscious and proactive in terms of security.

FG1P1: ‘in terms of personal awareness and how that affects you, as an employee but also company and, and everything, I think because we all had this experience, to kind of have the community thinking on the same attack, so it’s not a hypothetical scenario, this is quite real.’

In addition to the perceived increase in cyber-security awareness, some participants also discussed behavioural changes ‘in the way people are going about their day-to-day jobs’ (G2P1), that they saw take place after the attack. For example, one participant, who worked for the cyber-security team, said they had seen an increase in the number of people who would check with them that a project was secure before going ahead with it, and another mentioned that they got more reports of phishing and scam emails from employees than before the attack.

Some participants mentioned that the attack had initially increased individuals’ awareness of cyber security within the firm, but that because it happened a few years ago, this initial shock factor was beginning to lessen, and people were beginning to forget. A few participants mentioned that for some the attack was still in their minds but that others ‘potentially have not kept that in mind and are probably at risk falling into the same habits potentially’ (G2P4). It was argued that individuals were on high alert immediately after the attack, but over time this alert mode reduced.

It should also be noted that the impact was not viewed as only affecting those employees present or working at the firm at the time of the attack. New joiners or those that had joined since seemed to also be knowledgeable of the attack and the perceived impact it had on the firm.

FG6P12: ‘I wasn’t here before the cyber-attack so I don’t know the difference between what yeah protocols were before and after but I know that he’s definitely fundamental parts working at the firm yeah and I still heard about the attack.’
FG5P10: ‘Yeah... I worked for the company 10 years ago and then left but I recently came back kind of about back about 17 months ago now. I did hear about it because I was still keeping you know in this or like the latest or like loop.’

However, a few participants thought that maybe those who were not employed at the firm at the time would not ‘understand quite as much’ (FG3P6) or that it would be ‘a little bit more past history’ (G1P1). Meaning that those who had not experienced the attack first hand might be less aware of the impact of a cyber-attack. However, participants mentioned that these people were still made aware of the events occurrence, and that the attack was still spoken about. However, it was mentioned in the elite interviews that the cyber-attack was not used as a case study in cyber-security training or awareness materials.

Although the vast majority of participants saw the cyber-attack as having a lasting and positive impact on the firm, either because it reduced risk, created better security through policy changes and security measures, or increased the firm’s awareness, a few participants stated that the attack did not have a lasting impact on employees in general as the repercussions of the attack had been dealt with in the background and employees did not have to think about this. Other participants argued that the attack had been forgotten about, and people were moving back to their old behaviours and habits that were perhaps less secure.

G2P4: ‘But there are a number of individuals who study the idea [cyber security] within IT that seem to have completely forgotten how that all went down. So, the reintroduction of crappy software on the network, for example is you know, essentially restarting that cycle again, what could be the next cyber-attack.’

A few participants stated that employees were able to just carry on as normal, as everything after the attack was just fixed in the background. For example, one participant stated that ‘there might be systems not be working very different ways behind the scenes, but it’s not something that we are sort of aware of’ (G2P8), which puts forward the view that systems
and security might have been changing, but this is not something the general employee was attuned to.

Overall, this subtheme demonstrates that the majority of participants understood the cyber attack at the firm to have had a significant impact on the organisation. This impact was generally viewed to be positive, leading to an increase in awareness and more secure systems. Participants also displayed ‘it couldn’t happen again’ type of thinking. A few participants expressed the view that the effects were not perhaps as lasting as others thought and that although the systems might be being made more secure, the typical employee was not aware of this and did not have to behave differently.

5.4 Pessimistic Beliefs

Although optimistic beliefs were dominant in the findings, a smaller number of participants expressed more negative beliefs regarding the likelihood of being a victim of a cyber-attack, and more broadly related to the firm and their cyber security position. This data had fewer references than the data surrounding more optimistic beliefs. However, this still came out as a small theme in the data and demonstrates individual differences between employees at the firm. Ideas related to the firm’s likelihood to fall victim to a cyber-attack were often due to the general nature of cyber-attacks and how prolific they were or because of law firms having access to sensitive information. A few participants mentioned that cyber-attacks were common, which increased the risk to the firm.

FG1P1: ‘Well, I think cyber-attacks are still on the top 10, you know risks, probably worldwide, so you know and yeah, we’re still very likely to be a victims.’

Whereas other participants referenced how they were frightened of specific scams that aimed to take money from the victims. One participant argued that cyber criminals might have a specific vendetta ‘to probably try and you know get into you know, the business to do, you know serious harm’ (FG5P10).
FG5P11: ‘I think of people trying to destroy the business and the kind of political situation and people trying to scam money from you saying ‘click on this link because we’ve lost your details’ or something like that. So yeah, those are the kinds of things from I’m particularly frightened of.’

This can be seen as a contrast to the subtheme on the optimism bias and other positive self-serving biases, as here it was clear participants believed their firm specifically was at a lower risk, owing to a number of reasons, such as good security measures and good security awareness, often in comparison to other organisations. This view is evidence of individual differences between employees who have almost directly contrasting views.

However, it should also be pointed out that some participants expressed both beliefs. As evidenced above, FG1P1 expressed that they were likely to be a victim because cyber-attacks were considered a high risk both at the firm and personally. However, as evidenced below, they also stated that the firm would be less likely than others to fall victim to a cyber-attack because of reasons such as the previous cyber-attack and being well prepared. Hence, adding a positive spin to the perceived risk was the prevailing attitude. The quote below is from the same participant (FG1P1) who above stated that the possibility of a cyber-attack is a very high risk for organisations globally.

FG1P1: ‘I suppose likely, it’s very likely because we already lived through one cyber-attack, and because of the global reach, you know, some offices are in countries that are better at cyber attacking than others but because we’ve been through exercises, I think our vulnerability is quite low because we learnt a lesson quite severely’

Other participants suggested that certain colleagues were more likely to fall victim to a cyber-attack or phishing scam or put the organisation at risk because of certain behaviours they displayed. For example, one participant mentioned that they previously worked somewhere where people kept passwords written down on their desks and stated they believed this type of behaviour to happen everywhere. Such participants would also display positive attitudes towards the organisation’s overall risk. Again, this suggests that sometimes when participants thought negatively about cyber-security behaviour within the organisation, they would argue
that this also happened in other organisations or try and put a positive spin after stating something negative. This could suggest that employees were displaying optimistic views while ignoring conflicting evidence. This could also suggest that participants were unwilling to be wholly negative about their organisation due to a social desirability bias.

FG5P11: ‘I think I have heard of people and sending messages from other people’s PCs where they’ve left it on so it’s just been in a jokey kind of way, but I think it does provide security risks yeah’

This discrepancy suggests that even when participants pose negative views or mention non-compliant behaviours, they add a positive view of the risk as a whole. Furthermore, optimistic and pessimistic beliefs can be seen as ways for participants to understand risk simply and are both biases that might happen in response to potential risk.

Overall, this smaller subtheme demonstrates that some of the participants put forward slightly more negative views relating to the general cyber-security risk of the organisation. However, as demonstrated above, these participants would often go on to then add a positive spin to this or give evidence as to why this might not be the case for their specific firm. This could suggest that although participants might have negative views, they were unwilling to be wholly negative about their organisation.

5.5 Perceived Threats: Human Factors Versus Others

This theme looks at the most common cyber-security threats perceived and mentioned by participants within the organisation. Therefore, this data assists an understanding of what participants viewed to be the threat landscape within the context of their organisation. This subtheme also sets the scene for later subthemes in this chapter, such as the view of the human as a hinderance to cyber security. As mentioned in the literature review, previous research on perceived threats to employees has often amalgamated employees from many different organisations. Thus taking away the meaningfulness of how context might influence
threat experience. For example, survey and questionnaire answers might be ‘averaged’ in order to gain general trends.

One of the biggest concerns in the data for the participants was the cyber-security risks involved when working with clients. Clients pay for the service they receive from law firms, and they expect information and data handling to be secure (Duc-Bragues, 2015). Working with clients also involves large amounts of data to be handled correctly and constantly being passed between two or more parties, as well as money handling. This is not something specific to the law sector, as many industries handle client data. However, law firms may be privy to extra sensitive data, especially as the current organisation is one of the world’s leading business law firms (Lorsch & Chernak, 2006).

G2P1: ‘This is the way that business models work unfortunately, this is a law firm our business model is we take our clients data and then quite often email it to someone else. If we are doing a contract negotiation, we will take a lot of information from the client’.

Participants described many examples within data handling and client processes. One participant described a situation they had been through where they got an email from what appeared to be their current client ‘a link for documents to be opened and it was posing as a new instruction from the client’ (FG1P2) but was in fact not their client. However, they were able to contact the client to check before opening the link and documents and before complying with the new set of instructions.

G2P7: ‘we’ve seen WannaCry style ransomware infect client systems and payment being demanded.’

Additionally, and still relevant to clients, participants mentioned that threat actors had contacted their clients before pretending to be from someone inside their firm.

G2P6: ‘so where people contact us pretending to be someone else or they’ve contacted our clients pretending to be us at the firm.’
Another commonly mentioned threat was the broader threat of phishing, whereby outside actors attempt to phish employees within the firm. For example, cyber criminals may try to get employees to click on a link or send them money by masquerading as a trusted identity, such as another employee within the firm or a client. Participants gave examples of when phishing attacks had been attempted within the firm and in their personal lives. These were often very detailed, and the quotes below represent snippets of these examples.

G1P1: ‘there was the cliché Nigerian Prince that came through trying to ask us for kind of information, but at the same time there were other people who sent very odd strange things’

G2P6: ‘There was another one where the fraudsters had pretended to be from... well they'd actually use the real the identity of a real person in our firms credit control team.’

Participants also mentioned employee behaviours as potential threats. Some participants mentioned that employees would occasionally deliberately circumvent policies. For example, one participant argued that if lawyers need something done, they try to find ‘ways around security’ (G1P3) procedures in order to speed up the process. Others mentioned that convenience played a factor in not complying with certain security policies.

G2P5: ‘I think it’s convenience in the sense that if the laptop isn’t working properly, if it’s more convenient to use your own laptop, if you can get the job done quicker.’

G2P4: ‘Like any organisation we face individual circumvention of controls because they [employees] don’t know any better. Or they think that they have the authority to do that. I think the circumventing controls is a good one [example] because people don’t always appreciate the risks that comes along...’

However, other participants argued that employee-related risks were usually mistakes rather than deliberate actions. Participants mentioned that stress or a lack of attention could lead to
accidental mistakes that could cause potential harm. Moreover, by not fully applying their minds to tasks, they could fall victim to an attack that way.

FG2P3: ‘I think it’s if you’re multitasking and if you’re particularly busy or stressed or whatever it is possible I think to click on something before you realise what exactly it is you’re doing and then it’s too late, so that that’s almost my worry.’

Participants also referenced physical security risks, such as people writing down passwords because they could not remember them and having their computer with them to work when travelling, for example, on trains.

Participants also spoke about personal threats that they had experienced or heard of in their personal lives. This was often spoken about in relation to social media or issues with finance and bank-related security. These were also human factor related and referred to individuals falling victim to scams or personal information being read on social media.

FG6P12: ‘I think of speaking of PayPal. I think on like text as well. Yeah, there are new scams coming out where they disguise their name without even sending a number...’

FG3P7: ‘I don’t do social media websites, so I don’t do Facebook, or anything like that, which is a lot of time is it is open to attack and you’ve got lots of personal information on there...’

Overall, this subtheme brings together data where participants spoke about threats to employees, the firm, and their personal lives, most of which were human factor related. It highlights that when considering possible threats, participants primarily spoke about client-related risks, phishing and human behaviours as their top concerns and did not highlight any technological factors. Client related risks were a large concern, as this also related heavily to data handling and the firm’s reputation.
5.6 The Human as a Hinderance to Cyber Security

This theme brings together data of employee characterisations as to whether the human element is considered to be the underlying problem in cyber security. Cyber-security systems within organisations are made up of many interconnected components. However, generally within the data, cyber systems were seen by participants to be split between the technological and the human side. Broadly, it was clear from the data that most participants saw the human element to be the firm’s main cyber-security problem. As both junior employees and those in more managerial senior positions were interviewed, this subtheme will first establish how lower-level employees believed they were viewed by management. Secondly, the subtheme will look at how senior employees viewed those they manage.

It was clear that the more non-managerial set of employees believed that humans were viewed as the main limitation to an organisation’s cyber security.

G1P3: ‘I would think that humans are still pretty much the vulnerability when it comes to information security’

G1P1: ‘I just think they [managers and the information security team] will look at I guess us as the weak link. We are the unknown.’

Participants here generally referred to others, rather than directly referring to themselves as the vulnerability. Participants also cited possible behaviours or attitudes they saw in employees in the firm that they believed might heighten the firm’s vulnerability. For example, one participant argued that, when it comes to cyber security instances, it is ‘generally it’s someone clicking on a link or opening an email’ (G1P7).

G1P3: ‘I mean, I would think that humans are still pretty much the vulnerability when it comes to information security. Yeah. In my department I don’t think I get much social engineering or anything like that but more carelessness and not necessarily ignorance, but just being unaware of what best practice is or what they should be doing or the implications of not following practice.’
Not only do these quotes demonstrate that the participants believe they were viewed as a vulnerability, but participants also believed this to be true themselves. This is evidenced by participants arguing that ‘they view us’ as the problem and ‘we are the unknown’. Participants in this way seemed to accept that they were part of this unknown element of cyber security, rather than it being something they apply to others within the firm and not themselves.

This view of the human factor was often in contrast to views of technology or systems in place to protect against cyber-security issues.

G1P7: ‘Generally it’s a people failure rather than a system failure, that you know, that could cause I don’t know a virus or impersonation or I don’t know hacking of emails. I mean, I don’t know the terminology very well, but I do think often it’s you know, an error from an individual that can cause that rather than the systems we have in place.’

Technology, or ‘systems’ in this case, was viewed to be the more stable, more reliable entity, where it was less likely for cyber-security issues to occur. Another participant also argued that cyber-security incidents were often caused by ‘leaving laptops on trains or losing mobile phone etc.’ (G1P9). A few participants noted that they did not think such behaviours had malicious intent but were simply human mistakes.

Similarly, the majority of more senior participants interviewed also believed the human factor to be the main prolific vulnerability in cyber security.

G2P1: ‘...at the end of the day security is a human problem, security is a people problem fundamentally, human nature kicks in, and people will try to, if you put controls in place, people will try to bypass them not because of malicious intent just because human nature kicks in...’

As evidenced by the above quote, some employees did not believe the human factor problem to be of a malicious nature but had formed an understanding that it was habitual for
humans to make errors or that it was human nature to try and circumvent policies. Other participants stated that employees might break policy protocol in order for them to do their jobs more efficiently and, in this way, presented a semi-understanding view of why humans might be a vulnerability.

G2P10: ‘you can put all the technology in place but if it’s not straightforward for people to do their jobs, they’re gonna try and circumvent it or find ways around it…’

G2P4: ‘computers don’t do bad things people do bad things’

This quote further demonstrates the perceived split between technology and the human element. Participants argued that they would be more concerned about ‘a member of staff performing some sort of security breach than of a technological you know, an outsider the managing to break into our systems’ (G2P3), demonstrating that the main worry was with employees inside the firm, rather than someone breaking through their technological safeguards from the outside.

FG5P10: ‘Yes, the policies are pretty and utterly watertight, so I’m if I’m honest... I think it’s down to individuals like following them.’

This is also supported by the idea that, when talking about cyber-security risks more generally and indirectly, participants referenced human behaviours as something that increased risk and the technological security layers as something that reduced risk, even if they were not directly compared. For example, some participants stated that employee vulnerability to phishing emails was a big risk for the firm. Other participants mentioned password behaviours and employees circumventing policies as actions that might increase the firm’s cyber-security risk.

FG1P4: ‘yeah it would be it would be lack of attention it would be lack of due care and attention I think would be the biggest risk for me would be.’
FG4P9: ‘I feel like doing stuff like connecting like to the VPN is like one way that like I keep like information secure.’

This contrast is demonstrated above, where one participant talks about ‘not paying attention’ being the biggest risk for them, in contrast to another employee referencing the VPN as a way in which they are able to keep information secure.

Lastly, within this narrative, it was also clear from the data that many participants blamed the cyber-attack on human error within the firm, even though the firm was hit via a supplier. This again suggests a narrative where employees are willing to blame the human element, in this case, employees within the firm, rather than the actual chain of events. However, it is possible that they do not have knowledge of the chain of events and that the narrative stated is the narrative told to them by other employees within the firm.

However, there were a few junior employees (2 participants) and managers (4 participants) that did express some view that humans were an important asset to cyber security or expressed the view that seeing the human as the prevailing vulnerability in cyber security is more a thing of the past.

G2P10: ‘I actually kind of flipped that phrase on its head now and where, yes people used to be seen as the weakest link, we now see it as people can be, talk about the human firewall, and say that people can actually be our strongest asset.’

In the quotes above, the term ‘weakest link’ was likely used by the participant because they were asked whether they believe the human to be an asset or a weak link to cyber security. However, in a few other interviews, the terms ‘weak link’ or ‘weakest link’ were used unprompted by the researcher. Given the specificity of this phrase, this might suggest that these participants have seen or heard use of the term ‘weak link’ in reference to the human in cyber security, which could further contribute and add to this viewpoint. Other participants used terms such as ‘the issue’ or ‘vulnerability’ when asked directly how they themselves and the human was viewed.
A few participants also mentioned that it is important to educate and train employees for them to be part of the solution, for example, saying they could be security champions for the organisation. Another participant also mentioned that new employees joining the organisation are ‘so tech savvy’ (G2P1), and in this way saw them as important in the development of security in terms of technology. This suggests that some participants did see the benefit of the human factor.

EI1 and EI2 stated that the organisation wanted to be more ‘human-factor focussed’. The view of employees as a solution to cyber security rather than a hindrance to cyber security was put forward by EI1 in the original conversations that took place when arranging the logistics of the case-study research project with the organisation. In both elite interviews, the participants described how they wanted to inspire employees in the organisation to take responsibility for their own actions and make a positive impact on cyber security.

EI1: ‘…I really do want to empower people to take responsibility for their actions and of make them heroes for the business, if they spot an attack and let us know before anyone’s clicked it, that’s really, really crucial’

EI2: ‘we’ve created a human element, I don’t think that’s the right word… but we have created you know, an approachable element over the last 18 months’

One of the elite interview participants mentioned that this aim to be more human-centric and human factor positive, although largely led by their team, also resonated with higher management.

EI1: ‘So I think my bosses, the CISO and my direct line manager we’re hearing a lot more about human so they both come from technical backgrounds, very technical backgrounds, but they were hearing more and more in the industry about the human factor yeah and how it shouldn’t be the kind of weakest link and so that’s why they hired me.’
This suggests that even the more technical roles within the cyber-security department were interested in the human side.

In summary, this subtheme ‘the human as a hinderance to cyber security’ demonstrates that junior employee participants and participants with a managerial role view the human as the ‘problem’ in cyber security. This is seen in contrast to the technological and systems side of cyber security, which is seen to be stronger and more reliable. However, a few participants in the firm did put forward ideas surrounding the employee as an asset to cyber security and suggested that the human as the weak link was a view of the past.

5.7 Summary

This findings chapter encompassed subthemes surrounding the umbrella theme of the individual human element. These subthemes demonstrated that many participants expressed optimistic and self-serving views of cyber-security risk, especially related to the organisation. A few participants communicated their understanding of a dichotomy between their personal lives and their role within the firm. However, some individuals did additionally display some more pessimistic ways of thinking. The optimistic views were also related to participants’ understanding of the firm’s cyber-attack in 2017. Participants argued that the attack had a wide impact on the firm, increasing awareness and perhaps ensuring that another similar event would not happen to the firm again. Finally, the data showed that most participants viewed themselves and other employees (what we refer to as the human element) as the main ‘problem’ in cyber security and believed others viewed them as such. This was due to referenced behaviours and comparisons to technology.

5.8 Discussion

This discussion section synthesises and grounds the findings from this chapter within the research and theory from the literature review. This chapter encompassed subthemes that emerged from the data as internal perceptions and biases and how employees viewed and
are viewed in the context of cyber security. The findings suggest how many participants offered views that were seemingly optimistic and how this related to views of a cyber-attack experienced by the firm in 2017. In this section, such findings will be related to previous studies of the optimism bias in the context of cyber security (Campbell et al., 2007; Chmielarz & Szumski, 2019; Cho et al., 2010; Haltinner et al., 2015; Kim et al., 2018), as well as how such thinking strategies are conceptualised by psychological behaviour change theories (Prentice-Dunn & Rogers, 1986; Witte, 1996). The discussion will further look at the concept of fatalism in contrast to optimism and how such cognitions fit within the wider literature and theory (Lawson et al., 2016; Penney, 2019; Xie et al., 2019). The repercussions of the 2017 cyber-attack, as perceived by the participants, will be compared to previous research looking at the impact of cyber-attacks (Bada & Nurse, 2019; Knight & Nurse, 2020; Stacey, Taylor, Olowosule & Spanaki, 2021). Finally, this section will look at the participants’ negative views of the human factor in the context of the usable security and positive security dialogue and research (Parkin et al., 2010; Reinfelder et al., 2019; Sasse et al., 2001; Zimmermann & Renaud, 2019) as well as how such views could influence participants’ self-efficacy or control beliefs in the context of PMT (Prentice-Dunn & Rogers, 1986), the EPPM (Witte, 1996) and TPB (Ajzen, 1985).

5.8.1 Biases

The optimism bias or unrealistic optimism refers to a perception of one’s personal vulnerability; a tendency of individuals to generally believe that adverse events are more likely to happen to others than to themselves or to overestimate the likelihood of experiencing positive events and underestimate the likelihood of experiencing negative ones (Weinstein, 1980). This optimism was a view consistently demonstrated by participants within the current study. This result is, therefore, comparable to other pieces of research that have demonstrated the presence of an optimistic bias in risk perceptions associated with cyber security (Campbell et al., 2007; Chmielarz & Szumski, 2019; Cho et al., 2010; Haltinner et al., 2015; Kim et al., 2018; Rhee et al., 2005; Rhee et al., 2012). The current findings add to the current literature on the optimism bias in cyber security in a number of ways. Firstly, the results demonstrate that participants believed their firm to be better than others in terms of
cyber security, which would mean negative events would be less likely to happen to them and the firm. This shows a collective form of optimism that extends to the whole organisation, which is an important finding as previously optimism bias research in cyber security has been relatively individual (Campbell et al., 2007; Chmielarz & Szumski, 2019; Cho et al., 2010; Haltinner et al., 2015; Kim et al., 2018; Rhee et al., 2005; Rhee et al., 2012). Therefore, the current research contributes to our understanding of cyber-security biases by both corroborating and extending previous research on the optimism bias in cyber security.

Secondly, most previous research has not been conducted within an organisational context outside of universities (Campbell et al., 2007; Chmielarz & Szumski, 2019; Cho et al., 2010; Haltinner et al., 2015; Kim et al., 2018; Rhee et al., 2005) or has looked only at information security experts (Rhee et al., 2012). Finally, most of this previous research has been survey or questionnaire-based (Campbell et al., 2007; Chmielarz & Szumski, 2019; Cho et al., 2010; Kim et al., 2018; Rhee et al., 2005; Rhee et al., 2012) with qualitative interview-based research only found in student populations (Haltinner et al., 2015). Therefore, the current research extends previous research on the optimism bias within cyber security by expanding findings to include the optimism bias in terms of a belief that one’s organisation is better than others. Moreover, the current findings demonstrate the bias within an organisational context and deepen previous examples of this finding by using a qualitative case study. This contributes to research by demonstrating the extent of the bias. This is important as biases impact cyber-security behaviour.

When thinking of cyber-security threats, participants in the current study generally referenced those pertaining to human factors. This fits in with previous research demonstrating that individuals often focus on human-related risks when they think of or rate cyber-security risks. For example, Van Schaik et al. (2017) found that participants in their study were most frequently worried about identity theft, which they believed to be owing to perceived personal consequences as well as press coverage, which may have increased the ease of availability of relevant examples. Previous research in cyber security has demonstrated that many factors influence peoples' risk perception of security threats and that individuals' risk perceptions of cyber-security threats often differ from actual risk (Nurse et al., 2011b). The focus on human factors as threats could be due to participants' personal experience or information they receive and the environment in which they receive this.
information. Firstly, we will look at their personal experience and how this may influence threat perceptions. As we have seen in the previous chapter, many participants believed the cyber-attack experienced by the firm was due to human risk, both internal and external to the firm. This may predispose individuals within the firm to believe the human risk to be the highest kind of risk, even if, as previously demonstrated, they do not believe the firm to be particularly at risk of falling victim to cyber-security threats. Previous research demonstrates that previous experience in and awareness of cyber-security threats increases the perceived threat (Nam, 2019). Therefore, the current research offers support for these findings.

Moreover, as demonstrated within the literature review and previous findings chapters, both industry, research, and popular news outlets have very much focussed on the human factor as the main risk to cyber security. Researchers have demonstrated this to be a possible harmful dialogue for people, owing to reduced efficacy (Beaument et al., 2008; D’Arcy et al., 2014; Inglesant & Sasse, 2010; Renaud, 2011). Within industry, this dialogue is likely also because most employees cannot do anything about certain technological risks, as this remains a function of the cyber-security team. Therefore, employees are encouraged to focus on risks and behaviours they can impact. Research demonstrates that risk perceptions play a fundamental role in models as predictors of precautionary behaviour (Haung et al., 2011).

The fact that the main risks highlighted by the participants were human factor related could therefore be an example of the availability heuristic. Tversky and Kahlenman (1974) identified three main types of heuristics that they believed individuals employ when making judgements under uncertainty, and that can give way to biases and errors in decisions. The availability heuristic is where people judge the likelihood of an event happening based on how easily they bring an example to mind (Harvey, 2007). For example, if one is thinking of flying and then suddenly remembers a few recent airline accidents, one might feel like air travel is too dangerous and decide to travel by car instead, even though car travel is statistically more dangerous (Van Middelkoop et al., 2003). Human factors in cyber-security feature prominently in industry publications, government-sponsored events and publications (Goo et al., 2014; Hughes-Lartey et al., 2021; Lowry & Moody, 2015; Sabillon, 2022).

Moreover, as discussed, the firm experienced a cyber-attack, believed by many to be human factors related. Therefore, the current research supports previous literature where the
availability heuristic in cyber security has been proposed and argued to impact perceptions (McAlaney & Benson, 2020; Tsouhou et al., 2015) and research (Ashenden, 2018) in this domain. At the time of writing, to the author's knowledge, the availability heuristic has not yet been empirically studied in relation to cyber security. Therefore, the finding is important, as it demonstrates another possibility of a perceptual bias with regard to cyber security, which may help future policymakers better understand the mindsets of individuals.

Participants in the current study also displayed pessimistic and fatalistic beliefs. Fatalism refers to an outlook where risks are controlled by external forces along with a view that the participants as individuals are powerless to change this, or where individuals passively deny personal control of a situation to an attitude of resignation in the face of events that are thought to be inevitable (Niederdeppe & Levy, 2007; Xie et al., 2019). Previous research related to cyber security has found evidence of fatalism in the context of privacy (Xie et al., 2019; Penney, 2019) and fear appeals (Lawson et al., 2016). The current research extends these findings by showing the presence of possible pessimistic beliefs within an organisation. Such findings are important as research into the effects of fatalistic beliefs on health behaviours illustrates that those who hold fatalistic beliefs are less likely to engage in preventative behaviours and measures (Jonnalagadda et al., 2012; Niederdeppe & Levy, 2007). Moreover, those who hold fatalistic beliefs about a particular health risk may be more likely to develop the said health risk because they are less likely to engage in prevention behaviours (Niederdeppe & Levy, 2007). However, as previously noted, these were not the prevailing views, and participants often displayed such beliefs in addition to optimistic beliefs. Moreover, participants in the study did not overtly display feelings of being powerless to change the situation, meaning that beliefs were perhaps more pessimistic than they were fatalistic. Additionally, although participants expressed beliefs that can be considered pessimistic, it could also be argued that such beliefs were realistic, given the real threat of cyber security risks to firms (National Cyber Security Centre, 2021).

More broadly, the findings of the optimism bias, and other perceptual biases, fit with the wider psychological literature on the ability, or lack thereof, of individuals to perceive threats ‘accurately’ (Lichtenstein et al., 1978). Risk itself is subjective, with many researchers referring to it as socially constructed and psychologically orientated, meaning that perceived
risk and actual risk can often be quite different (Slovic, 1987; Slovic et al., 1980). People’s understanding of cyber-security risks has been shown by research to mimic Slovic’s (1987) earlier work, demonstrating that many factors influence people’s risk perception of security threats and that people’s risk perceptions of cyber-security threats often differ from actual risk (Nurse et al., 2011b). Again, the current findings add to existing research on perceptions of risk within cyber security by demonstrating the presence of the optimism bias within an organisational context and deepening previous work with case-study based qualitative research.

Discussions of the cyber-attack experienced by the organisation in 2017 were also a large subtheme that emerged from the data, which further presented the possibility of biases. The cyber-attack was viewed to have a significant impact on the firm. Broadly speaking, this finding fits in with much previous scholarship looking at the impact of cyber-attacks, which has found cyber-attacks to significantly impact nation-states, governments, economies, people, organisations and their employees, and security infrastructure (Bada & Nurse, 2020; Czosseck et al., 2011; Genge et al., 2015; Gupta & Agarwal, 2017; Knight & Nurse, 2020; Stacey et al., 2021). Research has shown that cyber-attacks do not only impact policy and technology but may also have a psychological and social impact on people and societies who experience them (Bada & Nurse, 2020). Moreover, the specific cyber-attack experienced by the firm, NotPetya, was devastating for many organisations as businesses across industries were affected without having an opportunity for system recovery (Lika et al., 2018). Some have even argued that NotPetya was one of the most devastating cyber-attacks in history for organisations (Greenberg, 2018). However, the attack was generally framed in an optimistic light within the current organisation. Participants argued that the cyber-attack had a lasting positive for the firm in many ways. Participants displayed beliefs that the firm was now more secure, they were ahead of the game, the attack increased employee cyber-security awareness and that it was a one-time occurrence, and they were now less likely to be the victim of another attack. This, without further analysis, would extend previous research by demonstrating that people can often perceive positive outcomes from cyber-attacks, such as improved awareness, that they believe will help the firm in the future. Previously, research has primarily highlighted the negative impacts of a cyber-attack (Bada & Nurse, 2020; Czosseck et al., 2011; Genge et al., 2015; Gupta & Agarwal, 2017; Knight & Nurse, 2020). The
current research corroborates findings from Stacey et al. (2021), who found that post cyber-security attacks, participants understood the seriousness of such cyber-security policies and adhered to them better. Moreover, the current research provides evidence of impact on a more longitudinal basis. It should be noted that the current research took place three years after the cyber-security attack. Therefore, it is possible that negative experiences and examples of impact may have been more prominent closer to the event.

However, despite the corroborating evidence that a cyber-attack may lead to a positive change in employee views towards cyber security, the belief held by participants in the current study that another similar event was unlikely to happen again could be seen as a form of the optimism bias. Researchers and industry professionals who have studied NotPetya agree that it could happen again or even reoccur on a larger scale (Greenberg, 2018). Moreover, research shows that up to 50% of organisations experience recurring cyber-security attacks, often from the same attackers (Ponemon Institute LLC, 2021). Not to mention the constant threat a range of cyber-attacks are said to pose, with multitudes of cyber-attacks being reported weekly (National Cyber Security Centre, 2021). This suggests that participants in the current study were optimistic in believing that a cyber-attack would not hit the firm again. This finding then, in turn, may further support the previously discussed evidence of the existence of the optimism bias in relation to cyber security (Campbell et al., 2007; Chmielarz & Szumski, 2019; Cho et al., 2010; Haltinner et al., 2015; Kim et al., 2018; Rhee et al., 2005; Rhee et al., 2012). This finding lends further insights to these previous studies by demonstrating that participants were optimistic about the firm’s risk of a cyber-attack, even when a cyber-attack had previously impacted the firm. This suggests that even experience of an adverse event may not lead to perceptual changes in risk. It could be argued that not all participants would have been at the organisation during the breach and therefore did not experience it first-hand. However, participants argued during interviews that even those who were not present at the firm at the time heard stories about it and that the attack was part of the firm’s culture and narrative, ensuring that employees were well aware of the attack.
In the current study, both security professionals and non-security professionals displayed consistent views that humans are the main vulnerability in cyber security and that participants believed that they were part of the issue. This fits in with a prevailing narrative within cyber-security research and industry that the human continues to be the main vulnerability in security systems (Goo et al., 2014; Hughes-Lartey et al., 2021; Lowry & Moody, 2015; Sabillon, 2022), making the objective of security professionals and researchers to eliminate the human component. This view remains despite research demonstrating or arguing for the contrary (Beautement et al., 2008; D'Arcy et al., 2014; Inglesant & Sasse, 2010; Renaud, 2011), or at least research arguing that this view is not only unhelpful but an impossible goal considering the extent of human-computer interaction within organisations. Additionally, research has shown that this belief, along with a lack of communication and understanding between security professionals and employees, leads to poor communication methods, cyber-security awareness strategies and cyber-security training (Inglesant & Sasse, 2010; Kirlappos et al., 2013; Renaud, 2011; Sasse et al., 2001; Sasse & Rashid, 2021).

Research has further argued that this belief blames the user while not considering policy faults and the sophistication of attackers. However, in a study investigating insider threats, Posey et al. (2011) demonstrated that employees who did not feel that their organisations trusted them would engage in more computer abuse when new security measures were introduced. This highlights that blaming the user may have unintended negative consequences. The attitude may also lead to the development of cyber-security behaviour metrics that do not consider many human factors. For example, phishing campaigns may give an easy metric of ‘who clicks’ on a link, but they do not give insight into why individuals may click or how best to help individuals stop doing so (Kirlappos & Sasse, 2011; Kumaraguru et al., 2009; Kumaraguru et al., 2007; Sheng et al., 2010). Therefore, the negative connotations of the users as the weakest link have led researchers to argue that the continued use of this narrative is restraining development in the field (Mc Mahon., 2020).

The current research adds nuance to existing findings of the human as a weakness dialogue. Previous research has largely highlighted that security professionals, IT workers and business
professionals see the human as the weakest link and that employees put organisations at risk (Goo et al., 2014; Hughes-Lartey et al., 2021; Lowry & Moody, 2015; Sabillon, 2022). This idea features prominently in industry publications and government-sponsored events and publications. Moreover, researchers themselves have added to this narrative by describing the human as the weakest link throughout their research (Goo et al., 2014; Hughes-Lartey et al., 2021; Lowry & Moody, 2015; Sabillon, 2022). However, the current research further demonstrates that within an organisational context, employees also think of humans as the weakest link and understand themselves to be seen this way by security professionals and managers within the organisation. This adds to the current research by demonstrating that not only are employees viewed this way by security professionals, but the employees know they are thought of like this. This view prevailed in the participants despite the elite interviews, stating they were attempting to change this dialogue in order for the human to be part of the solution. As the current research has demonstrated, through the many themes that emerged from the data relating to culture, individuals and policies, employees and their actions do not exist in a vacuum. Employee perceptions and subsequent behaviours regarding cyber-security risk are shaped by a vast array of beliefs, social relations, and workplace interactions and practices. It is, therefore, possible that employees believe this about themselves because of the dialogue put on them through the belief of IT and security professionals, both inside and outside of the organisation, as demonstrated by an array of research (Goo et al., 2014; Hughes-Lartey et al., 2021; Lowry & Moody, 2015; Sabillon, 2022). This, along with the research showing the problems this view propagates, questions who is being served by this dialogue and how we can expect employees to act if they are described as the weakest link.

5.8.3 Psychological Theory

In light of findings presented in this chapter, PMT and PMT related constructs may explain why participants demonstrated optimistic beliefs about the likelihood for the organisation to fall victim to an attack, as well as beliefs that an attack would not happen again, whilst also describing the human element as extremely vulnerable within the cyber-security sphere. Firstly, it could be argued that the cyber-attack increased threat severity. Threat severity is
the perceived degree of harm associated with an organisation's cyber-security threats, should they occur. In the case-study organisation, the cyber-attack caused a high degree of devastation to the firm (Financial Times, 2017; Lika et al., 2018), meaning concepts of threat severity were likely present in most participants. It can also be argued that the cyber-attack increased threat vulnerability, the degree to which participants believe an organisation is susceptible to an attack. Although, this point could be argued against given that participants primarily stated they thought the organisation was less vulnerable post the attack. When individuals assess threat vulnerability and threat severity, fear is often generated (Prentice-Dunn & Rogers, 1986). In order to reduce fear, the threat appraisals need to be matched with high response-efficacy and self-efficacy (the coping appraisal) in order for people to then engage in protection behaviours and adaptive engagement as part of protection motivation (Prentice-Dunn & Rogers, 1986). If employees do not feel they have enough efficacy to deal with the threats, coupled with a high threat appraisal, they might engage in maladaptive coping mechanisms. Believing oneself and the human element to be the weakest link in cyber security could be construed as a clear indicator that employees had a low coping appraisal, decreased self-efficacy, and decreased response-efficacy (Prentice-Dunn & Rogers, 1986). Not only did employees in the current study believe the human element to be the weakest link, but some participants also mentioned that this would ‘always’ be the case. Therefore, in the current study, it could be argued that employees had a high threat appraisal and a low coping appraisal. Therefore, it is possible that the optimism bias concerning the organisation's threat and the likelihood of a cyber-attack to happen again was a maladaptive coping mechanism in response to the high threat appraisal (Scheier & Carver, 1985). Therefore, the optimism bias about the cyber-attack could be a response to a feeling of not being able to protect oneself. However, previously maladaptive coping responses have primarily been shown to be fatalistic in nature (Kraus et al., 2015).

In addition, findings of the availability heuristic can be further deepened by using the lens of PMT (Prentice-Dunn & Rogers, 1986) and the EPPM (Witte, 1996). Both of these theories ultimately propose that in order for people to take precautionary action, individuals must have an increased sense of self and response efficacy and a perception of threat. If one’s perception of a particular threat is higher than the combination of self and response efficacy and individual feelings towards a threat, they may be disinclined to take action or react with
maladaptive behaviours (Prentice-Dunn & Rogers, 1986; Witte, 1996). In the current research, participants named human-related risks when describing threats in cyber security. However, participants also perceive themselves and humans in general as the weakest link, suggesting low efficacy. Therefore, under the lens of PMT and the EPPM, participants in the current study may not be correctly motivated to behave securely. This would support previous research, which has found that high amounts of fear combined with high efficacy led to the most significant amount of behaviour change, whilst high fear with low-efficacy messages produce defensive responses (Floyd et al., 2000; Witte & Allen, 2000; Peters et al., 2013; Tannenbaum et al., 2015).

Similarly to the process just described within PMT (Prentice-Dunn & Rogers, 1986), under the EPPM (Witte, 1996), the optimism bias could also be seen as defensive motivation within the fear control process. Here, suppose perceptions of the threat begin to exceed the perceptions of efficacy, which again could be argued to be the case given the previous cyber-attack. In that case, people will shift to fear control processes, where, instead of thinking about the threat and engaging in danger control processes, people will act to control their own levels of fear (Witte, 1996). The current findings would also then support previous research demonstrating the usefulness of the EPPM in understanding employee perceptions and behaviours, as well as arguing for the existence of these constructs (Chen et al., 2021; Zhang & Borden, 2020). For example, the current research is similar to that of Masuch et al. (2021), who demonstrated that participants who felt that they had little protection against ransomware were more fearful and therefore dealt with the topic more defensively, often by avoiding the threat.

On the other hand, it has also been argued by researchers (Chen, Turel & Yuan, 2021) that the optimism bias can play a direct and moderating role in reducing perceived threats. The researchers argue for an extension of PMT that includes reference to the optimism bias, at least in the context of e-waste. These researchers found that the optimism bias negatively influenced threat perceptions related to unauthorised information retrieval from the discarded e-waste, as well as also negatively moderating the relationship between perceived threat and protection intention (Chen et al., 2021). The authors here argued that the results of this study demonstrated that optimism bias plays a dual role in cyber-security risk.
assessments. First, the optimism bias reduces risk perceptions. Secondly, the optimism bias may lead to under-weighing of the assessed threats when developing intentions to cope with them (Chen et al., 2021). This idea might explain the optimistic attitudes towards risk displayed by the participants in the current study, as the optimism bias would interfere with appraisals of threat. As far as the researchers can tell, at this time, this is the only study demonstrating and arguing for the optimism bias as an interfering factor within cyber security. However, other pieces of research have demonstrated that rational cyber-security actions and beliefs can be interrupted by different biases (Bulgurcu et al., 2010; Rhee et al., 2012).

The current research, therefore, may also lend support to this study and the extension of PMT argued by the researchers (Chen et al., 2021), as it demonstrates that the optimism bias overlaps and interferes with perceptions of cyber-security risk. Therefore, the current research lends support to the argument that the constructs of PMT overlap with the optimism bias in some form, even if as a maladaptive coping mechanism (Scheier & Carver, 1985), at least in relation to cyber-security threat perceptions and behaviours. However, given the qualitative nature of the data within the current study, it is not clear whether the optimism is a response to low protection motivation or whether the optimism bias interferes with threat appraisals (Chen et al., 2021). Future research should aim to investigate this further and tease out the nuances of the relationship between the optimism bias influences and threat appraisals.

To the researcher’s knowledge, the TPB (Ajzen, 1985) has little, if any, previous research relating the theory to the optimism bias, perceptions of cyber-attacks or beliefs surrounding the human factor as the weakest link within cyber security. Therefore, it will not be used within this findings chapter to deepen understanding of the optimism bias from the themes. However, the concepts of control beliefs and perceived behavioural control might be relevant here. Control beliefs are defined as beliefs about the existence of possible factors that may enable or impede one’s ability to perform the behaviour and the perceived influence of these factors. Control beliefs lead to perceived behavioural control, which is defined as an individual’s perceived ease or struggle in performing the behaviour (Ajzen, 1985). Control beliefs can be understood as similar to the PMT and EPPM concept of self and
response efficacy (Prentice-Dunn & Rogers, 1986). Therefore, in the current case, if participants did not have high behavioural control, owing to the belief that they, as humans, are the weakest link, this might decrease motivation in performing recommended cyber-security behaviours. This discussion extends previous examinations of the TPB in relation to cyber security by offering support for its concepts within qualitative data in the context of an organisation (Bulgurcu et al., 2010; Ifinedo, 2012; Kim & Mou, 2020; Sommestad et al., 2015).

5.8.4 Conclusions and Contributions

In summary, the discussion of the current findings pertaining to the individual human element concerning usable security scholarship and psychological theories highlights where this research has supported, added to, and been in conflict with previous work or demonstrated concepts of models within an organisational environment. Firstly, findings relating to the optimism bias demonstrated the existence of a collective form of optimism that extends to the whole organisation, which is an important finding as previously optimism bias research in cyber security has been relatively individual (Campbell et al., 2007; Chmielarz & Szumski, 2019; Cho et al., 2010; Haltinner et al., 2015; Kim et al., 2018; Rhee et al., 2005; Rhee et al., 2012). Secondly, this research contributes to existing dialogues by suggesting the possibility of the existence of an availability heuristic in relation to cyber-security perceptions. Moreover, similarly to existing work, the current research demonstrated that a cyber-attack which hit the firm in 2017 had a lasting impact on the firm (Bada & Nurse, 2020; Czosseck et al., 2011; Genge et al., 2015; Gupta & Agarwal, 2017; Knight & Nurse, 2020; Stacey et al., 2021). Although, the current findings extend previous research by showing that the long-term repercussions of the attack were often viewed positively. Reasons why this could be considered to relate to the optimism bias, were also discussed. The current research adds to existing findings of the human as a weakness dialogue as consistent views that the human was the main point of weakness for cyber security and that employees believed themselves to be the weak link. Therefore, the extent to which participants could have efficacy if they believed themselves to be the weak link was questioned. Finally, the results were discussed through the lens of psychological theory; PMT (Prentice-Dunn & Rogers, 1986), the EPPM
(Witte, 1996) and TPB (Ajzen, 1985). It was shown that the optimism bias could be both considered a maladaptive response to PMT constructs mechanism (Scheier & Carver, 1985) as well as a direct influence on individual threat appraisals (Chen et al., 2021). Thus, lending support to both ideas. Future research should aim to tease out these differences, perhaps in more controlled experiment-based studies. The TPB also offers insights in relation to the concept of control beliefs and perceived behavioural control.

6.1 Introduction

Cyber-security policies and awareness training programmes are a long-term corporate investment for firms that aim to achieve better regulatory compliance, cyber-security behaviours, and culture. However, there are high levels of ambiguity on ‘what works’ within organisations. Unlike the previous chapters, which have generally focussed on individual and social perceptions of and nuances in cyber security, this chapter brings together findings where participants gave their views on the relevance of cyber security to their job role and cyber security organisational policies and training. By doing this, the chapter aims to look at ‘what works’ in terms of organisational policy and training from the participants’ point of view as a reflection of broader employee perspectives. The data here also presents threat perceptions of participants in order to give context to what participants believed to be the most significant threats and how they subsequently viewed policy and their own behaviour.

As mentioned in the literature review, much previous research has looked at the effectiveness of specific cyber-security policies or training methods. Usually, effectiveness is measured by calculating cyber-security compliance or culture before and after the policy or training is implemented. However, such measurements are often arbitrary and do not consider the perceptions of participants or the context and setting in which such behaviours and culture develop and take place (Bada et al., 2019). For example, phishing methods have been questioned for poor metrics and ethics (Kumaraguru et al., 2009; Kumaraguru et al., 2007; Sheng et al., 2010). At the time of writing, no such research has been done in a case-study methodology within a single private organisation and hence does not take into account how individual organisations shape cyber-security behaviour and culture. This is significant as current training methods and policies are based on amalgamated research that may not recognise the nuances of cyber-security perceptions and behaviour. This then creates further issues for employees when training is put into place that does not have supporting contextual research. Therefore, the current research presents a realistic view of training and policy function within an organisation as perceived by participants.
The data within this chapter is separated into four subthemes. Firstly, the chapter will look at how participants understood their job role in relation to cyber security, specifically whether participants saw their day-to-day work as pertaining to cyber security. Secondly, the data surrounding cyber-security behavioural practices will be discussed. Then, the specific pain points those participants described will also be highlighted. Lastly, this chapter highlights the variety of opinions on the organisation’s cyber-security training and awareness received by employees. After presenting these subthemes, the chapter will then discuss the findings related to the literature and psychological theory summarised within the literature review. The findings will use the usable security scholarship to put pain points into conversation with cyber security and psychological theory.

6.2 Perceptions of Job Role

This subtheme highlights data where participants deliberated whether cyber security was part of their job role or day-to-day at work. Day-to-day roles and business operations here refer to daily activities and behaviours that a firm and its employees engage in. This is an important data set to highlight, as generally, within the literature and wider cyber security discussions within industry, cyber security is seen to be, or at least those creating policy and training believe it should be, everybody’s responsibility within organisations. Some organisations and literature even warn of the dangers of irresponsible and uninformed employees (Etsebeth, 2006; Hassanzadeh et al., 2020).

This subtheme has clear demographic differences. Those with IT and information security-related job roles saw cyber security as more closely involved in their everyday job than those who did not work in IT or security-related roles.

This subtheme, therefore, highlights the degree to which employees within an organisation see cyber security as relevant to their job role. The decision was made to put the perceptions of job roles within this theme, as often, the nature of a job role is partially decided by the organisation and the organisation’s policies. However, the authors do note that this
subtheme relates to other findings on responsibility. Therefore, this particular subtheme epitomises the notion that the themes in these findings are all interconnected in some way.

Firstly, it is clear from the data that around half of the participants (out of those who spoke about cyber security in reference to their job role in the focus groups or interviews, as sometimes this topic was not covered) believed cyber security to be a large part of this. However, out of the 10 participants involved in focus groups or interviews who were in an IT or Information security role, 8 of them were within this half (out of 18 participants who stated they believed cyber security to be part of their job in total). Therefore, the majority of those with an IT role believed cyber security to be relevant to their day-to-day job role. This suggests that job role does have an impact on whether participants perceive cyber security to be part of their job when the job role is IT related. Although this finding it is perhaps not surprising.

FG5P10: ‘I work within the IT department and within local support so security can be a big thing in number sort of levels’

The remaining ‘non-IT / infosec’ participants who saw cyber security to be part of their job role generally described this to be owing either to close relations with the cyber security team, because they worked on cyber security relevant projects, or because of client data and confidentiality policies.

G2P7: ‘I’m an associate lawyer in the litigation and regulatory team in Manchester, but my subspeciality or my main specialty is contentious data protection and cyber security and, within that we constantly work for clients on the wrong end of cyber security incidents’

G2P6: ‘it’s all about the firms internal control environment but from an information security point of view we also think about fraud so we have frameworks in place internationally to make sure we’ve got controls about fraud but as part of that we liaise with the information security team at the firm’
The quotes suggest that for participants to see cyber security as part of their job role, this generally had to be identified in their specific job-related activities rather than day to day responsibility, use and compliance with policies. Moreover, participants of this viewpoint related this topic to the fact that working within a law firm meant that they all handled sensitive information, and so by nature, jobs within a law firm were particularly privy to cyber security practice. This adds to previous themes and subthemes where the data demonstrates that some participants saw law firms to operate differently from other sectors.

FG1P4: ‘I like the nature of law firms make us particularly sensitive to that kind of thing’

A second half of participants said they did not believe cyber security to be part of their job role or referenced ways in which they indirectly interacted with technological cyber-security systems. For example, participants described sometimes ‘coming across’ information or GDPR compliance, and used passwords, but this was perhaps not seen as relating directly to their job requirements. As one can see below, participants would mention interactions with security, but would say that apart from these interactions their jobs did not overlap with cyber security generally or that they did not think about cyber security often.

G1P9: ‘So when I first opened my laptop I’ve got an encryption, so I have to and put in like a pass key and then I’ve got my usual password and I think every three months we have to change the password, and to be honest, I don’t really think about security that much during my day to day, and in terms of information obviously, you know, I won’t go to like if something says if a website comes up and says, all you should be going here. I obviously won’t do that but yeah, it doesn’t really come up’

FG7P17: ‘you know emails I have to be careful who I’m sending my emails to, and the information contained in it from the clients. And apart from that there's not a lot really. I just have to monitor emails coming in.’

These quotes and data alike often showed participants to reference small ways in which their behaviour complied with cyber-security policy, such as monitoring emails coming in.
However, it should be highlighted that although these participants did not directly say their job roles had cyber-security responsibilities, most mentioned ways in which they were compliant with policies and in this way demonstrated an element of acting responsibly. One participant mentioned that they would not say they had ‘much exposure to data or cyber security except for you know, the standard so making sure that we’re aware of what emails are coming in’ but ‘nothing more technical than that’ (FG7P18), again perhaps highlighting the view that participants did not see human factors as much as a part of cyber security as technological factors.

This theme indicates that there was a split between participants who saw cyber security as directly part of their job role and those who did not. The group that did view cyber security as directly part of their role were mainly IT and cyber security-related participants. If participants who were part of this group were not directly IT or cyber security, they generally mentioned being involved in cyber security-related projects or referenced the need for security around client data. The second half of participants mentioned certain cyber security compliant behaviours or tools they interacted with, but in general, they did not see cyber security to be a main component of their job.

6.3 Belief of Good Cyber-Security Behavioural Practices

This theme highlights data where participants have brought up specific cyber-security policies that were then reflected on in terms of employee behaviour. In general, participants spoke about three main areas: passwords, phishing and access control. This is in line with previous subthemes on the human as perceived threats in section 5.5, as this also highlighted human factors and phishing. However, as this subtheme will demonstrate, the data presented here does not align with in section 5.5 in terms of ‘secureness’, as participants perceived that they behaved well but also still understood employee behaviours and human factors to be the top threats.

This subtheme shows that participants believe their behaviours to be safe, even if they mention circumventing certain policies, and were understanding of the perceived ‘toughness’
or certain policies. Participants frequently spoke about password policies within the interviews and focus groups. Participants stated that employees at the firm are required to have multiple passwords for different access points. Some participants mentioned having as many as 30 passwords, which they must change often. When participants spoke about password-changing, they generally stated they had to do this every month or every few months. Broadly, participants saw the password policies in place as secure and ‘good’ and believed that people complied with them. However, participants also sometimes went on to demonstrate behaviours that might not be perceived to be as secure as the policymakers would hope. For example, as the quotes below demonstrate, participants may have only changed a few letters in their password each time, had password patterns, or used the same passwords for different access.

G1P4: ‘My passwords are fairly strong. However, what I tend to do is use one password for multiple access...’

FG1P2: ‘I would say think about passwords and try to make them secure but yeah I’m probably one of those people who is guilty of using a theme or similar combination of passwords for lots of different things yeah...’

However, as will be demonstrated in the next subtheme on usability issues, this behaviour may be more to do with the policies themselves rather than the individual attitudes of the participants and employees more widely. Participants would often mention that they found some of the policies difficult. This was largely in reference to password policies and the number of passwords they needed to remember for security purposes.

Participants also spoke about email and phishing policies and behaviours frequently. Here participants mentioned they were given an easy way to flag phishing emails and reported that they did this often. Furthermore, one participant mentioned that employees could see if emails came from outside of the organisation, as these were flagged in their inbox.
G1P3: ‘We have alerts on our emails for the things like external email so if anything tries to spoof as being internal, now it should come up as ‘actually that is external’ as well as an easier reporting mechanism’

G1P2: ‘You can just forward this email using a special button in a you know, like, Oh I’m flagging these phishing emails...’

The discussions around phishing highlighted two things; firstly, phishing emails were alleged to be received often by participants and secondly, participants perceived themselves to be acting securely by reporting them. This underlines why phishing is perceived as a high threat in the previous subtheme. If such emails are being received frequently, both real and simulated, they might be perceived as a more constant threat. However, participants did feel capable of spotting and reporting such emails, demonstrated by their praise of the ease of reporting.

Access control, security techniques that regulate who can view or use resources in a computing environment, also emerged as a clear topic of conversation in the data. Participants generally mentioned that the organisation had strict access control policies in place. According to the participants, this meant that employees were not able to access any sensitive information that they did not need for their jobs and that the cyber-security team needed to approve access requests.

G1P2: ‘in terms of in terms of policies or for example. I’ll give you example so of course the access to the systems is restricted so not everyone not every, you just can’t access specific systems with the full rights admin rights and so on and so on, right and most of the access has to be approved by the info sec team’

One participant stated that they did not believe they had access to sensitive information, whereas others highlighted the importance of the ‘confidential and personal’ information they had access to.
G1P6: ‘Umm I don’t access a lot of sensitive data. I’ve got general top-level, this is the amount of profit we’ve earned this is the amount of expenditure’

This quote highlights that participants potentially did not see certain pieces of information as sensitive or how they could be impacted if threat actors were able to access such information. For example, if threat actors had access to employee names, exact job titles and email signatures, could they attempt to send spoof emails pretending to be someone from inside the organisation.

Overall, this subtheme discussed security practices highlighted by participants, showing that participants spoke mainly about passwords, phishing and access control. The data shows that participants believed their behaviours to be safe, even if they mentioned circumventing certain policies, and were understanding of the perceived ‘toughness’ of certain policies.

6.4 Policy Pain Points

The usability of certain policies and potential pain points associated with these were also a clear subtheme in the data. Participants mentioned a few pain points, largely to do with passwords policies and access control. For example, the number of passwords they needed to remember and difficulties implementing new software. Participants presented these grievances as potential reasons for circumvention of policies. However, participants also argued that they did understand the need for such policies and were happy to comply.

A number of participants mentioned feeling ‘frustrated’ and saw some of the policies as ‘unclear’ and that processes ‘could definitely be again streamlined or just made more obvious’ (G2P9). The processes participants were referring to in these cases were often access control or software approval policies. For example, one participant argued that ‘there are certain business and commercial risks which one needs to take into account as well and take a more pragmatic decision on whether a particular software or solution is implemented or it’s definitely ruled out’ (G1P4). This participant argued that sometimes there should be a balance
between practicality and security and used the long process it took to get Zoom approved by the security team, in order to talk to clients.

A few participants mentioned that they found information about cyber-security policies hard to find and that the system they used to find out this information hard to navigate. Other participants also mentioned that they believed things could be easier if cyber-security policies were not so stringently enforced.

G2P11: ‘I think sometimes life could be easier if we weren’t in a law firm or a business that needs really tight control. And I think if things were simpler and easier to get done without having to revert back to security and infosec. I think things could be a lot quicker and smoother’

Another policy grievance was password policies. More specifically, the frequency with which they had to change passwords and the number of different passwords they were required to have. Participants spoke about their decreased ability to cope and remember all of their passwords and the difficulty remembering passwords ‘if you’re asking people to do something that’s wholly independent has no relationship to previous password every time’ (G2P3). One participant mentioned they found this particularly difficult as they ‘were getting old’ (FG1P1).

FG1P4: ‘Yeah, and I frequently forget, work alone is twenty thirty passwords for different access the different sites and they success with my day-to-day job and yeah it’s difficult to remember them all.’

Some participants mentioned that the number of passwords they had to remember, a combination of work and personal life, meant that they were forced to record passwords, and that they believed recording passwords ‘creates a security risk’ (FG2P3). For example, one participant expressed concerns around this risk of leaving their book that they recorded passwords in along with their laptop on the bus.

FG7P17: ‘that’s the problem for me as well, because I noticed that when I have complicated passwords I would write them down or tend to write them in the front of
a book or the back of a book and then I think, ‘what happens if I’m on the bus and leave laptop on the bus and I’ve got that book on me in my bag then they can basically get access to my laptop and know the password’ so it’s just harder especially changing it every now and again as well it’s hard yeah.’

Despite this, participants mentioned that although they have heard that grievances with policies have led to circumvention, this was ‘probably the exception rather than the norm’ (G2P9).

Moreover, many participants seemed to be accepting of the policies and said they knew they had to be strict and that they were the safest way forward, or at least stated that this was the case. This suggests that some participants were willing to understand and go along with security policies, even when they perceived there to be issues with them.

FG3P5: ‘I haven’t got a problem with any of the policies yeah. I think they’re in place for a reason and we should adhere to them, we understand why they’re there now more than before so yeah.’

G2P9: ‘I completely understand why these [policies] are in place, but it can take quite a long time to resolve and get ultimately what you need to be done yeah. If that makes sense?’

FG4P8: ‘...it is annoying to remember so many passwords especially when they should be different to your personal passwords, but yeah. I think it’s the safest way.’

This subtheme demonstrates that participants perceived certain usability issues and pain points with some security policies. For example, some participants perceived getting approval for new software to be a long and complicated process and highlighted a need for a balance between security and practicality. Other participants emphasised issues with password policies, specifically the amount they had and the frequency they needed to change them. Participants demonstrated how such password policies could lead to further security risks, such as writing passwords down in a notepad they carried around along with their laptops.
Despite these anecdotes, many participants displayed understanding and acceptance of these policies and were willing to adhere to them in the name of security.

6.5 Mixed Views of Awareness Training

This theme highlights data surrounding participants’ thoughts on the cyber-security awareness training that they were given prior to the time of data collection. Participants largely spoke about the training they received when they initially started their job, which some participants mentioned was refreshed yearly and phishing tests that they received. There were varied views on the effectiveness of the training, but generally, participants viewed the training they received as good.

The training was often described as good and impactful. Induction courses were said to involve a range of cyber-security topics and that they received web-based training material that they could access later on.

FG7P16: ‘It's pretty good training really. I think when a new starter is to join it’s certainly used to be exciting, I used to be in the training team. We did an induction which incorporated various things and it was certainly what about introduction to the IT systems and how to log in and how to connect with the VPN. And then in addition to that, I think there's a web-based training material which is compulsory for information security. Is that right? I think that's correct.’

Additionally, participants mentioned finding posters and emails the cyber-security team sent out to be helpful and something they did read. For example, one participant mentioned reading about cyber-security attacks that were happening around the world to be helpful (information they often received via email from the information security team). Phishing testing was also something participants mentioned regularly experiencing within the firm.

FG6P12: ‘Not phishing emails but pretend phishing emails and we've got to spot them a report them.’
FG6P13: ‘there’s the continuous sort of fake phishing emails sent out to see who can
spot them, it’s kind of an ongoing thing really.’

G1P8: ‘they’re usually fairly obvious, in that they’re not and not something that you
should be looking at or clicking on, and so I think it’s worthwhile doing just so like you
say people can and have that confidence to report things yeah and, when they do
come up and it’s not a test’

The firm’s phishing simulations were generally perceived to be harmless and a valuable
exercise for employees to undertake by most participants who mentioned the phishing tests.
Participants argued that they were not difficult. A few participants mentioned being caught
out the first time or one of the times that these emails had been sent around and mentioned
they had not clicked on a link since and suggested that maybe the training had ‘done it’s job’
(FG1P4). One participant said that phishing tests had helped him and a colleague. Others
highlighted that the tests helped them keep cyber security at the front of their mind and
were clear demonstrations of how cyber-security threats work and raised awareness of what
they can expect if they were to receive real phishing emails. Phishing testing was also
something participants mentioned regularly experiencing within the firm.

The positive views of phishing tests were perhaps related to the way they were dealt with by
the cyber-security team. In the elite interviews the two participants mentioned that they only
reported the success of the phishing tests and not the failures, and that this sentiment fit into
a wider narrative of trying to push the idea of the human as a solution to cyber security,
rather than a hinderance.

EI1: ‘also being very positive in terms of when we have a phishing campaign and we
have to report on that, we will report on the success of it not the failure of it. Yeah. So
74% have identified have, not fallen so that shows a certain amount of resilience. And
that’s all part of the narrative which we want to talk to the board about, to see
security is a positive thing not a negative thing.’
Many participants argued that they had enough training and stated that they did not require anything further as this might overwhelm them, or that they simply did not want any more training. Some participants also expressed concern that too much more training could lead to a loss in effectiveness of the message.

G2P8: ‘Hammering home messages I think you know, you run the risk of, if you keep trying to make noise, it ends up becoming sort of background I suppose or you lose the effectiveness of your message if you just keep banging the drum.’

However, many participants did also perceive potential problems with the training. A few participants saw the training as not impactful and some had suggestions for ways it could be improved, whereas others could not pinpoint when their last training had taken place.

FG5P10: ‘I probably would like to do something a little bit more in-depth on a personal note, but other than that and I’m pretty comfortable.’

G2P8: ‘Yeah, like I say that there are emails that go around and not regular regularly could probably do them a little bit more often just to keep it kind of at the front of everybody’s mind’

One participant also highlighted that the degree to which training was good and impactful depended on the individual person and how they engaged with it, arguing that there was only so much training the firm could put forward. The rest, the participant argued, would be down to the individual.

FG6P13: ‘I think the only thing would be is how it an individual engages with the training that we're provided with, I suppose that the firm can do so much, but it’s down to the individual as to how much they actually take on and practice yeah in like the day today work.’

Another participant argued that they did not find security content to be engaging, and was not a very interesting topic, which reduced their interaction with the topic.
G1P9: ‘E-Learning courses are just so boring. I just feel like that’s not the way to get people to. I wouldn’t have another alternative but I just think just trying just getting people especially so obviously we work out a law firm so the fee owners especially because there are times always billed.’

However, this participant also stated that they would not want any other alternative training either. Other participants had specific suggestions on how training could be added to and improved, which provided useful insight for creating future training programmes. Participants here argued that content could be more personal to employees and also give real examples of experience and implications of cyber-security risks. A few participants also highlighted that they would prefer face-to-face training over that done online.

G1P1: ‘I think it’s that if people could actually experience what some people are going like have to go through and in this respect, if you lose stuff if suddenly stuff gets like kind of corrupted, and You know what I mean, in terms obviously there are so many implications to try to do something like that yeah it probably I think that maybe a step too far but ultimately for me, that’s the way that it would make it real for everyone yeah.’

In summary, this subtheme demonstrates an array of perceptions about the cyber-security awareness training employees received at the firm at the time of writing. Many participants described the training as good, finding exercises such as fake phishing emails useful. A few participants argued that they did not see the need for any additional training. It was also clear from the data that there was no recalled consensus on what training employees within the firm received. Other participants provided suggestions of ways the training could be improved for them, such as including more detail and making communications more personal.

6.6 Summary
This high-level theme included four subthemes looking at various aspects of policies and training within the firm and the participants’ thoughts and behavioural practices surrounding these expressions. When considering possible threats, participants largely spoke about client-related risks, phishing and human behaviours as their top concerns and did not highlight any technological factors. There was a split between participants who saw cyber security as directly part of their job role and those who did not, and this seemed to be influenced by whether they worked in IT-related roles. Participants also perceived specific usability issues and pain points with some security policies. For example, some participants perceived getting approval for new software to be a long and complicated process and highlighted a need for a balance between security and practicality. Lastly, the data highlighted that there were many differing views about the cyber-security awareness training employees received at the firm. This chapter highlights the nuances of how policies and training work and are perceived within the context of a single organisation.

6.7 Discussion

This discussion synthesises and grounds the findings from this chapter within the research and theory discussed in the literature review section. This the discussion will look at the behavioural practices of employees in the context of such perceived threats, perceptions of job role, and pain points with policy, relating this to previous usable security research (Beautement & Sasse, 2009; Inglesant & Sasse, 2010; Nurse et al., 2019a; Weirich & Sasse, 2001) and theories such as PMT (Prentice-Dunn & Rogers, 1986) and the EPPM (Witte, 1996). Lastly, the cyber-security training within the organisation, as experienced by employees, such as perceptions of phishing tests used by the organisation, will be discussed in relation to previous literature (Kumaraguru et al., 2009; Kumaraguru et al., 2007; Sheng et al., 2010).

6.7.1 Responsibility
Firstly, the current section’s findings demonstrated a split between participants who saw cyber security as directly part of their job role and those who did not. The group that viewed cyber security as directly part of their role contained mostly IT and cyber security-related participants. The second half of participants who discussed this topic mentioned certain cyber security compliant behaviours or tools they interacted with but, in general, did not see cyber security to be a main part of their job. This might then help understand non-compliance within the current research as well as speak to research within the literature looking at the impact of perceptions of responsibility on compliance. In the literature, it is argued that high levels of responsibility are a precursor to high levels of compliance (Blythe et al., 2015; Filipczuk et al., 2019; Hadlington, 2018; Kim & Han, 2019). If participants in the current organisation do not see cyber security as part of their job, this might mean they feel a reduced level of responsibility. This finding, along with the finding from Chapter 5 that participants believe cyber security to be managed for them, also supports previous research showing that individuals are devolving responsibility for their cyber security to technical interventions and senior management (Tischer et al., 2016). Moreover, the current research shows that security professionals and non-security related employees have different ideas surrounding responsibility (Posey et al., 2014). The present findings add to existing research by showing that those in IT roles may also possess similar ideas as those in security roles. However, it may also be that participants in the current study were talking about their job role in a more literal sense and may understand any cyber-security behaviours they partake in to be behaviours that go above and beyond their job role.

The TPB (Ajzen, 1985) may also offer insights into how responsibility and related concepts might interact with individuals’ intentions to behave according to the cyber-security rules and policies that apply to them. TPB proposes that the intention to perform a specific behaviour can be predicted accurately by three kinds of considerations (Ajzen, 1985): behavioural beliefs, normative beliefs and control beliefs. Normative beliefs refer to the possible expectations of other individuals and one’s motivation to fulfil these expectations. In the current research, we can see that individuals may not believe they expected to have a high degree of responsibility for cyber security, as seen by the discussion around cyber security being managed for employees, along with the understanding that cyber security is not part of their job role. The theory would suggest that if the subjective norm is not favourable, this
might reduce the likelihood of employees performing recommended cyber-security behaviours (Ajzen, 1985). This then adds to findings in the current research within previous chapters, where elements of data related to control beliefs and perceived behavioural control concepts within TPB. Moreover, these findings together extend previous examinations of the TPB in relation to cyber security by offering support for its concepts within qualitative data in the context of an organisation (Bulgurcu et al., 2010; Ifinedo, 2012; Kim & Mou, 2020; Sommestad et al., 2015).

6.7.2 Usability Explanations: Psychological Theory and Usable Security

In general, participants demonstrated a belief that behavioural practices within the organisation were good, but also went on to name some examples that would likely be considered not best practice. For example, participants mentioned password behaviours that could be considered to be undesirable, such as only changing a few letters in their password each time, having password patterns, or using the same passwords for different access points. The current research supports previous studies that have demonstrated that employees may frequently report policy issues, such as authorisation operation issues, despite a high level of overall reported compliance (Bartsch & Sasse, 2012). In this previous study, policy issues sometimes lead to circumvention of access control systems, such as sharing access passwords with co-workers or technological circumvention, such as sending documents via different means (Bartsch & Sasse, 2012). More broadly, the current findings relate to the surrounding literature by showing that employees are not always compliant (Blythe et al., 2015; Herath & Rao, 2009; Ifinedo, 2009; Siponen et al., 2010; Vance et al., 2012). This finding is longstanding within cyber security, and the current research does not assist the current dialogue by demonstrating that employees may not always be compliant with policy. However, current research can add to usable security research by seeking to understand, by applying theory and research, why this might be the case. In the current research, participants noted many different pain points regarding security policies. Participants spoke about difficulties with password policies, access control, software approval policies and problems with finding information on policies and what to do if something related to cyber security were to go wrong.
Usable security research and dialogues offer explanations here, as many of the behaviours mentioned, such as reusing password policies, may also be due to unusable policies. For a few decades, researchers have argued that password policies are often too challenging and make compliance with policies difficult, as well as reduce levels of productivity (Beautement & Sasse, 2009; Inglesant & Sasse, 2010; Nurse et al., 2011a; Weirich & Sasse, 2001). Research has concluded that users are, in general, concerned with maintaining security (Inglesant & Sasse, 2010), but existing security policies are too inflexible and difficult to match user capabilities (Beautement & Sasse, 2009; Inglesant & Sasse, 2010; Nurse et al., 2011a; Weirich & Sasse, 2001). Therefore, password policies place demands on users, which negatively impact their productivity and, ultimately, negatively impact their organisations by creating security problems of their own (Inglesant & Sasse, 2010; Kirlappos et al., 2013). The current research demonstrates that employees still believe password policies to be difficult to manage.

Moreover, participants mentioned that it was also necessary for them to remember a variety of different passwords in their personal life beyond work. This further demonstrates that organisations need to consider the context in which individuals are being asked to remember passwords. As although organisations may not believe their policies to be a strain, they need to consider other pressures that employees might be experiencing. It was also clear that participants still intended to comply with policies with which they had pain points. This suggests that any issues arising from policies are to do with the usability and not employees’ intention to comply.

PMT offers insights into the consequences of policies that have reduced security usability. As part of the mental calculus suggested by PMT (Prentice-Dunn & Rogers, 1986), individuals who find intrinsic and/or extrinsic benefits from purposely not performing protective actions against threats or for responding in a maladaptive fashion may be less inclined to perform the behaviour (Posey et al., 2014). Therefore, protection motivation is a negative function of any perceptions of rewards of maladaptive responses and the possible costs of the suggested adaptive behaviour (Norman et al., 2005). In this way, PMT can be seen to complement usable security work by suggesting that if employees see the benefits of not complying with
policies, they will be less inclined to do so (Inglesant & Sasse, 2010; Kirlappos et al., 2013). In the current study, participants saw some security policies to be a long and complicated process and wanted a balance between practicality and security. It could be argued, therefore, that participants might be less inclined to perform the behaviour as a possible reward for non-compliance would be saving time (Pham et al., 2017). Vance et al. (2012) detected that the cost of compliance negatively influenced employees’ compliance intention, as employees considered the inconvenience of following cyber-security policies a legitimate reason for not complying with such policies. Therefore, this finding lends support to previous research demonstrating the impact of response costs on cyber-security perceptions and behaviours (Floyd et al., 2000; Tsai et al., 2016; Vance et al., 2012) by finding qualitative examples of such concepts in the context of an organisational case study. However, previous findings have been mixed, with one study showing that while response efficacy and self efficacy were found to have a direct and significant impact on cyber-security compliance intentions, response cost did not appreciably contribute to predicting compliance intentions (Herath & Rao, 2009a). The current research cannot say definitively that response costs influence compliance but offer support for the possible existence of these concepts in context.

The TPB’s (Ajzen, 1985) concept of behavioural beliefs may also offer insight into the consequences of poor policies here. Behavioural beliefs within TPB refer to beliefs about the probable outcomes of the possible behaviour and the assessments of these outcomes. If an individual perceives a behaviour to have adverse outcomes, such as a cyber-security behaviour reducing productivity, this might reduce their behavioural intention. This theoretical application offers further insight into why usable security and usable policies are so important, with usable security research supporting the importance of behavioural beliefs. Cyber-security policies and systems that do not significantly factor in security usability place demands on users, which impact negatively on their productivity and, ultimately, that of the organisations in which they work by creating security problems of their own (Inglesant & Sasse, 2010; Kirlappos et al., 2013). Of course, seeing the benefits of non-compliance will not be the only factor influencing employees to behave in a certain way, but research has demonstrated it to be a contributing factor (Koppel et al., 2015; Tam et al., 2010).
6.7.3 Phishing and Training

Researchers within usable security and the wider HCI literature have been critical of phishing tests (Kirlappos & Sasse, 2011; Kumaraguru et al., 2009; Kumaraguru et al., 2007; Sheng et al., 2010). These criticisms have related to both the ethics and efficaciousness of the metric. Phishing one’s own employees may reduce trust by making it seem to employees that their organisation is tricking them. Moreover, it can be stipulated that the metric does not have validity in that it may not be measuring what it claims to be. For example, the measure might not be measuring employee ability but rather the style and mastery of the phishing emails.

Therefore, it has been argued it would be more useful to look at why employees might fall for certain phishing emails over others. The current research does not contradict such claims. However, in the present case study, employees generally perceived the firm’s phishing simulations as a useful exercise. Employees did not mention any negative implications and did not see the exercise as a test. Others highlighted that the simulations helped individuals to keep cyber security in mind and raised awareness of what they could expect if they were to receive real phishing emails. This then extends the existing narrative surrounding phishing your own employees (Kirlappos & Sasse, 2011; Kumaraguru et al., 2009; Kumaraguru et al., 2007; Sheng et al., 2010) by suggesting that employees in certain circumstances do find the exercise useful and that they help increase awareness and knowledge.

It was also suggested within the elite interviews that the phishing tests conducted by the firm were conducted with the intention to be positive, whereby the firm reported the success of phishing attacks and did not use sanctions to discipline employees. This method of phishing campaigns may therefore negate some of the negative ethical implications highlighted by researchers (Kirlappos & Sasse, 2011; Kumaraguru et al., 2009; Kumaraguru et al., 2007; Sheng et al., 2010), as employees may not feel their trust has been impacted if the data is demonstrated positively. Recent research has revealed that organisations use a variety of rewards and sanctions with regard to cyber-security behaviour campaigns, such as phishing simulations, with sanctions being used in some form across 90% of the organisations studied (Blythe et al., 2020). The present case study, therefore, highlights the benefits of an organisation which does not use such sanctions and has perhaps allowed employees to see
the positive implications of phishing tests. Previous research more broadly has shown that, rather than be motivated by rewards and sanctions, individuals within organisations are much more likely to name intrinsic motivations for compliance with cyber-security policy, such as organisational commitment and personal pride (Posey et al., 2014). Chen et al. (2018) found that complying or not complying with the cyber-security policy is based mainly not on formal sanctions but on informal sanctions and efficacy. Moreover, by making phishing campaigns positive, reporting the wins and not failures, the organisation would arguably boost employees' efficacy by showing that they are capable and able to spot and report phishing emails. The current research, therefore, adds to this previous research by demonstrating that phishing campaigns, when they are used positively without sanctions, may be viewed positively by employees.

In addition to findings related to phishing campaigns, participants in the current study also offered insights that may be useful to cyber-security professionals and researchers. First, it is noticeable that participants in the organisation offered an array of differing opinions regarding the usefulness of training. This supports previous research, which suggests individuals respond to cyber-security training and campaigns differently (Berris et al., 2015; Johnston & Warkentin., 2010). Participants in the current study argued that content should be more personal to employees and give real examples of experience and implications of cyber-security risks. Suggesting that in order for organisations to have usable training, information should be tailored to individuals and not be uniform across an organisation. Employees, after all, may have different levels of knowledge and have different cyber security requirements based on their job roles. This is further supported by findings in the previous chapter, where participants argue that fee earners and support staff behaved differently due to their roles' differing natures. Moreover, this finding supports the idea that organisations should invest in methods and tools that facilitate systematic feedback from users (Reinfelder et al., 2019), as this would help them gain insight into the mindsets of their employees. Hence, enabling organisations to assist employees with cyber-security behaviours more effectively.

Other participants stated they did not want any additional training. This statement may reflect that participants either believe they have had enough training or that the training they
have received has been sufficient in giving them the capabilities to behave securely. Participants argued that too much training could be overwhelming, which fits into a dialogue within usable security, suggesting that participants should not be inundated with cyber-security awareness training if the training is to remain effective (Sasse & Rashid, 2021). On the other hand, this could indicate a dislike of training. Previous research has demonstrated that employees within organisations find cyber-security training to be boring. In one study, aptly entitled “Get a red-hot poker and open up my eyes, it's so boring” (Reeves et al., 2021), employees had a generally poor view of cyber-security training and awareness programs. Participants in the study reported that the same factors that are important for effective non-cyber-security training are also essential for cyber-security programmes, such as well-designed workplace systems and management role modelling (Reeves et al., 2021). Haney and Lutters (2018) further demonstrated that cyber security advocates often have to overcome perceptions that security is scary, dull and confusing. To overcome perceptions that security is boring, participants in Haney and Lutters' (2018) study stated that they promote recommendations that can be realistically accomplished with usable security solutions and employ engaging rhetorical techniques (Haney & Lutters, 2018). Therefore, this study, along with the current research, again highlights the importance of promoting usability within the cyber-security context, as it can also make security less frustrating and confusing. Moreover, game-based training has been shown to be effective for cyber-security awareness and training skills, seemingly providing engagement and entertainment as well as teaching cyber-security concepts and practices (Cone et al., 2007; Cone et al., 2006). Based on the current and previous findings, future research needs to look at testing awareness and training methods that are viewed more positively by employees and tailor such methods to more individual outlooks.

6.7.4 Conclusions and Contributions

In summary, this discussion demonstrated how and where the findings could be related to the existing usable security research and deepened by psychological theory. It was shown that the focus on human factors as threats in the current data lends support to previous work (Schaik et al., 2017) and that this perception, according to PMT, might reduce efficacy in
individuals. This idea is also a possible example of the availability heuristic (Tversky & Kahneman, 1974), a previously proposed heuristic within cyber security that has not yet been empirically demonstrated (McAlaney & Benson, 2020; Tsohou et al., 2015). Ideas concerning job roles were also related to previous research suggesting a split between ideas of responsibility between cyber security and IT professionals and other non-security roles. This was then related to the concept of normative beliefs within the TPB. Given the findings related to behavioural practices, along with the discussion of policy pain points, the findings were also related to the usable security literature (Beautement & Sasse, 2009; Inglesant & Sasse, 2010; Nurse et al., 2011a; Weirich & Sasse, 2001). Based on this discussion, it was suggested that organisations not only look at the impact of organisational cyber-security policies and their usability on employees but also how policies and cyber-security requirements in people’s personal lives. For example, how many websites require different and complicated passwords. PMT and TPB were used here to offer insights into the consequences of policies that have reduced security usability and to aid understanding of how this might impact employees’ cyber-security perceptions and behaviours. Finally, the participants' perceptions of cyber-security training were discussed. It was demonstrated that future research should look at how cyber-security training might be best tailored to fit different cyber-security needs and further demonstrated the usefulness of organisations creating feedback and dialogue with employees.
Chapter 7. The COVID-19 Pandemic and Remote Working

7.1 Introduction

As discussed in the literature review and methodology chapter, this research took place during the COVID-19 pandemic, with the data collection, taking place between March-August 2020. The impact of the pandemic on a number of research topics, such as the various aspects of cyber security, is a new research area that is being constantly updated as the pandemic progresses through its different phases (Lallie et al., 2021; Monteith et al., 2021, Wang & Alexander, 2021). In this case study, the data collected on the impact of the pandemic was, therefore, largely incidental and opportunistic. The data provides contextual observations by participants about their ongoing experiences of remote working and the possible impacts on cyber security. This theme is separated from the rest of the chapters because the findings here relate to participants speaking directly about the pandemic or the ramifications of the pandemic. Although all data collection took place during this time, and within this context, in the previous chapters, the participants were drawing on perceptions and knowledge that also existed outside or before the pandemic began.

Therefore, in this chapter, the research findings concern the subthemes identified through the data analysis that relate to remote working during the pandemic. The first section focuses on participants’ preparedness with respect to security during the pandemic, while the second engages with participants’ notions of risks in the context of home working. Section three centres on the impact of working entirely online, and Section four highlights the distinctions between personal and organisational risk. This chapter will then discuss the findings presented in the context of the broader literature and theoretical framework. The discussion will cover recent and emerging research on the impact of the pandemic on cyber security and workers, as well as previous research on usable security and psychological theory.
7.2 Feelings of Preparedness and Security

At a high level, this theme suggests that participants felt that their organisation was relatively prepared for the move to remote working and that there was little change in terms of cyber security from the office to remote working. Participants gave a variety of reasons for this, for example some participants mentioned that the firm had previously set out clear working from home policies, whereas others suggested that the 2017 cyber-attack had prepared them in that the attack had also imposed a period of uncertainty and remote working.

Many participants felt that their employer was prepared for the move to home working -- this also included them feeling secure and supported in the move as the organisation had been previously set up for their employees to work flexibly, i.e., from the office, home, and while travelling. This included the fact that lawyers had laptops that they were already able to take home. This meant that much of the technology and cyber-security systems, although not at the scale needed during the pandemic, were already in place. Participants compared this to other industries that were not previously set up to work remotely, such as the education sector.

G2P10: ‘Yeah, I think it was more geared up to the fact that you know we’re a pretty mobile and capable workforce anyway, you know, most of our lawyers have requirements, that they had before lockdown, to travel and work remotely. So, we had the systems and the tools. Most of our lawyers had laptops, for example, so we were pretty well geared up to be able to facilitate that remote working’

A few participants also hypothesised why working from home and flexible working policies were in place previously. For example, some participants referenced the cyber-attack in 2017 and how it encouraged the firm to improve its cyber-security policies and created an understanding of the ease of mobilising the workforce within the firm to work from home. This again adds to the possible positive impact of the 2017 cyber-attack on the firm’s human element and cyber-security practices, although, in this case, a completely unforeseeable one.
FG1P2: ‘Yeah I think the cyber-attack in 2017 at not only made them change cyber security but made them think about how easily can we mobilize people.’

FG1P2: ‘And that’s probably very similar to having all your staff working remotely at a moment’s notice, and was never really contemplated in a lot of businesses, and they then found themselves in a situation where they just simply don’t have the resources to do so.’

Similarly to feeling prepared, some participants felt there had been no change in the cyber-security risks associated with working from home, apart from changes in the convenience of doing certain tasks such as connecting to the server, which was automatic when situated within the office.

G1P5: ‘I feel exactly the same as if I were in the office because I’ve still, nothing’s changed in terms of, it’s literally just where I am physically that’s changed nothing has nothing else exchanged apart from the way that I said that I connect to the server now...’

Participants also noted that they felt secure working from home and supported by the IT and cyber-security department and that this period proved the firm’s ability to function remotely. IT and cyber-security departments were still able to support employees effectively from home by providing access to systems and making employees feel a sense of security.

FG5P11: ‘I find I am very really supported by IT and it’s been really smooth working from home and we’ve had so much support with our equipment and what to do and so I’ve found it all quite easy to set up at home, yeah and I find that IT very helpful and easy to access and if I have a problem they’re always there.’

G2P1: ‘The lock-down has helped with that because now pretty much everyone’s been forced to work from home they’ve all realized that actually quite easy to do.’
Therefore this theme largely suggests that many participants felt prepared and secure in the move to remote working, mainly because previous remote working practices meant the organisation had existing policies in place.

Another minor theme of preparedness was the discussion of awareness campaigns for home-working employees. Participants generally stated that they received information on cyber security in the home in the form of emails from the organisation as well as information on how cyber criminals might use COVID-19. Participants stated that cyber-security information was given regularly and in an 'easily digestible' (FG1P2) way. For example, participants received information on not taking physical papers from the office to home, printing anything confidential, and not using personal email accounts to send or receive scans.

FG1P2: ‘we had quite a lot of communication coming out about getting an IT set up and also about how to handle cyber security when working from home...’

FG4P9: ‘I think we do get emails about it there was one about and working safely from home during coronavirus so I think they do they do push emails about cyber security. I feel like they do quite frequently.’

However, participants in the elite interviews, EI1 and EI2, stated that the pandemic had made their roles in delivering training and awareness and EI2 stated that in general ‘COVID has definitely made things a lot slower’.

This subtheme demonstrates feelings of preparedness and support in terms of cyber security while participants were working at home, from the cyber-security team and the wider organisation. Furthermore, this demonstrates the possibility of remote cyber-security awareness campaigns, as participants perceived that they had effective cyber-security communication about working from home.

7.3 The Remote 'Risk'
Although the previous theme highlighted feelings of security, participants also mentioned perceptions of cyber-security risks associated with working from home. For example, participants mentioned that individuals might be more relaxed at home and, therefore, perhaps pay less attention to cyber-security policies. Moreover, this theme highlights how participants perceived the main 'risky' aspects of remote working were those to do with the physical and human elements.

In general, when talking about the risks of remote working, participants referenced living situations and the environment in the home being more relaxed than that of an office environment. Many participants lived with friends, partners, or families, citing the possibility of accidentally sharing information with them as a possible risk. However, it should be noted that most participants stated that many employees lived on their own or were particularly careful to not share information with those they lived. Other participants suggested that they did not work with any 'secret' information or mentioned a level of trust between those they lived with and themselves.

**G1P6:** ‘I know that I’ve shared my space with my husband who’s in a completely different line of work. And I’ve had some quite confidential phone discussions, he only hears one side and I’m not really the person contributing this top secret information so I don’t think any company’s secrets of leaked out.’

**FG1P1:** ‘If you’re living with flatmates that you maybe don’t know as well and you don’t trust the same way and there’s a chance that someone’s looking over your shoulder and looking at your password or and I would say the threat in that perspective comes from a much more physical being on the phone talking about clients and rather than by virtue of having to have a laptop at home with you and be emailing from home...’

One focus group participant mentioned a potential issue for junior lawyers who could be living with competitors or those working on the opposite side of a particular case.
FG7P15: ‘we might have trainee lawyers sharing flats with people they were at uni with that might work for competing firms for example, so they might be you know quite curious as to what our lawyers are working on when they could be working on the opposite side for example’

This was also echoed in the elite interviews, where it was noted that a possible consequence of working from home was the potential for employees to share confidential information inadvertently.

EI1: ‘When people live in a shared kind of household and are always having sensitive conversations, they need to find a safe place away from listening devices like an Alexa and Google home where they can have confidential conversations and I suspect lots of lawyers are either married to other lawyers or are sharing accommodation with other lawyers who work for different firms yeah, so we’ve got those kinds of things where actually it’s just about situational awareness try the kind of get it to the front of the minds of those individuals.’

Participants also mentioned that individuals might prioritise efficiency over security when working from home compared to the office, the possibility that individuals ‘will become a little bit more relaxed’ (G1P4), or even complacent, owing to the fact that they perhaps feel an increased element of safety in their own homes. However, participants did not expand much on why they believed this to be the case.

FG3P7: ‘Yeah, I think it’s the same most of the time, I think sometimes people get complacent when they’re at home and they think well, I’m relatively safe here…’

Participants argued that this had considerable potential for reputational damage to the firm, which relies on its reputation with clients to function. This was also spoken about in relation to the problem of printing and shredding confidential information at home.

FG7P15: ‘Not having the opportunity to shred documents properly and printers, because the equipment isn’t there… they might take shortcuts if the you know,’
especially in the early days, when we weren’t set up fully as securely as we could be from the off that you know people are under time pressures with clients and things’

EI1 and EI2 also noted that the firm had noticed an increased number of opportunistic phishing attacks that used COVID-19 as a ploy. Hence, participants would be receiving these phishing emails in their home environment. A more significant problem since participants stated that individuals might feel more relaxed at home or if they were feeling stressed from the pandemic.

EI1: ‘There’s obviously being a huge uptake in COVID based attacks yeah and I let the firm know about kind of covid scams covid phishing attacks. The use of kind of government or these ordinary NGOs to kind of use as a front for these attacks...’

This theme, therefore, highlights that when speaking of the risks of working from home, most participants referenced the physical and human-related risk factors, mainly related to the physicality of being in the home environment around others who do not work for the same firm.

7.4 Missing Face-to-Face Contact

Despite feelings of preparedness and security, as noted in the first theme, participants also spoke about missing face-to-face contact with colleagues and how this impacted their work-life experience. This was a slightly smaller theme in the number of participants who referenced the issue, perhaps because participants understood the focus of the research to be on cyber security. However, it was still prevalent.

G1P2: ‘the only thing I’m missing is it’s maybe you know this the social aspect of that right’

It was highlighted that the lack of face-to-face contact made some organisational processes more complicated, that it was more difficult to ask someone a question when needed, and
that this could be an added risk. There was, therefore, a different sense of invading someone’s ‘space’, taking up too much of their time, or it being a less casual conversation when asking someone a question remotely compared to asking someone face-to-face.

G1P8: ‘Yeah, I've always think that and a little strange because my team is very small anyways, but and working remotely it's been kind of hard because you don't want to be calling the same person constantly and because you're a small team, whereas you just have a chat across the desk, you can't do that in the same way so I think it is different not having a person right next to you to bounce query of and, It's definitely different’

Participants mentioned that this lack of ease in asking questions meant that they would only query larger issues they were experiencing. Additionally, participants mentioned that they missed the social aspects of this office, feeding into the wider question of employee wellbeing in remote environments. One participant also highlighted the difference in onboarding during the pandemic. This participant had never met anyone from the office and only met their manager ‘on the interview back in February’ (G1P2). This was seen to have made it harder learn their new role.

Furthermore, EI1 mentioned feeling a broad sense of pressure caused by the pandemic and having to work from home, a sentiment they believed was shared by other employees.

EI1: ‘A guilt of not being able to do their job to the best abilities not being able to homeschool their kids to the best. Feeling that they’re not delivering on all the fronts as best as they can, but what I think, those people don’t appreciate it we're all feeling that thing they're not alone in that guilt. I feel terrible that sometimes my wife is having to stop her work to help schooling or something. I’m having to stop my work and yeah’

This subtheme steers away from direct impact on cyber-security perceptions, awareness and behaviour. The data here highlights how possible feelings of being more isolated impacted participants and how it made work, and perhaps complying with organisational policy, more
difficult. This data is relevant to the data on the impact of cyber security, as employee mindsets significantly impact how they work and interact with organisation policy.

7.5 Summary

Overall, the data within this theme demonstrated how the organisation and its employees were impacted by the global events continuing to this day (at the time of writing). Although, at the time of data collection, the duration and later impacts of the pandemic were unforeseen. This data showed that employees felt their organisation were uniquely prepared for the move to remote working, even though the pandemic had been unpredictable. However, participants also highlighted some potential risks that remote working and the pandemic created, such as privacy between partners in the home environment. Lastly, participants also highlighted some difficulties surrounding feelings of isolation and how this may impact their ability to work efficiently.

7.6 Discussion

This section will look at how participants viewed the move to remote working during the COVID-19 pandemic and, in turn, their influence on participants' feelings towards the organisation and cyber security adds to the current literature on COVID-19 and cyber security (Crossland & Ertan, 2021; Furnell & Shah, 2020; Lallie et al., 2021; Wakefield, 2020; Weil & Murugesan, 2020). Previous research has highlighted that organisations were wholly unprepared for the shift to remote work (Georgiadou et al., 2021; Lallie et al., 2021), whereas the current findings show evidence of preparedness within the organisation. However, the feelings of isolation felt by participants are supported in the related literature (Khan et al., 2020; Lallie et al., 2020; Serafini et al., 2020; Xiao et al., 2021). Moreover, this discussion section will discuss how the findings related to the COVID-19 pandemic and the move to remote working can be viewed through the psychological lens of PMT, the EPPM and the TPB.
7.6.1 Preparedness

The findings showed that the participants generally felt prepared when moving from office-based to home-based or remote working. However, broader research has hypothesised and highlighted how employees and organisations had experienced a sense of unpreparedness in this move, mainly due to the speed and scale with which it had to be done (Crossland & Ertan, 2021, Georgiadou et al., 2021; Lallie et al., 2021; Nurse et al., 2021). In the study conducted by Georgiadou et al. (2021), more than half of the participants reported that they were not briefed about work from home security. Other papers point to this as an example of security risks likely to be rife in times of remote working (Nurse et al., 2021). This may become an issue again when and if the workforce moves back to offices, where a different set of behavioural practices are perhaps required (Crossland & Ertan, 2021). Participants, who may have been working remotely for over two years or still be remote working at the time of writing, may need to be refreshed on office-related cyber-security practices, which will likely differ from remote practices. This change could be further convoluted by hybrid working patterns that many organisations have adopted.

For the participants in the current study, the security risks related to remote working were not perceived to be noticeably different to those experienced when working from the office. Many participants also linked pre-existing cyber-security policy with their sense of preparedness for remote working. However, participants did not reflect on the organisation’s technological preparedness. This is partly a result of the focus of our study and suggests that for employees, the behavioural aspects related to security were foregrounded. However, the current findings contrast existing work on organisations’ (un)preparedness for remote working at the scale experienced during the pandemic. For example, working from home required many employees to work with new third-party communication tools with which they had no familiarity. Some organisations also did not have the required technological security infrastructure to support employees working remotely. The literature suggests this has, in some cases, had a critical impact on an organisation’s security, partly because the time needed to acquire, set up, configure and update secure devices for employees to an acceptable threshold was very limited (Georgiadou et al., 2021). Limited resources to invest in secure VPN connections for remote employees, secure devices, and home Internet
connections in a short amount of time have also been highlighted as an underpinning factor in some employees and employers feeling unprepared for security during the pandemic (Lallie et al., 2021).

Other research has indicated that working from home and using personal devices significantly increased the potential security risks during the pandemic (Chigada & Madzinga, 2021). Moreover, according to Lallie et al. (2021), the software vendors that provided software solutions conducive to work from home and remote communication were themselves unprepared in terms of the security of their products. However, for the participants in our study, increased security risks related to working from home centred on ‘human risks’ rather than technological risks. The discrepancy between the literature and the findings from our study regarding feelings of security and preparedness thus suggests pressing questions for research in terms of cyber security. Finally, Razif et al. (2020) suggest that the ‘availability of infrastructure, facility and technical support is of utmost importance when planning for remote working. These factors, along with effective leadership and training, are seen to underpin the level of working from home technology acceptance experienced by both employees and organisations.

Findings also highlighted that some participants in the current study believed the previous cyber-attack in 2017 to of unwittingly helped their firm prepare for the move to remote working during the COVID-19 pandemic, as similar remote working policies were put in place before. This, therefore, extends previous research looking at the impact of cyber-attacks on employees and organisations. Previous studies and research highlight the physical, digital, economic, psychological, reputational, and social harm often caused by cyber-attacks and demonstrate real examples of when this has been the case (Agrafiotis et al., 2018; Bada & Nurse, 2020). The current research adds to this by showing that on top of all of the harm that cyber-attacks may cause, organisations that manage to go through this and come out the other side may retain some resilience against similar situations requiring quick movement and cyber-security policy changes. This is, of course, by no means a suggestion that suffering a cyber-attack is by any means something to aspire to happen. However, it does highlight the possibility for firms to apply learnings from such situations to other aspects of a business. Perhaps, for example, if and when organisations post-pandemic suffer cyber-security attacks,
they will be able to mobilise their workforce more efficiently owing to previous remote working strategies and policies.

Beliefs concerning preparedness have been related to PMT (Prentice-Dunn & Rogers, 1986), the EPPM (Witte, 1996), and TPB (Ajzen, 1985) in wider literature outside the realms of research on COVID-19 and cyber security. Generally, feelings of preparedness and participation in preparedness behaviours are seen as a good outcome within PMT, EPPM and TPB models when attempting to encourage people to prepare for a particular risk-related event, with these models having been demonstrated to be predictive of such behaviour (Mulilis & Lippa, 1990; Tan et al., 2020; Tang & Feng, 2018; Weber et al., 2018). This could suggest that the concepts within these theories allowed employees within the current study to feel prepared and act accordingly during the move to remote working. For example, data in the subtheme ‘good and strong references to cyber-security culture’ was indicative of beliefs that employees felt the security culture of the organisation was efficacious in producing good cyber-security behaviours. Therefore, the current research highlights how such theories might be applied to understand how organisations and employees coped behaviourally, whether positively or negatively, with the move to remote working during the pandemic and the perceptions of cyber security surrounding this area. This finding extends previous theoretical research, which has primarily looked at the impact of PMT, EPPM and ToPB concepts concerning preparedness for natural disasters such as flooding and earthquakes (Mulilis & Lippa, 1990; Tan et al., 2020; Tang & Feng, 2018; Weber et al., 2018). Future research should look at this in further detail to highlight the specific antecedents of the theory that might offer organisations direction as the current pandemic continues to see moves from office work to remote work and vice versa. Of course, the current research only finds participants to report feelings on preparedness rather than specific behaviours employees took to help them to prepare for the working from home scenario.

In wider research relating to PMT and risks, such as flood risk awareness and cyber-security, training on specific subjects or risks has been demonstrated to be one of the main justifications for preparedness at the collective level (Saban et al., 2021; Scolobig et al., 2012). Suggesting that the more people feel they are trained in certain situations, heightens their sense of preparedness. This links back to the idea surrounding the importance of
training employees in terms of cyber security and to the idea that the organisation was more prepared owing to the experience of needing to work from home previously urgently. Moreover, higher levels of trust are associated with positive evaluations of preparedness (Scolobig et al., 2012). It could be argued, therefore, that, given previous subthemes showing employee trust of the cyber-security team and wider security culture in Error! Reference source not found., such as ‘it’s managed for us’, ‘good and strong references to cyber-security culture’ and ‘separate but accessible; how infosec functions’ within the organisation, this was one of the precursors to feeling prepared during COVID-19 and the move to remote working. Research within cyber security has demonstrated that as security awareness increases, so do feelings of preparedness for cyber security-related issues (Saban et al., 2021). This highlights that trust relating to cyber-security culture and cyber-security teams and feelings of security may help feelings of preparedness in risk situations beyond that of organisational cyber security, such as the move to remote working.

Arguably, the perceptions of preparedness put forward by participants could reflect attitudes of those who do not work within a cyber-security team; those receiving the benefits of cyber-security workers' labours and stress. The two information awareness professionals in the study argued that COVID-19 had made things slightly slower for them. The feelings of preparedness demonstrate that security teams can create an environment where employees feel safe and secure during this time, adding to the literature surrounding the impact of remote working on cyber security and how organisations are best placed to help employees.

7.6.2 Risk and Remote Working

Despite feelings of preparedness, participants in the current study highlighted some risks associated with working from home. The idea that people might be more relaxed at home and the proximity to which employees may work to others that they lived with was a discussion point among participants. This finding is similar to other pieces of surrounding literature where studies have shown that employees share remote working environments with unknown flatmates who may use this home-working period for malicious purposes (Nurse et al., 2021) or that employees may unintentionally share information with others.
The current research adds to this notion by presenting findings from a law firm, an industry where attorney-client privilege and the disclosure of confidential communications are of the utmost importance. It was pointed out that junior lawyers often share flats with other junior lawyers, often of different firms, which proposes a genuine issue in which, on purpose or not, confidential information could be shared. This puts the possibility of this risk, as discussed in Nurse et al. (2021) and Crossland and Ertan (2021), into a real context by demonstrating the reality of hypothesised remote working cyber-security issues.

Another risk considered in the wider research was that cyber-security awareness and training would be more challenging in a remote setting than in an office or that organisations would not be able to remotely train employees in cyber security effectively (Georgiadou et al., 2021, Nurse et al., 2021). This was not a prominent feature within the current research. From ongoing discussions with the organisation during this period and the write-up, it was clear that the organisation was able to give out sufficient training tailored to the remote environment context. However, in support of literature demonstrating an increase in cyber security attacks during the period of the pandemic (Chigada & Madzinga, 2021; Lallie et al., 2021; Muthuppalaniappan & Stevenson, 2021; Nurse et al., 2021), the two security professionals within the study did say there had been an increase in opportunistic phishing attacks against the organisation during this time. However, there was no data relevant to the progression of such attacks throughout the course of the pandemic.

Moreover, findings related to risk in cyber security gave credence to research showing that organisations and the workers within them generally cite human-related cyber-security issues as the biggest risk rather than technological issues (Goo et al., 2014; Hughes-Lartey et al., 2021; Lowry & Moody, 2015; Sabillon, 2022; Zimmerman & Renaud, 2019). This has been discussed in the previous findings’ chapters, as were the consequences of this in relation to psychological theories such as PMT. However, it is perhaps worth highlighting again here that the human aspect was arguably seen as the weakest link in the remote working environment despite feelings of preparedness. This was the case despite many technological concerns that could arguably have been raised.
Furthermore, researchers have suggested that there has been a de-prioritisation of cyber security among workers because of heightened anxiety, stress, depression, and poor mental health caused by the pandemic (Nurse et al., 2021), with individuals needing to focus on their more basic, and vital, health needs. This is seen as a worry by some security professionals when it is coupled with the knowledge of the rise of cyber-security attacks during the pandemic. This arguably fits into a dialogue related to usable security. There is perhaps no question that it seems logical for employees of organisations, who have their own lives and worries, to focus on their more basic needs as a priority, especially during a global pandemic. Therefore, security professionals writing new security policies during this time need to consider their employees’ priorities and not expect the impossible; for security to be a top concern. Future research should look at the degree to which this was considered and how security professionals should factor such concerns in when writing future policies.

7.6.3 Wellbeing

The participants in our study highlighted the sense of isolation from lack of face-to-face contact that they felt and how basic work tasks would become more challenging by not being in the same physical space as their colleagues. The impact on the mental health and wellbeing of employees has also been exemplified in broader work in this context (Khan et al., 2020; Lallie et al., 2020; Serafini et al., 2020; Xiao et al., 2021). For example, stressors related to home working have been linked to not having a separate workspace, care responsibilities for both children and sick friends/relatives, distractions from neighbours, poor Internet connection, technological issues related to the use of new work devices and the feeling of needing to be productive and efficient. This is in addition to broader stressors related to not being able to see family and friends. While not articulated directly by the participants in our study, the inability to have face-to-face contact with colleagues affected their work relations. The wider literature has also noted how repeated lockdowns, quarantine and work from home have led to higher workload, working more hours, anxiety caused by communicating less with co-workers, feelings of isolation, lower productivity, fatigue, and physical indicators such as bodily aches and pains (Khan et al., 2020; Lallie et al. 2020; Serafini et al., 2020; Xiao et al., 2021). Employees who were used to working in offices
have also been reported to suffer not only mental health but also physical health issues (Khan et al., 2020).

The emotional stressors of working from home and the uncertainty that surrounds the pandemic have also been linked to an increase in online threats. Emotions such as relief, fear and hope (Naidoo, 2020) have been argued to be the top three emotions that have been exploited during the COVID-19 pandemic. For example, there has been an increase in the number of phishing attacks experienced by employees during COVID-19, mentioned by participants in the current study and within wider research, which has been linked to a decrease in employees’ general wellbeing (Georgescu, 2021). This is in addition to a rise in the ransomware attacks experienced by companies (Nurse et al., 2021), which has also been ascribed to the fact that employees have had to adapt to working from home routines, as phishing emails have been reported to have been the main reason for the increase in ransomware attacks (Georgescu, 2021). While the participants in our study spoke of organisational risks linked to them working from home, broader studies have noted how employees have been targeted explicitly through different online mediums, including video conferencing and online chat functions (Naidoo, 2020).

Moreover, the cyber-security architecture at home does not have the same levels of security as in organisations, with research arguing this to be even more the case if the home in question has been developed under a smart infrastructure scheme (Andrade et al., 2020). VPN solutions are used to protect telecommuting communications, but security attacks exploit vulnerabilities of home equipment and people so that VPN solutions could reduce their efficiency (Andrade et al., 2020). The increase in COVID-19-related spams and subsequent increase in cyber incidents suggest that the negative impact of the pandemic on the mental health and wellbeing of work from home employees was a significant factor that affected cyber-security behaviours during the COVID-19 (Williams et al., 2020).

7.6.4 Conclusions and Contributions
Overall, the discussion of these findings in relation to the surrounding HCI literature and psychological theory highlights where this research has supported, added to, or conflicted with previous work on the COVID-19 pandemic, cyber security and remote working. Firstly, the current research demonstrates that participants felt their organisation was prepared for the move to remote working and that they felt secure moving to a remote environment. This sentiment sat in contrast to findings and predictions in the surrounding literature (Crossland & Ertan, 2021; Georgiadou et al., 2021; Lallie et al., 2021; Nurse et al., 2021). It was demonstrated that PMT, EPPM and TPB models could be applied in the future to understand the antecedents to the degree of preparedness in organisations. These insights could help organisations understand how to develop future resilience. The remote risks noted in the surrounding literature (Nurse et al., 2021; Crossland & Ertan, 2021) were supported by participants from the case organisation and demonstrated the possibility of everyday security issues in remote working owing to living situations. Moreover, in the present findings, remote work security risks centred on `human risks’ rather than technological ones, which fit into ideas in the surrounding literature that the ‘human as the weakest link’ is still the dominant thinking, despite research trying to promote positive security (Beautement & Sasse, 2009; Inglesant & Sasse, 2010; Nurse et al., Weirich & Sasse, 2001). Research and the findings of the current study further highlight that usable policies need to be considered within the context of the pandemic and the degree to which we can ask people to care about security, given the global context. Finally, the current study added to previous research on how repeated lockdowns, quarantine and work from home have led to issues related to wellbeing among employees (Khan et al., 2020; Serafini et al., 2020; Xiao et al., 2021; Zacher & Rudolph, 2021) which may heighten vulnerability to threats.
Chapter 8. Conclusion

8.1 Introduction

This thesis intended to understand cyber-security culture, behaviours and individual perceptions and biases within the context of a single organisation and the relationships between these dynamics. Secondly, this research investigates how the usable security and positive security narrative, along with psychological theories (PMT, the EPPM and the TPB), could be used to deepen these qualitative and contextual understandings. This was done through a case study of a global law firm, with 40 participants who partook in interviews or focus groups. Through the analysis of the data, four broad themes were produced. These were: external perceptions of cyber-security culture, the individual human element, perceptions of cyber-security training and policies, and the COVID-19 pandemic and the move to remote working. This thesis demonstrates the benefits of using established theories to understand cyber-security behaviours in a qualitative research context. This concluding chapter ties together key discussion points from the previous chapters while setting out the main contributions of this research. Such contributions are articulated with respect to theoretical, empirical, and methodological impact.

8.2 Summaries

8.2.1 Summary of Psychological Theories and Biases

As discussed in sections 2.2.2, 2.2.4 and 2.2.6 of Chapter 2, PMT, the EPPM and the TPB are influential models that attempt to understand and predict human behaviour. Many of the factors and concepts from the three psychological models appear in the current data. For example, as seen in PMT and the EPPM, notions of threat severity could be discovered when participants referenced the NotPetya cyber-attack in 2017. However, perceived threat vulnerability among the participants must also be considered. Many participants
demonstrated optimism when describing how likely the firm was to be a victim of a cyber-attack. This thesis, therefore, provides greater insight into perceived threat severity and how it might be combined with optimism to influence the overall perception of risk. This interaction is important to acknowledge when exploring cyber-security perceptions in the workplace, as both threat severity and optimism influence perceptions. Concepts within the coping appraisal of PMT, both self-and response-efficacy, known as efficacy beliefs in the EPPM, can also be seen in the findings. Participants believed their cyber-security culture to be ‘good and strong’. However, they demonstrated consistent ideas that they, as the ‘human factor’ in the organisation, were and would always be the weakest link in cyber security. This could indicate that participants had low efficacy. Participants also displayed intrinsic and extrinsic benefits for purposely not performing protective actions against threats, i.e., timesaving.

Other displayed perceptions were linked to reduced protection motivation within the PMT model. For example, reduced responsibility could be a maladaptive thinking or defence strategy, whereby participants had diminished ideas of responsibility because they had low efficacy. PMT suggests that when employees perceive their organisations to be vulnerable to security threats, employees should become more motivated to protect their organisation. However, this assumes that employees also feel responsible for and able to conduct the required behaviours (Posey et al., 2014). If participants feel vulnerable to cyber-security threats and have low response efficacy, their motivation to respond will be low, and maladaptive thinking patterns may occur. Participants in the present study suggested that fee earners, in particular, take on less cyber-security responsibility and are less compliant with cyber-security policies than the business staff. Therefore, we observe that PMT sheds light on where participants’ risk perceptions may lead to a reduction in behaving securely. In addition to presenting the applicability of PMT concepts to cyber security, this finding will assist in helping the case-study organisation and organisations more widely pinpoint where they can best improve security messaging, for example, by attempting to increase employee efficacy. Moreover, these findings highlight that organisations need to target individuals differently, as participant perceptions were not uniform.
In comparison to PMT, the EPPM suggests that fear leads to fear-control processes and that without fear or the combination of high efficacy and high perceived threat, an individual would have no response to a perceived threat. If fear did not occur in participants, the EPPM would argue that participants would not be motivated to act in response to any risk communications put out by the organisation. However, the EPPM’s central concept of fear is perhaps not as evident in the current study, as most participants did not indicate having any overt fear perceptions towards cyber security. However, participants did demonstrate a level of behavioural compliance, and the fact they did not show an overt level of fear does not mean that fear did not exist. It is further possible that fear could have led to or been influenced by the optimism bias, as it has previously been demonstrated to have a moderating role on perceived threats (Chen et al., 2021). Moreover, it is conceivable that participants coped with a sense of fear by reducing their sense of responsibility, putting the main cyber-security responsibility on the cyber-security staff. It is probable that the EPPM is more suited to looking at direct responses to fear appeals rather than giving insight into individuals’ perceptions and behaviour in a more naturalised and qualitative setting. The EPPM has further only been used a few times so far within the cyber-security domain and is perhaps more suited to health research, where risks are more personally clear.

Compared to the PMT and the EPPM, The TPB gives specific attention to social expectations or ‘normative beliefs’ and how perceived social pressure or subjective norms might influence behaviour. The impact of normative beliefs could be seen within participants’ beliefs of culture, responsibility, such as ‘it’s managed for us’, and compliance with policies. Participants understood it to be the norm that cyber security was managed elsewhere and that individuals, especially fee earners, might circumvent policies. This suggests mixed norms towards cyber security in the current organisation. Behavioural beliefs can be similarly understood in relation to individuals’ perceptions of behaviour throughout the organisation, as well as probable outcomes of the possible behaviour and the assessments of these outcomes. For example, participants noted some recommended behavioural practices needed to be balanced with practical concerns, such as time taken. Finally, in this case, control beliefs, such as the human factor being the weakest link and optimistic beliefs that a cyber-security attack will ‘not happen again’ to the case-study organisation, were also visible in the current findings. In addition to presenting the applicability of TPB concepts to cyber
security in a case study and qualitative investigation, the findings will assist in helping the case-study organisation pinpoint where they can best improve security messaging. For example, by attempting to increase employee control beliefs and targeting organisational norms, or how the organisation might need to target individuals differently.

Different cognitive biases were found in the current data. The optimism bias, pessimistic views, and the availability heuristic were all present in the current findings. These biases were related to concepts within PMT and the EPPM. Firstly, the optimism bias was found to relate to beliefs surrounding the likelihood of future cyber-security events and perceptions that stemmed from the previous 2017 cyber-security attack on the organisation. Moreover, the current research showed a collective optimism bias, where individuals felt the firm, as a whole, was less at risk of falling victim to a cyber attack than other firms, rather than only themselves as individuals. Previous research has demonstrated that the optimism bias interferes with threat perceptions. Based on this, research has suggested that the optimism bias should be included in behavioural models, such as PMT and the EPPM, when the models are used to understand and predict cyber-security behaviours (Chen et al., 2021). For example, PMT suggests that people must perceive themselves as at risk from a certain threat if they are to undertake behaviours to deal with the threat.

Moreover, Chen et al. (2021) demonstrated that the optimism bias reduces risk perceptions and may lead to under-weighing of the assessed threats when developing intentions to cope with them. The present research arguably supports this idea by presenting that concept from these models and the optimism bias interacted in the current study. However, owing to the qualitative nature and focus of the current research, it is not possible to see exactly where these interactions might occur in the perception of risk process, and future research should aim to look at this. The availability heuristic, where people judge the likelihood of an event happening based on how easily they bring an example to mind (Harvey, 2007), was also found in the present findings. The availability heuristic was further considered as a possible explanation for the finding that human risks were the biggest cyber-security threats.
8.2.2 Summary of Usable Security Considerations

Throughout the findings chapters, we have seen how the results from the current study, add to and can be deepened by the usable security and wider HCI field. In usable security research demonstrated that the current findings corroborate and add to previous research on security culture by demonstrating beliefs of cultural differences between fee earning and support staff. The findings contribute to the debate of responsibility, by demonstrating that non-security participants and participants with cyber security or IT-related roles differ in opinion on how much responsibility staff should take for cyber security. Generally, participants outside IT and security-related roles believed staff should take less responsibility.

Chapter 5 emphasised some possible long-term benefits from experiencing a cyber-attack, such as improved awareness among participants. This corroborates research showing that post cyber-security attacks, participants understood the seriousness of such cyber-security policies and adhered to them better (e.g., Stacey et al., 2021). Previously, however, research has largely highlighted the negative impacts of a cyber-attack (e.g., Bada & Nurse, 2020; Czosseck et al., 2011; Genge et al., 2015; Gupta & Agarwal, 2017; Knight & Nurse, 2020). This suggests the possibility that the optimism bias was also present in participants’ perceptions of the attack. Importantly, the ‘human as a problem’ mindset was seen throughout the findings, although arguably mainly present in Chapter 5. This finding aligns with previous usable security research, which has been attempting to change this ‘human as the problem’ dialogue for decades (e.g., Inglesant & Sasse, 2010; Kirlappos et al., 2013; Renaud, 2011; Sasse et al., 2001; Sasse & Rashid, 2021). The current research shows that the belief of the human as a weakness is not just exhibited by the security professionals in this organisation but also by individual non-security focussed employees. These findings highlight that if cyber security within organisations is to become better aligned with user-focussed ‘positive security’, it is essential to challenge dialogue framing humans as a weakness.

The findings from Chapter 6 lend support to previous studies that have demonstrated that employees may frequently report policy issues, such as authorisation operation issues
(Bartsch & Sasse, 2012), despite a high level of overall reported compliance. More broadly, the current findings support literature showing that employees are not always compliant (e.g., Blythe et al., 2015; Herath & Rao, 2009; Ifinedo, 2009; Siponen et al., 2010; Vance et al., 2012). However, the current research suggests that this is because of unusable aspects of security policy, as previously highlighted in usable security research (e.g., Beautement & Sasse, 2009; Inglesant & Sasse, 2010; Nurse et al., 2011a; Weirich & Sasse, 2001). PMT offered insight by demonstrating that when users perceive the benefits of non-compliant behaviours, this factors into their risk-perception process. User-experience research, the systematic research of users and their needs, has been a large part of technology development for decades (Glanznig, 2012). Such research is well documented, methodologies have been developed and honed, and user-centred design is now recognised to improve the user experience. Poor usability places demand on users, which impacts negatively on their productivity and, ultimately, that of the organisations in which they work by creating security problems of their own (Inglesant & Sasse, 2010; Kirlappos et al., 2013). Such research has not yet been widely applied to security policy within organisations. The current research also demonstrated specific pain points and individual thoughts on cybersecurity training and awareness campaigns. This is useful not only by demonstrating where employees might be having difficulties but by indicating that asking employees for feedback is valuable. This again feeds into a wider dialogue of including the human in the cybersecurity process and using employees as a resource for better security.

The findings showed that participants in the study appreciated the notion of phishing tests and found them useful. Previous research of a usable security nature has predicted and theorised that phishing one’s own employees is likely to cause negative consequences and to be viewed negatively by employees (e.g. Kirlappos & Sasse, 2011; Kumaraguru et al., 2009; Kumaraguru et al., 2007; Sheng et al., 2010). The current research does not challenge this notion but argues that certain contextual factors, in this case, made such phishing campaigns a more positive experience for employees. It was found that in the current organisation, the phishing campaigns were conducted to be positive, whereby the firm reported the success of phishing attacks and did not use sanctions to discipline employees. In comparison to the current organisation, one previous study found the use of sanctions with regard to cybersecurity behaviour campaigns, such as phishing simulations, to be found in 90% of the
organisations researched (Blythe et al., 2020). The psychological models offer further assistance in this context, as by making phishing campaigns positive, reporting the wins and not failures, the organisation would arguably be boosting the efficacy of employees by showing that they are capable and able to spot and report phishing emails. This study, therefore, presents a case where phishing tests have been used positively. Future research should look at providing guidance on how other industry professionals can accomplish this.

Finally, the current findings used both theoretical models and previous cyber-security research to inform the discussion of findings related to the COVID-19 pandemic in Chapter 7. Participants in the current study felt their organisation was prepared for the move to remote working, which contrasts with previous findings (e.g., Georgiadou et al., 2021; Lallie et al., 2021; Nurse et al., 2021). The PMT, EPPM and TPB models could be applied in the future to understand the antecedents to the degree of preparedness in organisations. The human risk was again the focus of any concerns related to remote working and cyber security, highlighting the human as the weakest link narrative again and suggesting consistency between beliefs during COVID-19 and more general beliefs. Furthermore, during the pandemic, as noted in the current study and other research (e.g. Beaument & Sasse, 2009; Inglesant & Sasse, 2010; Nurse et al., 2011a; Weirich & Sasse, 2001), individuals are experiencing increased levels of stress and anxiety. This highlights again the need for usable policies and questions the degree to which we can ask people to care about security, given the global context.

8.3 Theoretical Contributions

Broadly, the current findings contribute to theoretical understandings of PMT, the EPPM and the TPB, respectively, within the field of cyber security. The current research further fills a gap in the literature by exploring the perceptions and behaviours of employees within an organisation by employing both usable security and psychological theory together. These areas of research are often studied separately.
Previously, concepts within the aforementioned theories have been researched in isolation. Studies have conducted questionnaires and experiments to understand the correlations and relationships between intention and behaviour in cyber security. In such research, it is the relationships and influence of individual factors within theories are made experimentally clear, and these studies have been extremely impactful for the field (e.g., Blythe et al., 2015; Bulgurcu et al., 2010; Herath & Rao, 2009b; Ifinedo, 2009; Sommestad et al., 2015). However, such studies also remove the naturalised environment in which participants make these judgments due to their experimental nature. Hence, the current research aids and contributes to previous work by demonstrating the existence of theoretical concepts in a case study within a natural environment.

The current study further contributes to theory by demonstrating support for concepts within PMT, the EPPM, the TPB, and wider human factors of cyber security. As seen in PMT and the EPPM, concepts of efficacy and threat could be seen in the current findings. The TPB was discussed in terms of how behavioural beliefs, normative beliefs and control beliefs might be relevant to views of security culture. However, an overt finding of fear was not found in the study, perhaps because the current research does not study a specific cyber-security threat. Hence, the current research arguably offers less support to the EPPM. The EPPM has only been applied by researchers to cyber security within a few studies, the majority of which were published after the current research was completed (Chen et al., 2021; Masuch et al., 2021; Zhang & Borden., 2020). Therefore, the current research contributes theoretically by examining the application of the theory to the cyber-security field.

Based on the discovery of these concepts within this case study, the current research can hypothesise why individuals may not be holding correct beliefs about cyber-security issues or why they may be behaving in a certain manner. Using the lens of these theoretical theories further allowed the research to pinpoint how, within cognitive-behavioural models, perceptions of cyber security and behaviours in cyber security develop within the framework of organisational cyber security.
The current research studied cultural and individual cyber-security factors, along with cyber-security awareness and training, within the context of an organisation at a particular point in time. This provides researchers and professionals with information regarding user perceptions and behaviours, pinpointing where users struggle with aspects of certain policies and how these issues may combine to impact individuals’ subsequent behaviour. With this deepened knowledge, researchers and industry professionals may be able to improve culture and policies for employees, which might, in turn, aid security.

The different findings related to the human element were found to be related to concepts in various psychological theories, PMT, the TPB and the EPPM. This is particularly important for the latter two theories, as they have not gained as much support in the area of cyber security. It was shown that the optimism bias could be both considered a maladaptive response to PMT constructs mechanism (Scheier & Carver, 1985) as well as a direct influence on individual threat appraisals (Chen et al., 2021). Thus, the current research extends PMT and EPPM research and lends possible support to the findings by Chen et al. (2021) by highlighting the optimism bias to influence risk concerns. Future research should aim to tease out these differences, perhaps in more controlled experiment-based studies.

Moreover, it was demonstrated that, through the lens of the theories, the perception of human aspects being the main risk to cyber security might reduce efficacy in individuals. This is important for future research and industry to consider, given the prominence of this view in research and wider media. It was demonstrated that PMT and TPB could offer insights into the consequences of policies having reduced security usability and aid understanding of how this might impact employees’ cyber-security perceptions and behaviours.

It was suggested that PMT, EPPM and TPB models could be applied in the future to understand the antecedents to the degree of preparedness in organisations during the COVID-19 pandemic. This could help organisations understand how to develop future resilience. This further demonstrates how the current research suggests theoretical support for using psychological theory to research an emerging field, the understanding of cyber security within organisations during the COVID-19 pandemic.
8.4 Empirical Contributions

This thesis contributes to empirical research on usable security and research on the human factors of cyber security within organisations. Therefore, the current research both extends previous research and offers new insights into usable security issues.

The findings extended and added to cyber-security culture research in several ways. The data demonstrated that participants generally understood or saw the security culture of the organisation to be good and strong, relating to previous work on culture and how top management support in organisations is beneficial (Ashenden & Sasse, 2013; Hu et al., 2012; Uchendu et al., 2021). Participants also highlighted a few cultural differences. Participants saw a difference between the fee earning and support staff sides of the business regarding cyber-security behaviours. This extends previous work on cyber-security subcultures (e.g., Albrechtsen & Hovden, 2009; Da Veiga, 2016; Hofstede, 1998; Kolkowska, 2011; Muendo, 2014; Whelan, 2017) by demonstrating that cyber-security cultural differences may be found between fee earning and support staff in organisations. This finding also extends previous work from within law firms, where research has shown that the ‘fee earner vs fee burner’ mentality not only exists but may lead to low retention rates among support staff (Forstenlechner et al., 2009). There was also a perceived difference between law firms and other sectors, perhaps demonstrating a bias of participants to see their organisation as better. Previous research on responsibility suggests that the reduced cyber-security responsibility among fee earning staff could be why they are seen to behave less securely.

The current research contributed to our understanding of the optimism bias in cyber security. Findings relating to the optimism bias demonstrated the existence of a collective form of optimism that extends to the whole organisation. This is an important finding as, previously, optimism bias research in cyber security has been relatively individual (e.g., Campbell et al., 2007; Chmielarz & Szumski, 2019; Cho et al., 2010; Haltinner et al., 2015; Kim et al., 2018; Rhee et al., 2005; Rhee et al., 2012). The current research further demonstrated that the 2017 cyber-attack had a lasting impact on the firm. This finding compares to previous research by showing that the long-term repercussions of the attack were often
viewed positively rather than negatively. This may also have research implications for anyone specifically interested in NotPetya. Although, this finding could be a further example of the optimism bias. However, it is not clear what the repercussions of the optimism bias would be. For example, some research shows that the optimism bias leads individuals not to take protective action (Chmielarz & Szumski, 2019; Loske et al., 2013). However, other research shows it could also be beneficial for employees to be optimistic (Conversano et al., 2010). This highlights that there are a few ways to interpret the current findings and whether the optimism bias is positive or negative for cyber security.

Importantly, the current research adds to existing findings of the human as a weakness dialogue (Beautement et al., 2008; D’Arcy et al., 2014; Inglesant & Sasse, 2010; Renaud, 2011) as participants displayed consistent views that the human was the main point of weakness for cyber security and that employees believed themselves to be the weak link. Therefore, the extent to which participants could have efficacy if they believed themselves to be the weak link was questioned. This highlights that more work is needed in order for employees to be treated and feel as though they are part of solutions in cyber security. Importantly, this research demonstrates how psychological based and usable security-related research can complement each other to create a more coherent understanding of employees.

The current findings contribute to research on the perceptions of cyber-security training and policies. The findings demonstrated that the focus on human factors as threats in the current data supports previous work (Schaik et al., 2017; Zimmermann & Renaud, 2019). This idea is also a possible example of the availability heuristic (Tversky & Kahneman, 1974), perhaps one of the first empirical demonstrations of this heuristic in cyber security. The current research contributes to academic research and scholarship on phishing tests. Previous research has highlighted possible ethical and methodological issues with phishing one’s employees. Despite this, the current research demonstrated that employees find phishing tests to be a useful exercise if done in a way that projects positivity.

Ideas concerning job roles suggested a split between ideas of responsibility between cyber security and IT professionals and other non-security roles. This was then related to the
concept of normative beliefs within the TPB. This again highlights differences between staff, which has implications for cyber-security awareness programmes and training. The findings related to behavioural practices and policy pain points were also related to the usable security literature (e.g., Beaumé & Sasse, 2009; Inglesant & Sasse, 2010; Nurse et al., 2011a; Weirich & Sasse, 2001). It was demonstrated that future research should look at how cyber-security training might be best tailored to fit different cyber security needs and further demonstrated the usefulness of organisations creating feedback and dialogue with employees.

In contrast to existing research (e.g., Georgiadou et al., 2021; Lallie et al., 2021; Nurse et al., 2021), the current research demonstrated that they felt their organisation was prepared for the move to remote work. This finding contributes to existing work by suggesting how some employees were able to feel prepared for the move, owing to their previous experience of home working. This might be important for research as the world continues to work remotely and hybrid work. The remote risk noted in the surrounding literature (Nurse et al., 2021; Crossland & Ertan, 2021) were put into context, both in the pandemic and inside a law firm, demonstrating the possibility of everyday security issues in remote working owing to living situations. Previous research and the current study's findings further highlight that those usable policies need to be considered within the context of the pandemic and the degree to which we can ask people to care about security, given the global context. The current study further added to previous research on how repeated lockdowns, quarantine and work from home have led to issues related to wellbeing among employees (Khan et al., 2020; Serafini et al., 2020; Xiao et al., 2021; Zacher & Rudolph, 2021) which may heighten vulnerability to threats.

This research has drawn out several findings that will also be of interest to those working within the cyber-security industry, both in research and business. The identification of theoretical concepts will assist in helping the current organisation and future organisations pinpoint where they can best target cyber-security messaging and training, for example, by attempting to increase employee control beliefs and targeting organisational norms.
The research further demonstrates many instances where participants had different perceptions. Therefore, this shows the high degree to which organisations contain employees with different views and needs, meaning organisations need to target individuals differently. Participants also showed different wants and thoughts about security training and policies and gave specifics on issues and improvements. This emphasises that asking employees for feedback can be extremely valuable in cyber security. A notion that may seem simple but is often not taken advantage of (Reinfelder et al., 2019). The current research does note that not all organisations and industries may have the time or resources to do this; however, this approach might use fewer resources and money than implementing unusable policies that lead to non-compliant behaviours.

8.5 Methodological Contributions

This thesis studied the perceptions and behaviours of employees within an organisation via qualitative methods within a case study. This research method is relatively unique compared to the extensive quantitative and mixed methods research that dominates the cyber-security field. Therefore, the use of this method within this field advances the knowledge of this method and makes a methodological contribution to the field of cyber security by demonstrating its use in research and industry in this specific context.

Moreover, this method proved valuable in gaining impactful insights from participants. As research has stated, organisations need an improved feedback link between employees and information security policy and technology. This thesis achieved presenting an example of how this might be achieved. Of course, not all organisations will have access to this type of research or the time and money to complete research on this scale. However, this thesis demonstrates that conducting focus groups and interviews with employees do provide valuable insight.

More specifically, the current research demonstrated that discussing culture with participants can be a useful method, for research, rather than ‘measuring’ culture through instruments. The use of this method has implications for future research by presenting a new
employee inclusive technique for research. Moreover, the findings suggest that organisations should not only look at the impact of organisational cyber-security policies and their usability on employees but also how policies and cyber-security requirements in people’s personal lives. For example, how many websites require different and complicated passwords. Moreover, future research and industry should aim to do more user experience research on their policies to improve them for employees and security.

8.6 Contributions to Industry and Practitioners

This research has drawn out several findings that will be of interest to those working within the cyber security industry, both in business and research. The identification of theoretical concepts will assist in helping the current organisation and future organisations pinpoint where they can best target cyber security messaging and training, for example by attempting to increase employee control beliefs, and targeting organisational norms. The current research also demonstrates how psychological based and usable security-related research can complement each other, to create a more coherent understanding of employees. Moreover, the current research has attempted to demonstrate how usable security can be used to empower employees rather than constrain them, which might be of importance to those developing cyber security strategy initiatives.

The research further demonstrates many instances where participants have different perceptions. Therefore, this shows the high degree to which organisations contain employees with different views and needs, meaning organisations need to target individuals differently. Participants also showed different wants and thoughts about security training and policies and gave specifics on issues and improvements. This emphasises that asking employees for feedback can be extremely valuable in cyber security. A notion that may seem simple, but that often is not taken advantage of (Reinfelder et al., 2019). This could be utilised by those wanting to create cyber security strategy initiatives tailored to individual organisations, and subgroups within organisations. The current research does note that not all organisations and industries may have the time or resources to do this, however, this
approach might use fewer resources and money than implementing unusable policies that lead to non-compliant behaviours.

The current research has implications for bridging research between academia and industry. There is not a wide degree of similar research at present within the cyber-security domain (Uchendu et al., 2021). Without such research, it would be challenging to ascertain the true value of previous theories and studies and whether they might impact the real-world cyber-security culture in situ. The current research hopefully, therefore, might provide an example for industry professionals where research has been successfully conducted and shared without the need for extensive NDAs and data sharing restrictions. The current organisation also expressed hope that this might be the case.

Finally, the present research has direct implications for the organisation in which this research took place. At the time of writing, the researcher is still in contact with the organisation and has presented the research to the cyber-security awareness specialists within the organisation. These individuals currently hope to take the current findings forward by presenting them to the board and using them as a basis to create future awareness and training programmes that better suit their employees.

8.7 Limitations and Future Directions

Despite the implications of the current research, it is notwithstanding limitations. Firstly, as discussed in the methodology, the current research is based on one case study, so its generalisability is limited. The current research does not argue that the results are generalisable, instead, it is argued that the research represents a base for future research and an example of how these methods can work in cyber security. In line with this limitation, even though the current organisation operates globally, all the current research was conducted with those from offices around the United Kingdom. Initially, the research had a more international outlook. However, owing to issues surrounding the pandemic, this did not prove viable. The generalisability of the current research should be extended by replicating the current findings in different contexts and countries. Moreover, a few high-level findings
also found in previous literature might be extrapolated. For example, the existence of cultural differences within one organisation were demonstrated in the current research and have been demonstrated previously (Da Veiga, 2016; Da Veiga & Martins, 2017; Hofstede, 1998; Kolkowska, 2011; Muendo, 2014; Whelan, 2017). It can therefore be expected that other organisations will contain some forms of cyber-security subcultures, even if these subcultures do not directly reflect those found previously.

Further, it is possible that there could be something specific about an organisation that willingly agrees to take part in research. Some might argue that the organisation has less to hide, or already has thought about and developed cyber-security practices when compared to other organisations. This is likely true, however, by promoting this type of research, we might hope to pave the way for different organisations participating in the research and therefore contributing to a more diverse research landscape.

As is generally the case when asking participants to report on their behaviour and perceptions, especially as security behaviours can be seen as being linked to job performance (Podsakoff et al., 2003), social desirability biases could have influenced participants’ discussions. For example, participants may have underreported compliance issues or overreported the degree to which they felt the security culture was good. The researcher attempted to offset these issues by assuring the participants that everything they said would be anonymised and that the study was an attempt to learn from them rather than test them.

Moreover, as is the nature of the type of qualitative research conducted here, we can only provide support for the concepts of the theories discussed rather than the order in which these concepts occur. For example, it is not clear whether normative beliefs influence the intention to perform behaviours in the current research. However, these concepts and their process have been demonstrated in much research, both related to cyber security and outside of cyber security before.

The fact that the majority of the participants were ‘fee burners’ and not ‘fee earners’ may have also impacted the findings of the research in some way. Although the ‘fee earners’ in the current research did display similar perceptions and thinking around cyber security and
displayed views consistent with the ‘fee burner’s’ interpretation of them. It is possible that we may have got more varying views if more ‘fee burners’ were included. However, due to the nature of this role, it is likely that most of the ‘fee burners’ in the current organisation did not have time to be interviewed, hence the low number of this demographic.

A few potential future directions have already been discussed throughout the last few sections of this chapter and the general discussion; however, these will be summarised here. Firstly, the current research suggests that future studies should aim to use participant discussion as a method to gain insight into cyber-security culture, perceptions, biases and behaviours. Future research might additionally look at whether the use of such methods helps employees within organisations feel included in the cyber-security process. In the current research, such findings were also deepened by using psychological theory and usable security together; future research might also benefit from using these two perspectives in combination.

It was also clear from the current research that future research could also explore various considerations of the optimism bias. For example, this study is one of the first to demonstrate a collective optimism bias. Future research should aim to investigate this in other organisations and scenarios to see if the phenomenon is widespread. The optimism bias was also found in conjunction with more pessimistic beliefs, suggesting the need to tease out when both of these occur and what it means if both occur simultaneously. Moreover, the influence of the optimism bias on risk perception theories should be further investigated to add to the current and Chen et al.’s (2021) research.

Researchers in cyber security, along with industry, need to further try and work with cyber-security experts to change the perception of the human as the problem in cyber security. The current research and many other studies show that employees and employers believe themselves, as humans, to be the weakest link in cyber security. Using the usable security literature together with PMT, the EPPM and the TPB, the current research has demonstrated why this concept of the self as the cyber-security problem might not be best for individuals, organisations, or security generally.
Lessons Learned: Tips for Future Researchers

In this section I will provide some lessons I learned from conducting this type of in-depth research with an organisation in the hope that it could aid other researchers in the field. However, it should be noted that this section is based purely on my personal experience during this research, and the experience of others is likely different.

Firstly, if you want to conduct research within an organisation, you need to find an organisation that will participate. This is probably the most difficult stage. As discussed in section 3.2.3, I approached this by emailing various contacts, provided by supervisors and myself. These were not just any random contacts within organisations, but contacts who worked specifically within cyber-security functions. This is important, as these people will likely have the biggest buy-in to your research, and control over whether the organisation participates. This is not to say you should not contact other people, dedicated programme managers or c-suite contacts would also be ideal. If you do not have any contacts, LinkedIn and Twitter can also be useful resources.

I ensured that the original email sent to organisations highlighted not only the proposed research and the benefits the research would provide to myself as a PhD student, but the benefits my research could provide to the organisation. Remember, you are an experienced researcher, offering to give in-depth insight into aspects of this organisation. This is an extremely valuable service, that organisations often pay competitive amounts for professionals to do. Of course, you may not have the business experience professionals have, and you are looking to provide research on a very specific topic, but you are also offering to do this for free.

Secondly, I was also lucky enough to find an organisation who did not require me to go through a strict NDA (non-disclosure agreement) process. If possible, I would recommend trying to do the same, this would enable you to share your research and therefore have
greater impact in the research field. Keep in mind that this stage can take a while, and plan accordingly.

Thirdly, when you have access to an organisation, you need to think about the appropriate research methods to use to investigate your topic. Throughout this thesis, I highlighted the benefits of online interviews and focus groups, and I do this these methods have their benefits. However, I used this method out of necessity during COVID-19 lockdowns. If I could go back and do my research again, I would do the interviews and focus groups in person. In person research will help you gain more context on the organisation you are doing the research with, you can experience the environment of your participants, and this might lend to a more in-depth ethnographic opportunity. It is also important you highlight to the organisation that participants will need to remain anonymous. You will send the organisation an anonymised final report, but they should never see any data that identifies an individual or group of individuals.

Fourthly, I will provide some very practical advice. When creating interview schedules, make sure you create diary invites for the participants. Before I started doing this half-way through my research, I had many no-shows. After I started sending diary invites, the no-shows lessened. Remember, although the organisation has agreed to the research, participants are just employees taking time out of their day to answer questions often quite abstract to them.

Finally, I would recommend meeting with your main contact/s in the organisation regularly during your research. This helps you build a strong relationship, and you can provide insights that may help them in some capacity along the way.
Chapter 9. Appendices

9.1 Appendix A: Topic Guides

9.1.1 Elite Interview Topic Guide

Topic 1: Job role
- Where do you sit in the organisation’s structure?
- What role do you play in information security?
- Do you interact with the technological side of information security?

Topic 2: Security culture
- How do you view the security culture of the organisation?
  - As a whole
  - Differences and similarities between individuals/offices/departments/countries
  - How do other people view it?
- What about cultural vision?
- How does this ‘vision’ translate into specific activities you do?

Topic 3: Resources
- How do you and your team secure resources?
- How do you talk to boards about needing resources?
- How do you decide what to spend resources on?

Topic 4: Information security measures/training
- What communications have you previously used / currently have in place?
- Why do you choose one method over the other?
- How to decide what to focus on?

Topic 5: Data
- How do you use and keep data from campaigns and training you run, for example, phishing campaigns?
9.1.2 Focus Group Topic Guide

Welcome
- Introduction of research
- Information sheet, consent forms to be signed and demographics form to be completed
- Introduction of participants

Personal Threat
- How likely are you to be the victim of a cyber-attack? (open to interpretation, prompt if needed)
- Which threats do you feel impact you?
- Have WFH practices meant a change in your view on this?
- Why do you think some colleagues might be the victim of a cyber-attack?
- What are the consequences?
- Who is responsible?

Company threat
- How likely is the company to be the victim of a cyber-attack?
- Why?
- How likely are other law firms?
- Response efficacy of company policy
- Usability of company policies and software
- Experiences
- Did the company’s previous data breach impact any views?

Opinions on behavioural interventions
- Ask if there are any people can think of
- Ask about accountability
- Ask about affirmation
- General training

Measures are given/taken to relieve the threat
- Self-efficacy
- Response cost
9.1.3 Interview Topic Guides

**Topic guide for managers:**

1. **Behaviours**

   ‘I am going to ask you about your security behaviours’
   ‘Your knowledge is as valuable as mine / you’re the experts’ – build up the Confidence

   Does security come into the way you see day to day activities in your job?

   Does security come into the way you see and behave about your job?
   - Daily
   - Email
   - Passwords
   - Any other daily impact policies

2. **Policy**

   What is your involvement in IS security policy?
   - Do you inform policy?
   - Would you like to?
   - Would they see managers informing information security policy as important?

   Have your company’s current information security policies and strategies been accepted by employees well?

3. **Culture**

   - Do people care about information security
   - Does it differ between managers and employees?

   How many people do you manage?

   Do you see categorical differences in behaviours and attitudes between employees?

   Do you act as someone who your employees go to manage?

   Are employees seen as a weak link/solution?

   I’ve been told your company employs a more human-centric and human as a solution focus to information security, have you found this to be true?
   - What impact has this had?
   - Do you think this has had a positive impact?

   How are employees in terms of ‘compliance’?
• Are managers better at complying?
• Do employees comply
• Are they receptive?

4. Resources
• Where do you and your employees go to seek information?
• Does the organisation provide adequate resources?
• Training?

Attitude speculation

How do employees view information security within the organisation?
• Do you believe they see cyber security as a top priority problem?
• Do employees understand and know about different threats?

Interaction
• Is there much interaction between employees and managers about cyber security?
• Do employees have or want to have input on policies?

Did the ransomware attack in 2017 have an impact on any of the company policies or your own behaviour?
**Topic guide for employees:**

1. **Behaviours**
   `I am going to ask you about your own security behaviours`
   `Your knowledge is as valuable as mine / you’re the experts` – build up the Confidence

   Does security come into the way you see and behave in reference to your job?
   - Daily
   - Email
   - Passwords
   - Any other daily impact policies

2. **Policy**
   What is your involvement in IS security policy?
   - Do you inform policy?
   - Would you like to?
   - Would you see informing information security policy as important?

   What do you think about the organisational policy?
   - Anything that works well
   - Anything that doesn’t

3. **Resources**
   - Where do you go to seek information?
   - Does the organisation provide adequate resources?
   - Training?

4. **Campaigns**
   Do you like the current information security policies and campaigns? Do they work well?
   - What impact has this had?
   - Do you think this has had a positive impact?

5. **Culture**
   Of the company in general
   - Do people care about information security
   - Why?
   - Does it differ between managers and employees?
   - Are people scared
   - Or do they feel safe?

   I’ve been told your company employs a more human-centric and human as a solution focus to information security, have you found this to be true?
Rewards and punishments
- Do they organisation reward or punish employees?
- Would you be responsive to either of?

6. **Attitudes**
Do you believe you and other employees are an asset/resource or maybe weakness?

Attitude speculation
- What do managers think about employees in terms of information security
- What do you think about managers?

Did the ransomware attack in 2017 have an impact on any of the company policies or your own behaviour, in your opinion?
9.2   Appendix B: Study Information Sheets

9.2.1   Elite Interviews

**Participant Information form**

**Study Title: Perceptions in Information security**

**Invitation to take part**
You are invited to take part in an interview as part of a Cyber Security PhD at Royal Holloway, University of London. Before you agree to take part, please read the following information carefully and ask the researchers if you have any questions or concerns.

**Why is this research being done?**
This study at your organisation forms part of a research project that will contribute to a three-year doctoral thesis on human factors in information security.

**Who is doing the research?**
I am a PhD researcher in the Information Security Group, Royal Holloway and I am co supervised in the Psychology Department. I am part of the Cyber Security Centre for Doctoral Training, which is sponsored by EPSRC grant EP/P009301/1.

**What is the purpose of this study?**
The purpose of this interview is to understand how your organisation and your role at this organisation is structured, how information security fits into the organisation, is viewed and rolled out, why decisions are made, and how employees are viewed and treated in terms of information security.

**Do I have to take part?**
No, it is your choice whether you participate or not and your participation is entirely voluntary. If you do decide to take part, then you are free to withdraw from the study at any time and you do not need to give a reason. During the focus group, you are also free to choose not to answer any questions or participate in certain discussions, without giving a reason.

**What would taking part involve?**
If you decide to take part, you will be asked to participate in a one to one discussion which will last around 40 minutes. You may be asked questions as a starting point for the discussion, but you may contribute anything you think is relevant to this discussion. Your real name or any identifying information will never be used in the write up of the report.

**Will the discussion be recorded?**
Yes, an audio recording of the discussion will be used to make a transcript for research purposes. You will be referred to via a pseudonym in the transcripts and any research report and publication, your real name or any identifying information will not be used.

**Are there any disadvantages or risks to taking part?**
You will not be disadvantaged in any way for taking part in this study. There are no substantial risks to taking part. However, if any of the questions make you feel uncomfortable, or you wish to find out more about cyber security threats, all participants will be provided with the contact information of the researcher and some useful informational websites.

**Are there any benefits to taking part?**
By taking part in this study you will provide valuable information that could help the researchers to gain new understanding of how cyber security behaviours and how threats are perceived. Ultimately this may help in the attempt to reduce cyber threats, by understanding where interventions are needed, or improving cyber security communications.

**What will happen to the results?**
As audio-recorded material will be transcribed at a later date, interview transcripts are likely to be stored in electronic format as an audiofile and a word-processed text file, for a period of time until December 2021 at the latest. The data will only be stored as long as necessary and will be permanently deleted as soon as the analysis and content has been finalised. Results will be written up for submission as part of my PhD thesis. It is also possible that the results of the project may be submitted for academic publications, blogs or presented to academic audiences. Results will be presented in terms of groups of individuals. If any individual data are presented or published, the data will be completely anonymous, without any means of identifying the individuals involved. The data will be held privately and will not be shared with unauthorised parties.

**Will my information remain confidential?**
All the information collected about you during the course of the research will be kept strictly confidential in accordance with current data protection regulations (for more information, please see Royal Holloway’s Data Management Policy [here](#)). Data storage and access will also be managed in line with the General Data Protection Regulation Regulation (GDPR) (for more information on your rights when it comes to accessing interview-related data, please see Royal Holloway’s Data Protection Policy [here](#)). You will not be able to be identified in any reports or publications. All data will be identified only by a code, with personal details kept in a locked file or secure computer with access only by the researcher. You will not be identified to the organisation; only anonymised reports will be fed back to the organisation.

**Who can I contact about the study?**
If you have any questions about the study, please contact us using the details below:

- **Researcher:** Georgia.crossland.2013@live.rhul.ac.uk
- **Supervisors:** m.cinnirella@rhul.ac.uk or rikke.jensen@rhul.ac.uk
9.2.2 Focus Groups

Participant Information form

Study Title: Perceptions in Information security

Invitation to take part
You are invited to take part in a focus group research study as part of a Cyber Security PhD at Royal Holloway, University of London. Before you agree to take part, please read the following information carefully and ask the researchers if you have any questions or concerns.

Why is this research being done?
This study at your organisation forms part of a research project that will contribute to a three-year doctoral thesis on human factors in information security.

Who is doing the research?
I am a PhD researcher in the Information Security Group, Royal Holloway and I am co supervised in the Psychology Department. I am part of the Cyber Security Centre for Doctoral Training, which is sponsored by EPSRC grant EP/P009301/1.

What is the purpose of this study?
The purpose of this study is to understand people’s perceptions and behaviours in relation to information security threats, and what may impact or motivate these, with specific reference to the optimism bias. The study aims to understand how information security is perceived at your organisation. Furthermore, the study will look at where people receive information about cyber security threats. The study also aims to investigate the usefulness of information security information communications to change biases and will ask your opinion of some examples.

Do I have to take part?
No, it is your choice whether you participate or not and your participation is entirely voluntary. If you do decide to take part, then you are free to withdraw from the study at any time and you do not need to give a reason. During the focus group, you are also free to choose not to answer any questions or participate in certain discussions, without giving a reason.

What would taking part involve?
If you decide to take part, you will be asked to participate in a group discussion which will last around 40 minutes with 10-15 minutes to view and discuss some cyber security information extracts. You may be asked questions as a starting point for the discussion, but you may contribute anything you think is relevant to this discussion. Your real name or any identifying information will never be used in the write up of the report. The focus group discussion will consist of between 4 to 6 others.

Will the discussion be recorded?
Yes, an audio recording of the discussion will be used to make a transcript for research purposes. You will be referred to via a pseudonym in the transcripts and any research report and publication, your real name or any identifying information will not be used.
Are there any disadvantages or risks to taking part?

You will not be disadvantaged in any way for taking part in this study. There are no substantial risks to taking part. However, if any of the questions make you feel uncomfortable, or you wish to find out more about cyber security threats, all participants will be provided with the contact information of the researcher and some useful informational websites.

Are there any benefits to taking part?

By taking part in this study you will provide valuable information that could help the researchers to gain new understanding of how cyber security behaviours and how threats are perceived. Ultimately this may help in the attempt to reduce cyber threats, by understanding where interventions are needed, or improving cyber security communications.

What will happen to the results?

As audio-recorded material will be transcribed at a later date, interview transcripts are likely to be stored in electronic format as an audiofile and a word-processed text file, for a period of time until December 2021 at the latest. The data will only be stored as long as necessary and will be permanently deleted as soon as the analysis and content has been finalised. Results will be written up for submission as part of my PhD thesis. It is also possible that the results of the project may be submitted for academic publications, blogs or presented to academic audiences. Results will be presented in terms of groups of individuals. If any individual data are presented or published, the data will be completely anonymous, without any means of identifying the individuals involved. The data will be held privately and will not be shared with unauthorised parties.

Will my information remain confidential?

All the information collected about you during the course of the research will be kept strictly confidential in accordance with current data protection regulations (for more information, please see Royal Holloway’s Data Management Policy here). Data storage and access will also be managed in line with the General Data Protection Regulation (GDPR) (for more information on your rights when it comes to accessing interview-related data, please see Royal Holloway’s Data Protection Policy here). You will not be able to be identified in any reports or publications. All data will be identified only by a code, with personal details kept in a locked file or secure computer with access only by the researcher. You will not be identified to the organisation; only anonymised reports will be fed back to the organisation.

Who can I contact about the study?

If you have any questions about the study, please contact us using the details below:

Researcher: Georgia.crossland.2013@live.rhul.ac.uk
Supervisors: m.cinnirella@rhul.ac.uk or rikke.jensen@rhul.ac.uk
9.2.3 Interviews

Participant Information form

Study Title: Perceptions in Information security

Invitation to take part
You are invited to take part in an interview research study as part of a Cyber Security PhD at Royal Holloway, University of London. Before you agree to take part, please read the following information carefully and ask the researchers if you have any questions or concerns.

Why is this research being done?
This study at your organisation forms part of a research project that will contribute to a three-year doctoral thesis on human factors in information security.

Who is doing the research?
I am a PhD researcher in the Information Security Group, Royal Holloway and I am co supervised in the Psychology Department. I am part of the Cyber Security Centre for Doctoral Training, which is sponsored by EPSRC grant EP/P009301/1.

What is the purpose of this study?
The purpose of this study is to understand people’s perceptions and behaviours in relation to information security threats, and how they view other employees’ attitudes and behaviours. The study aims to understand how information security is perceived at your organisation.

Do I have to take part?
No, it is your choice whether you participate or not and your participation is entirely voluntary. If you do decide to take part, then you are free to withdraw from the study at any time and you do not need to give a reason. During the interview, you are also free to choose not to answer any questions or participate in certain discussions, without giving a reason.

What would taking part involve?
If you decide to take part, you will be asked to participate in an interview which will last around 30-45 minutes. You may be asked questions as a starting point for the discussion, but you may contribute anything you think is relevant to this discussion. Your real name or any identifying information will never be used in the write up of the report.

Will the discussion be recorded?
Yes, an audio recording of the discussion will be used to make a transcript for research purposes. You will be referred to via a pseudonym in the transcripts and any research report and publication, your real name or any identifying information will not be used.

Are there any disadvantages or risks to taking part?
You will not be disadvantaged in any way for taking part in this study. There are no substantial risks to taking part. However, if any of the questions make you feel uncomfortable, or you wish to find out
more about cyber security threats, all participants will be provided with the contact information of
the researcher and some useful informational websites.

**Are there any benefits to taking part?**
By taking part in this study you will provide valuable information that could help the researchers to
gain new understanding of how cyber security behaviours and how threats are perceived. Ultimately
this may help in the attempt to reduce cyber threats, by understanding where interventions are
needed, or improving cyber security communications.

**What will happen to the results?**
As audio-recorded material will be transcribed at a later date, interview transcripts are likely to be
stored in electronic format as an audiofile and a word-processed text file, for a period of time until
December 2021 at the latest. The data will only be stored as long as necessary and will be
permanently deleted as soon as the analysis and content has been finalised. Results will be written up
for submission as part of my PhD thesis. It is also possible that the results of the project may be
submitted for academic publications, blogs or presented to academic audiences. Results will be
presented in terms of groups of individuals. If any individual data are presented or published, the data
will be completely anonymous, without any means of identifying the individuals involved. The data
will be held privately and will not be shared with unauthorised parties.

**Will my information remain confidential?**
All the information collected about you during the course of the research will be kept strictly
confidential in accordance with current data protection regulations (for more information, please see
Royal Holloway’s Data Management Policy [here](#)). Data storage and access will also be managed in line
with the General Data Protection Regulation Regulation (GDPR) (for more information on your rights
when it comes to accessing interview-related data, please see Royal Holloway’s Data Protection Policy
[here](#)). You will not be able to be identified in any reports or publications. All data will be identified
only by a code, with personal details kept in a locked file or secure computer with access only by the
researcher. You will not be identified to the organisation; only anonymised reports will be fed back to
the organisation.

**Who can I contact about the study?**
If you have any questions about the study, please contact us using the details below:

Researcher: [Georgia.crossland.2013@live.rhul.ac.uk](mailto:Georgia.crossland.2013@live.rhul.ac.uk)
Supervisors: [m.cinnirella@rhul.ac.uk](mailto:m.cinnirella@rhul.ac.uk) or [rikke.jensen@rhul.ac.uk](mailto:rikke.jensen@rhul.ac.uk)
Appendix C: Consent form

Participant Consent Form
Study Title: Perceptions in Information security

Having read the information sheet, please answer the following questions:

I confirm that I have read and understood the information sheet and had any questions I asked answered to my satisfaction

YES   NO   (please delete one)

I confirm that I understand that I may leave the focus group/interview at any time and refuse to answer any question, without giving a reason

YES   NO   (please delete one)

I confirm that I agree to take part in this focus group study

YES   NO   (please delete one)

I confirm that I am happy to have the focus group discussion recorded

YES   NO   (please delete one)

I confirm that I understand that these recordings will be kept anonymous by the researcher

YES   NO   (please delete one)

Name: ___________________________________________ (please print)

Signature ___________________________ Date ________________
Appendix D: Demographic Questions

Participant Demographics form
Study Title: Perceptions in Information security

Having read the information sheet and having signed the consent form, please answer the following demographic questions:
Note: these questions will be used to gauge the range of participants involved in the study and will not be used to later identify participants.

1 - Please indicate your gender (please circle one)
   Female  Male  Other  Prefer not to say

2 - Please state your age
   ______________

3 – What is your Nationality?
   ______________

4 – Please state your job title
   ______________

5 – Please tell us which department you work in
   ______________
Appendix E: Debrief

Participant Debrief Sheet

Study Title: Perceptions in Information security

Thank you for taking part in this focus group/interview research study, which was carried out as part of a Cyber Security PhD at Royal Holloway, University of London. The purpose of this study was to gain a greater understanding of the optimism bias in relation to information security threats in your workplace. We also looked at what may impact or motivate these perceptions and behaviours. Furthermore, the study looked at where people receive information about cyber security threats. The study also aims to investigate the usefulness of information security communications, and whether such communications are considered to be persuasive in influencing the optimism bias, and how they might be improved.

If you want to find out more information about cyber security threats, and how such threats can be reduced, the UK National Cyber Security Centre (https://www.ncsc.gov.uk) provide information and guidance on this, both in relation to businesses and the home. Or talk to the relevant people at your workplace.

Furthermore, if you have been the victim of cyber-crime, and a discussion about this has made you feel upset, you can get support and find out more from Victim Support’s cyber-crime page https://www.victimsupport.org.uk/crime-info/types-crime/cyber-crime.

Who can I contact about the study?

If you have any questions about the study, please contact us using the details below:

Researcher: Georgia.crossland.2013@live.rhul.ac.uk
Supervisor: m.cinnirella@rhul.ac.uk
Appendix F: Vignettes

9.6.1 Vignette 1

‘I never believed that I would be a victim of a cyber-attack. I thought I was of little interest to ‘hackers’. I also thought I would be able to spot a phishing email if I was sent one, I thought phishing emails would be of poor quality, with spelling mistakes and poor-quality logos. I was wrong. I received an email from what looked like my bank, telling me that my account had been compromised and asking for an update of various pieces of personal information such as my username, password and some bank account details. A few days later I lost all the money on my debit card. This has made me realise, everyone is the intended target of these attacks, and I need to be more careful. I know now that I should keep my security software up to date and that banks will not ask me to click on an email link.’

9.6.2 Vignette 2

Information-security threats (also called cyber security threats), such as phishing, computer viruses and malware are on the rise. A recent study demonstrates that 80% of people are unable to consistently identify phishing emails. Cyber criminals use phishing emails to encourage individuals (victims) to click on links to websites they’ve created solely for the purpose of information theft. They trick users into typing their names, addresses, login IDs, passwords, and/or credit card information into fields on sites that look like they belong to real companies. In some cases, just clicking the link provided in the email could automatically download malware onto the user’s device. Once the malware is installed, hackers can easily steal the victim’s information without their knowledge.

To better protect yourself from becoming a victim of a phishing scam, a security expert offers the following advice:

- Keep your security software and browsers up to date
- Hover over links to identify obvious fakes; make sure that an embedded link is taking you to the exact website it purports to be
- Take your time and inspect emails for obvious red flags: misspelled words, incorrect URL domains, unprofessional and suspicious visuals and unrecognized senders
- Instead of clicking on a link provided in an email, visit the website of the company that allegedly sent the email and log in to provide information this way.

9.6.3 Vignette 3

This quote is from ‘Jamie’ who works at a law firm.

‘I have recently been the victim of a phishing attack. I had my bank account accessed and money stolen because I clicked on a link, thinking it was my bank, and filled out the information asked of me. This included some bank details as well as some personal information such as my date of birth, username and password. This has made me realise, everyone is the intended target of these attacks, and I need to be more careful. To prevent
further instances like this, we all need to keep security software up to date and be cautious when clicking on email links.’
9.7 Appendix G: Code Book

9.7.1 Individual Human Element Nodes

<table>
<thead>
<tr>
<th>Name</th>
<th>Files</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>The human element (I)</td>
<td>20</td>
<td>126</td>
</tr>
<tr>
<td>Mention of Cyber Attack</td>
<td>20</td>
<td>68</td>
</tr>
<tr>
<td>Human as hinderance</td>
<td>18</td>
<td>24</td>
</tr>
<tr>
<td>Biases</td>
<td>14</td>
<td>29</td>
</tr>
<tr>
<td>Optimism Bias negative views</td>
<td>11</td>
<td>25</td>
</tr>
<tr>
<td>The human element (FG)</td>
<td>7</td>
<td>129</td>
</tr>
<tr>
<td>Mention of cyber attack</td>
<td>7</td>
<td>43</td>
</tr>
<tr>
<td>Human barrier and imp...</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>Biases</td>
<td>7</td>
<td>75</td>
</tr>
<tr>
<td>Pessimistic personal and organis...</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>Personal</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>other factors</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>Optimistic</td>
<td>7</td>
<td>31</td>
</tr>
</tbody>
</table>

9.7.2 Perceptions of Cyber Security Training and Policies Nodes

<table>
<thead>
<tr>
<th>Name</th>
<th>Files</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>The organisation and policy</td>
<td>21</td>
<td>256</td>
</tr>
<tr>
<td>Usability</td>
<td>16</td>
<td>24</td>
</tr>
<tr>
<td>Training</td>
<td>20</td>
<td>76</td>
</tr>
<tr>
<td>Should be less easy</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Risks or Threats</td>
<td>12</td>
<td>38</td>
</tr>
<tr>
<td>Reinforcers</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Practices</td>
<td>14</td>
<td>42</td>
</tr>
<tr>
<td>Job Role</td>
<td>19</td>
<td>46</td>
</tr>
<tr>
<td>compliance</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Awareness</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>The organisation and policy</td>
<td>7</td>
<td>168</td>
</tr>
<tr>
<td>Threat examples</td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td>Protective steps</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>Organisational Policies</td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td>Job role</td>
<td>7</td>
<td>22</td>
</tr>
<tr>
<td>Awareness and training</td>
<td>7</td>
<td>85</td>
</tr>
</tbody>
</table>

9.7.3 The COVID-19 Pandemic and Remote Working Nodes
9.7.4 Security Culture Nodes

<table>
<thead>
<tr>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RW and the Pandemic (FG)</strong></td>
</tr>
<tr>
<td>smooth transition</td>
</tr>
<tr>
<td>prepared</td>
</tr>
<tr>
<td>No change</td>
</tr>
<tr>
<td>cyber attach</td>
</tr>
<tr>
<td><strong>negatives</strong></td>
</tr>
<tr>
<td>miss face to face</td>
</tr>
<tr>
<td>increased risk</td>
</tr>
<tr>
<td>improved risk</td>
</tr>
<tr>
<td>feel secure and suppor...</td>
</tr>
<tr>
<td>Awareness and training</td>
</tr>
<tr>
<td><strong>RW and Pandemic (I)</strong></td>
</tr>
<tr>
<td>Well prepared</td>
</tr>
<tr>
<td>No impact</td>
</tr>
<tr>
<td>Miss social aspects</td>
</tr>
<tr>
<td>Feel supported</td>
</tr>
<tr>
<td>Changed cyber security</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Security Culture (I)</strong></td>
</tr>
<tr>
<td>Views of infosec</td>
</tr>
<tr>
<td>Infosec are IT</td>
</tr>
<tr>
<td>Give feedbackwork...</td>
</tr>
<tr>
<td>feeling Safe</td>
</tr>
<tr>
<td>A hinderance</td>
</tr>
<tr>
<td>responsibility</td>
</tr>
<tr>
<td>Trusting others</td>
</tr>
<tr>
<td>supervision</td>
</tr>
<tr>
<td>Managed for us</td>
</tr>
<tr>
<td>Individual responsibi...</td>
</tr>
<tr>
<td>Combination</td>
</tr>
<tr>
<td>Cultural differences</td>
</tr>
<tr>
<td>Lawyers fee earner...</td>
</tr>
<tr>
<td>Law sector increase...</td>
</tr>
<tr>
<td>Hierachical split</td>
</tr>
<tr>
<td>Department split</td>
</tr>
<tr>
<td>age</td>
</tr>
<tr>
<td><strong>Security Culture (FG)</strong></td>
</tr>
<tr>
<td>Responsibility</td>
</tr>
<tr>
<td>Positive</td>
</tr>
<tr>
<td>Help seeking behaviours</td>
</tr>
<tr>
<td>Feeling safe</td>
</tr>
<tr>
<td>Caring attitudes security</td>
</tr>
</tbody>
</table>
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