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ABSTRACT 

Inclusion within information systems and ICT4D research is primarily invoked as a positive benefit on 

the human actors involved. Set in this context, this thesis conceptualises inclusion under the growing 

presence of digital platforms as complex newfound participation afforded to socioeconomically 

marginalised individuals.   

¢ƘŜ ǘƘŜǎƛǎ ŜƳǇƭƻȅǎ ǘǿƻ ƻǾŜǊƭŀǇǇƛƴƎ ǘƘŜƻǊŜǘƛŎŀƭ ƭŜƴǎŜǎ ƻŦ ΨƭƛǉǳƛŘ ǎǳǊǾŜƛƭƭŀƴŎŜΩ ό.ŀǳƳŀƴ ϧ [ȅƻƴ 

нлмоύ ŀƴŘ ΨŀōƴƻǊƳŀƭ ƧǳǎǘƛŎŜΩ όCǊaser 2008). Firstly, the metaphor of liquidity in this thesis deconstructs 

surveillance as a mesh of multiple visibilities within digital platforms. Secondly, a social justice framing 

positions the impact of the surveillant visibilities on marginalised individuals as an intersectional 

outcome of inclusion performed across cultural, economic and political dimensions. 

The empirical context involves studying India's governmentally mandated digital identity 

platform (Aadhaar), situated within the constellation ƻŦ ŘƛƎƛǘŀƭ ΨƎƛƎ-ǿƻǊƪΩ ǇƭŀǘŦƻǊƳǎ ǘƘŀǘ ŀǊŜ ōŜŎƻƳƛƴƎ 

prevalent sites of employment.  The data presented forms a qualitative case study of the experience 

of three groups of gig-workers, namely domestic workers, cab-drivers and food-delivery workers, 

forming a total of 60 interviews. This is supported by ethnographic field observations and auto-

ethnographic research, working as gig-worker in south India.  

The thesis is in an Ψalternative formatΩ with three constituent papers presenting interrelated 

perspectives of digital platforms and their wider ecosystem.  The first paper studies the use of Aadhaar 

by domestic workers and cab-drivers (Krishna 2021) and ƻǇŜǊŀǘƛƻƴŀƭƛǎŜǎ ΨŀōƴƻǊƳŀƭ ƧǳǎǘƛŎŜΩ ŀǎ ŀ 

framework to theorise cultural, economic and political dimensions of justice as being synergistic with 

elements of surveillance and datafication inherent to digital identification. The second paper details 

the practices of datafication and surveillance within the food-delivery platform (Krishna 2020). It finds 

that in the performance of gig-work, (in)justice is experienced spatiotemporally by workers within their 

daily work practices. The third paper (Krishna n.d.)  uses ŀ ƭŜƴǎ ƻŦ ΨƭƛǉǳƛŘ ǎǳǊǾŜƛƭƭŀƴŎŜΩ to conceptualise 

the concomitant roles of platforms in enacting surveillance and enabling inclusion. Within platform 

ecosystems, ŀ ΨƭƛǉǳƛŘ inclusionΩ is exposed to be dictated by episodic tasks of self-surveillance rather 

than being an absolute positive benefit of participating in the digital economy.   

The thesis bridges a gap in literature within information systems and ICT4D by juxtaposing 

surveillance and inclusionΦ Lǘ ŀŘŘǎ ǘƻ ǘƘŜ ŜƳŜǊƎƛƴƎ ƭƛǘŜǊŀǘǳǊŜ ƻƴ ΨŘŀǘŀ ƧǳǎǘƛŎŜΨ ƛƴ ƻǇŜǊŀǘƛƻƴŀƭƛǎƛƴƎ ƧǳǎǘƛŎŜ 

under platform ecosystems and specific practices of gig-work environments. 
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1. INTRODUCTION 

This chapter provides an outline of this thesis, beginning with the motivation and rationale for the 

research. Then a brief background is presented of the empirical setting, followed by a discussion of 

research questions. This thesis adopts an alternative format of three constituent papers. This chapter 

ends with an overview of the specific contexts of the papers and how they connect together.  

1.1. Motivation and Rationale 

This thesis is set within and traces the impact of a phenomenal growth in digital platforms in India. 

¢ƘŜǊŜ Ƙŀǎ ōŜŜƴ ŀ ǿƛŘŜ ŀƴŘ ŘŜŜǇ ŘƛƎƛǘŀƭ ǘǊŀƴǎŦƻǊƳŀǘƛƻƴ ƻŦ LƴŘƛŀΩǎ ƎƻǾŜǊƴƳŜƴǘŀƭ ŀƴŘ ŎƻƳƳŜǊŎƛŀƭ 

services in the last decade and a half. This thesis looks at how this advent of digital platforms impacts 

those who find themselves inducted into a digitally mediated economy for the first time,  particularly 

those groups who are already socio-economically marginalised. Within this, the thesis presents the 

experiences of informal workers entering the digital economy for the first time under surveillance and 

datafication practices of digital platforms.  

The most noticeable digital platform, which has perhaps had the most significant impact on 

marginalised groups in India, is that of Aadhaar ςthe national biometric and digital identity system. 

Aadhaar - ƳŜŀƴƛƴƎ ΨŦƻǳƴŘŀǘƛƻƴΩ ς ƛǎ ŀ ǇǊƻƎǊŀƳ ǘƻ ŀǎǎƛƎƴ ŀ мн ŘƛƎƛǘ ΨǳƴƛǉǳŜ ƛŘŜƴǘƛǘȅΩ ǇǊƻƧŜŎǘ ǘƻ ŀƭƭ LƴŘƛŀΩǎ 

residents. Aadhaar, proposed in 2009 and implemented by the Unique Identification Authority of India 

ό¦L5!LύΣ ǿƻǊƪǎ ǘƻ ΨƎǳŀǊŀƴǘŜŜ ƛŘŜƴǘƛǘȅΩ ƻŦ ǘƘƻǎŜ ǿƘƻ ŜƴǊƻƭ ƛƴ ǘƘŜ ǇǊƻƎǊŀƳΦ  ¢ƘŜ ǳƴƛǾŜǊǎŀƭ ŎƻǾŜǊŀƎŜ ƻŦ 

!ŀŘƘŀŀǊ Ǉƻǎƛǘƛƻƴǎ ƛǘ ŀǎ ŀ ƳŀƴŘŀǘƻǊȅ ΨǎƛƴƎƭŜ ŎƘŀƴƴŜƭΩ ŦƻǊ ŜȄƛǎǘƛƴƎ ŀƴŘ ƴŜǿŜǊ ǇǳōƭƛŎ ǎŜŎǘƻǊ ǎŜǊǾƛŎŜΣ 

welfare and benefits programmes (UIDAI 2012). Employing this universal coverage, Aadhaar in 2018 

had reached more than 1.2 billion of the Indian population, including an estimated 500 million below 

the poverty line.  

The main aim of Aadhaar is to achieve financial inclusion by serving as unique, biometric, 

mobile and digitally verifiable proof of identity for individuals to establish trust during their online and 

offline interactions. Both government and private technology sector proponents of Aadhaar 

positioned digital identity as a reliable way to bring the large working population of informal workers 

into the mainstream economy (Nilekani & Shah 2016). As the consequent adoption of  Aadhaar 

increased with millions of Indians enrolling into the system, the context of its application shifted from 

ōŜƛƴƎ ǘƘŜ ƛŘŜƴǘƛǘȅ ŦƻǊ ƎƻǾŜǊƴƳŜƴǘ ǎŜǊǾƛŎŜǎ ǘƻ Ƴŀƴȅ ŎƻƳƳŜǊŎƛŀƭ ǎŜǊǾƛŎŜǎ ƻǇǘƛƴƎ ǘƻ ǳǎŜ ƛǘ ŀǎ ŀ ΨǇǊƻƻŦ ƻŦ 

ƛŘŜƴǘƛǘȅΩΦ 
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Another sweeping change effected by digital platforms and connected to Aadhar was how 

informal workers both sought employment and performed their labour. Online recruitment portals 

ǘŀǊƎŜǘƛƴƎ ΨōƭǳŜ-ŎƻƭƭŀǊΩ ƛƴŦƻǊƳŀƭ ǿƻǊƪŜǊǎ ŦƛǊǎǘ ŀŘƻǇǘŜŘ ǘƘŜ ǳǎŜ ƻŦ !ŀŘƘŀŀǊ ŀǎ ŀ ǇŀǊǘ ƻŦ ŀ ōŀŎƪƎǊƻǳƴŘ 

ǾŜǊƛŦƛŎŀǘƛƻƴ ŦƻǊ ŜƳǇƭƻȅƳŜƴǘΦ ¢Ƙƛǎ ǘƘŜƴ ŜȄǘŜƴŘŜŘ ǘƻ ǘƘŜ Ŧŀǎǘ ŜƳŜǊƎƛƴƎ ΨƎƛƎ-ǿƻǊƪΩ ŘƛƎƛǘŀƭ ǇƭŀǘŦƻǊƳǎΦ Gig-

work is time-limited and task-based employment usually mediated by digital smartphone apps that 

ƳŀǘŎƘ ŀ ΨƎƛƎ-ǿƻǊƪŜǊΩ ǿƛǘƘ ǘƘŜ ŎǳǎǘƻƳŜǊǎ ǊŜǉǳƛǊƛƴƎ ŀ ǎǇŜŎƛŦƛŎ ǎŜǊǾƛŎŜΦ 9ǊǎǘǿƘƛƭŜ ƛƴŦƻǊƳŀƭ ǿƻǊƪŜǊǎΣ 

initially cab-drivers, found work on these platforms. Aadhaar became a primary route of entry into gig-

work as it was needed as documentary proof by the platform and banks. Then Aadhaar was linked to 

personal income tax numbers for all workers, and it was made necessary for any digital payment 

systems. All of thiǎ ŜƴǘǿƛƴŜŘ !ŀŘƘŀŀǊ ǿƛǘƘ ƛƴŦƻǊƳŀƭ ǿƻǊƪŜǊǎΩ ŜȄǇŜǊƛŜƴŎŜΣ ŦǊƻƳ ǊŜŎǊǳƛǘƳŜƴǘ ǘƻ ǘƘŜƛǊ 

daily performance of work.  

1.2. Juxtaposing Surveillance and Inclusion 

This research is motivated by the contemporaneous development trajectories of Aadhaar as a 

governmental digital identity platform and gig-work platforms as a commercial source of employment 

and the multiple points where these two intersect.  Both Aadhaar and gig-work platforms have become 

ŀ ǾŀƭƛŘ ǊƻǳǘŜ ǘƻ ΨƛƴŎƭǳǎƛƻƴΩ ŦƻǊ ƛƴŦƻǊƳŀƭ ǿƻǊƪŜǊǎΦ  DƛƎ-work has become a viable mode of employment 

in India over the last decade, with both cab-hailing and food-delivery services becoming the most 

commonly used gig-work platforms (FE 2019).  Both these types of platforms have a near duopoly in 

2021, with Uber and Ola Cabs being the biggest platforms for cab-hailing and Swiggy and Zomato for 

food-delivery. What was seen was an intricate meshing of commercial and governmental platform 

ǘŜŎƘƴƻƭƻƎƛŜǎΣ ǿƘƛŎƘ ǎƛƎƴŀƭƭŜŘ ŀƴ ŜǎŎŀƭŀǘƛƴƎ ŎƻƳǇƭŜȄƛǘȅ ƻŦ ǘƘŜ ǿƛŘŜǊ ŘƛƎƛǘŀƭ ǇƭŀǘŦƻǊƳ ΨŜŎƻǎȅǎǘŜƳΩΦ This 

effacing of the private and public sector divide led to obvious governmental surveillance concerns and 

commercial data exploitation.  Equally, researchers and labour rights activists raised issues within gig-

work platforms about how the digital mediation of work and livelihoods affected workers.  

The state, unsurprisingly, preferred to distance itself from any idea of surveillance, inevitably 

ŜƳōǊƻƛƭŜŘ ƛƴ ǘƘŜ ƴŀǊǊŀǘƛǾŜ ƻŦ !ŀŘƘŀŀǊΩǎ ōƛƻƳŜǘǊƛŎ ǘŜŎƘƴƻƭƻƎƛŜǎ ŀƴŘ ƛǘǎ Řŀǘŀ ŎƻƭƭŜŎǘƛƻƴΦ wŜƧŜŎǘƛƴƎ 

outright the concerns about surveillance, Nandan Nilekani, the then head of UIDAI, rationalised the 

use of Aadhaar as a tool of inclusion to bring the informal sector into a digitally-driven formal fold:  
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[Aadhaar is] really a huge project of social inclusion. It's about giving people a 
chance to be  part of the formal society, or the formal economy. (Nilekani 2013, 
pg. 2) 

[Aadhaar] just gives you an ID and verifies your ID. So, the ID database does not 
collect all kinds of data about you. It really collects only very basic information, 
such as your name, your address, your date of birth, your sex, and your 
ōƛƻƳŜǘǊƛŎǎΧ {ƻΣ ŜǾŜǊȅōƻŘȅ ƪŜŜǇǎ ǘƘŜƛǊ ƻǿƴ ǇŀǊǘǎ ƻŦ ǘƘŜ ŘŀǘŀΤ ǘƘŜǊŜ ƛǎ ƴƻ ά.ƛƎ 
.ǊƻǘƘŜǊέ ƘŜǊŜΦ Lǘϥǎ ƴƻǘ ŀōƻǳǘ ƳŀǎǎƛǾŜ Řŀǘŀ ŎƻƭƭŜŎǘƛƻƴΦ Lǘϥǎ Ƨǳǎǘ ŀ ǎƛƳǇƭŜ L5 ǎȅǎǘŜƳΧ 
(Nilekani 2013, pg. 10) 

Nilekani elsewhere in the same speech contradicts this idea of a benevolent identity system by centring 

ǘƘŜ ǎǳǊǾŜƛƭƭŀƴŎŜ ŎŀǇŀōƛƭƛǘƛŜǎ ƻŦ ŘƛƎƛǘŀƭ ǇƭŀǘŦƻǊƳǎ ǿƘŜƴ ŘƛǎŎǳǎǎƛƴƎ !ŀŘƘŀŀǊ ŀǎ ŀ ǿŀȅ ǘƻ ΨƭŜŀǇŦǊƻƎΩ Ƴƛƭƭƛƻƴǎ 

into inclusion. He said : 

ΧǿƘŀǘŜǾŜǊ ǿŜϥǊŜ ŘƻƛƴƎ ǘƻŘŀȅ ŎƻǳƭŘ ƴƻǘ ƘŀǾŜ ōŜŜƴ ŘƻƴŜ ŦƛǾŜ ȅŜŀǊǎ ŀƎƻΦ Lǘ Ƙŀǎ ōŜŜƴ 
made possible because computing power and software have become more 
powerful and because one can set up databases for a billion people, which has 
been shown to us by the Internet companies that have a billion users. (Nilekani 
2013, pg. 3) 

The above example shows the inherent paradoxical role digital platforms play, which begins with 

!ŀŘƘŀŀǊΩǎ ǳƴŘŜǊƭȅƛƴƎ ǘŜŎƘƴƛŎŀƭ ŀǊŎƘƛǘŜŎǘǳǊŜ ǇǊƛƴŎƛǇƭŜǎΦ  !ŀŘƘŀŀǊΩǎ ŀǊŎƘƛǘŜŎǘǳǊŜ ǿŀǎ ōǳƛƭt on Big Data 

ǇǊƛƴŎƛǇƭŜǎ ƻŦ ΨƻǇŜƴƴŜǎǎΩ ǘƻ ŀŎƘƛŜǾŜ ƳŀȄƛƳǳƳ ƛƴǘŜǊƻǇŜǊŀōƛƭƛǘȅ ǿƛǘƘ ƻǘƘŜǊ ŦƻǊƳǎ ƻŦ ƴŜǘǿƻǊƪŜŘ 

ǘŜŎƘƴƻƭƻƎȅ ŀƴŘ ΨǎŎŀƭŀōƛƭƛǘȅΩ ǘƻ ŀŎƘƛŜǾŜ ƘƛƎƘ ǾƻƭǳƳŜǎ ƻŦ Řŀǘŀ ŀƴŘ ǘǊŀƴǎŀŎǘƛƻƴǎ όVarma 2014).  The hope 

of Aadhaar being a route to financial inclusion was matched by the expectation that it will be a data-

ŘǊƛǾŜƴ ŀƴŘ ŎƻƴǎǳƳŜǊ ƳŀǊƪŜǘƛƴƎ ǘƻƻƭΦ !ŀŘƘŀŀǊ ǿŀǎ ŜȄǇŜŎǘŜŘ ǘƻ ŎǊŜŀǘŜ ƻǇǇƻǊǘǳƴƛǘƛŜǎ ŦƻǊ ŀ ΨƳƻǊŜ ƻǇŜƴ 

ƳŀǊƪŜǘǇƭŀŎŜΩ ǿƘŜǊŜ ƳŀǊƎƛƴŀƭƛǎŜŘ ǇƻǇǳƭŀǘƛƻƴǎ ŎƻǳƭŘ ƻǾŜǊŎƻƳŜ ǘƘŜƛǊ ΨŀƴƻƴȅƳƛǘȅΩ ǘƻ ǇŀǊǘƛŎƛǇŀǘŜ 

effectively as consumers. (MoneyLife 2010). In short, Aadhaar as a digital identity program was mired 

in surveillance and inclusion being co-positioned even if implicitly so.  

The digital transformation in Indian society that began with Aadhaar, saw other key events 

and programs adding to a complex landscape. In this marginalised workers of the informal sector have 

been a clear target audience with gig-work  platforms being the logical inheritor of all these impacts. 

A significant event that primarily affected informal workers and had wider economic impact was the 

demonetisation announced by the Union government in 2016 (Gupta & Auerswald 2019). 

Demonetisation meant that nearly 80% of cash in circulation was taken out of use by the Indian 

government, citing control of coǊǊǳǇǘƛƻƴ ŀƴŘ ΨōƭŀŎƪ ƳƻƴŜȅΩ. Economic analysts considered 

demonetisation as having shocked the informal economy into a formalisation of its financial 

transactions, mainly with digital payments enabled by Aadhaar (RBI 2019a). In more recent times, the 

government has centred gig-ǿƻǊƪ ŀǎ ŀ ǊƻǳǘŜ ǘƻ ŦƻǊƳŀƭƛǎƛƴƎ ǘƘŜ ΨōƭǳŜ-ŎƻƭƭŀǊ ǿƻǊƪŦƻǊŎŜΩ όET 2021). Here, 
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an Aadhaar based registration of gig-workers and other informal workers is mandated into a 

governmental portal, resulting in a National Database of Unorganized Workers (NDUW) (Eshram n.d.).   

Additionally, in the next decade, nearly 90 million new gig-workers are expected to emerge in 

the Indian economy, with many of them transitioning into digital platform ecosystems largely from 

informal sectors (BCG 2021). This ecosystem at its core is made of the overlapping networks of 

governmental and private sector digital platforms of Aadhaar and gig-work with broader connection 

to banking, digital payments, and other downstream digital commercial activities these platforms 

influence. The erstwhile informal workers then are scrutinised by a network of multiple surveillance 

mechanisms, performed by government, private, biometric and digital means. A central concern here 

is the discriminatory potential this surveillance will have on the already socio-economically 

marginalised workers. This digital participation at the same time is expected to afford them access to 

potential financial inclusion through digital payments and formal banking.  

Fundamentally, Aadhaar's basis for inclusion springs from its function of casting individuals as 

data. !ŀŘƘŀŀǊΩǎ ǇǳōƭƛŎ ŀƴŘ ǇǊƛǾŀǘŜ ǎŜŎǘƻǊ ǇǊƻǇƻƴŜƴǘǎ ōŜƭƛŜǾŜ ōŜƛƴƎ Ŏŀǎǘ ƛƴǘƻ Řŀǘŀ ǿƛƭƭ ŦǊŜŜ ƳŀǊƎƛƴŀƭƛǎŜŘ 

individuals from larger socio-cultural markers and drive social inclusion. Aadhaar is depoliticised as a 

Ψrandom number generated devoid of any classification based on caste, creed, religion and geographyΩ 

(UIDAI n.d., About Aadhaar page)1.  This thesis picks up on such uncritical techno-optimistic stances as 

a signal to explore the complex economic and other socio-cultural impacts on the marginalised 

individual cast as data. For instance, it has been acknowledged that even when the state shapes and 

improves the technical security aspects of Aadhaar, its benefits do not always apply to the marginalised 

population, leaving them more vulnerable to a misuse of their personal data (ET 2018).  Additionally,  

marginalised individuals will face a steeper barrier in reaching intended inclusive outcomes from 

platforms like Aadhaar due to structural factors like data-literacy, absence of awareness, or lack of 

access to redressal mechanisms to data theft (Abraham et al. 2017).  Particularly for informal workers, 

data then is intimately involved with their participation in the digital economy, in performing labour 

and seeking a livelihood within a complex platform ecosystem. 

1.3. A Question of Datafication 

Ultimately, informal workers navigate the negative impact of commercial and governmental 

surveillance tactics within digital platform context, which also defines a pathway to inclusion into the 

wider economy as a potential positive benefit. This study centres on this seemingly paradoxical nature 

 
1 {ŜŜ Ψ!ōƻǳǘ !ŀŘƘŀŀǊΩ ǇŀƎŜ ŀǘ ¦L5!LΩǎ ǿŜōǎƛǘŜ 
https://uidai.gov.in/index.php?option=com_content&view=article&id=14  

https://uidai.gov.in/index.php?option=com_content&view=article&id=14
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ƻŦ ǿƻǊƪŜǊǎΩ ǇŀǊǘƛŎƛǇŀǘƛƻƴ ƛƴ ǘƘŜ ŘƛƎƛǘŀƭ ǇƭŀǘŦƻǊƳ ŜŎƻǎȅǎǘŜƳ ōȅ ŦǊŀƳƛƴƎ ǎǳǊǾŜƛƭƭŀƴŎŜ ŀƴŘ ƛƴŎƭǳǎƛƻƴ ŀǎ 

entwined. At the poƛƴǘ ƻŦ ǘƘŜƛǊ ƛƴǘŜǊǎŜŎǘƛƻƴ ƛǎ ǘƘŜ ƛŘŜŀ ƻŦ ΨŘŀǘŀŦƛŎŀǘƛƻƴΩΦ 5ŀǘŀŦƛŎŀǘƛƻƴ ƛǎ ŀ ǇǊƻŎŜǎǎ ǊƻƻǘŜŘ 

ƛƴ ǘƘŜ Ψ.ƛƎ 5ŀǘŀΩ ǇŀǊŀŘƛƎƳΣ ǿƘƛŎƘ ƛǎ ǇǊŜǎŜƴǘŜŘ ŀǎ ǘƘŜ ǘǊŀƴǎŦƻǊƳŀǘƛƻƴ ƻŦ ǎƻŎƛŀƭ ŀŎǘƛƻƴǎ ƻǊ ƻǳǘŎƻƳŜǎ ƛƴǘƻ 

data through online quantification (Mayer-Schoenberger & Cukier 2013, Van Dijck 2014). This 

datafication that co-positions surveillance mechanisms and pathways to inclusion is under question 

here.  

¢Ƙƛǎ ǘƘŜǎƛǎ Ŏŀǎǘǎ !ŀŘƘŀŀǊΩǎ ŎƻǊŜ ŦǳƴŎǘƛƻƴ ŀǎ ŘŀǘŀŦƛŎŀǘƛƻƴΣ ŀƭƭƻǿƛƴƎ ǇŜǊǎƻƴŀƭ Řŀǘŀ ǘƻ ƳƻǾŜ ǿƛǘƘƛƴ 

the platform ecosystem. This framing contrasts the mere beneficial provision of identity as claimed by 

the state.  The effect of datafication then on marginalised workers are profound compared to the rest 

of the population. As datafication follows through as an inevitable process of seeking an identity and 

is involved in performing gig-work, it is intimately connected to surveillance and inclusion. For the 

ǿƻǊƪŜǊǎΣ !ŀŘƘŀŀǊΩǎ Řŀǘŀ ƛƳǇƛƴƎŜǎ ƛƴǘƻ ǘƘŜ ŎƻƴǘŜȄǘǎ ƻŦ ƎƛƎ-work and does not work only as a proof of 

identity. Using the digital identity for seeking employment and registering for digital payments, data 

validated by Aadhaar defines the workers' position within the wider platforms ecosystem.  

The construct of datafication, in this thesis, then brings in ways to study practices where there is 

a melding of private and public contexts with a collection of large quantities of data, its analysis using 

predictive and algorithmic mechanisms, and the extraction of a largely economic value from these 

datasets. There are clear calls within academia to position these practices of surveillance and 

datafication to break the notion of platforms being unidimensionally considered beneficial or even 

being cast as neutral towards the general public (Flyverbom & Murray 2018). The extractive use of 

data is also positioned as a capitalist function of digital platforms in conducting wider and deep 

surveillance (Zuboff 2015, Sadowski 2019ύΦ {ƻ ƛƴŘƛǾƛŘǳŀƭǎ ǳƴŘŜǊ ǇƭŀǘŦƻǊƳǎΩ ǎǳǊǾŜƛƭƭŀƴŎŜ ǇǊŀŎǘƛŎŜǎ ŀǊŜ 

Ŏŀǎǘ ƎǊŀŘǳŀƭƭȅ ŀǎ ŎƻƳƳŜǊŎƛŀƭƭȅ ƻǊƛŜƴǘŜŘ ΨŘŀǘŀ-ǎǳōƧŜŎǘǎΩ Ƴore than as citizens, even when the 

interaction is within a  governmental context (Taylor & Broeders 2015).  

1.4. Research Contributions  

At this point, the interest for this thesis is not only the contrast between aims of surveillance and 

inclusion but also how digital technology is positioned differentially between the global North and the 

global South. This thesis is set within a body of research traversing disciplines of information systems 

(IS) and information communications technology for development (ICT4D) and cognate fields such as 

critical data studies, surveillance studies, development studies, and human studies geography. 

Research in these disciplines has shown a growing interest in digital platforms' social impact, 

particularly within the global South.  Further, many researchers also acknowledge that the study of 

platforms as sites of commercially minded surveillance and datafication is restricted mainly to contexts 
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of the global North. Particularly in ICT4D research, the potential negative impact on marginalised 

communities does not balance digital technologies as a path to inclusive benefits. Scholars have 

criticised this techno-optimistic view calling for research engagement with surveillance risk within the 

global South, particularly acknowledging ǘƘŜ ΨŘŀǊƪΩ ǎƛŘŜ ƻŦ ŘƛƎƛǘŀƭ ǘŜŎƘƴƻƭƻƎƛŜǎ όZheng  et al. 2018, 

Chipidza & Leidner 2019). Further, as Arora (2016) presents, there is an over-emphasising the risk of 

surveillance in the global North while the same technological footprint is seen in a techno-optimistic 

light in the South.   

For the studies of digital platforms specifically, a gap in IS and ICT4D research has surfaced 

clearly, with a need to examine in situ global South contexts (De Reuver et al. 2018, Koskinen et al. 

2019, Heeks 2020, Bonina et al. 2021). Despite platform technologies commonly being seen as the 

default route to development within global South economies, as Heeks (2020) presents, there is 

ƭƛƳƛǘŜŘ ŜƴƎŀƎŜƳŜƴǘ ǿƛǘƘ Ƙƻǿ ǘƘŜ ƭƻƎƛŎǎ ƻŦ ǎǳŎƘ ΨŘŜǾŜƭƻǇƳŜƴǘ ǇƭŀǘŦƻǊƳǎΩ Ǉƭŀȅ ƻǳǘ ƛƴ ǇǊŀŎǘƛŎŜΦ ±ŜǊȅ 

relevantly to this thesis, the disconnect in how digital technology is viewed across the global North and 

the South is perhaps the most visible in how digital identity and gig-work platforms are presented in 

the literature (and as reviewed in the next chapter). Across gig-work and digital identity research,  

there are growing calls to contextualise global South peculiarities (Heeks et al. 2021, Masiero & 

Arvidsson 2021, Bonina et al 2021). For instance, platforms like Uber for ride-hailing and Deliveroo for 

food-delivery attract a defined framing of surveillant control of labour and a datafication of livelihoods 

as they are explored in contexts of the USA or the UK (De Stefano 2015, Wood et al 2019, Van Doorn 

& Badger 2020). In the global South, such gig-work platforms continue attracting attention and 

investment, citing their employment generation potential as a critical factor (BCG 2021).  

{ƛƳƛƭŀǊƭȅΣ ŘƛƎƛǘŀƭ ƛŘŜƴǘƛǘȅ ǘŜŎƘƴƻƭƻƎƛŜǎ ŀǊŜ ŀƭǎƻ ǇŀǊǘ ƻŦ ǘƘŜ Ψ.ƛƎ 5ŀǘŀ ŘƛǾƛŘŜΩΣ ŀǘǘǊŀŎǘƛƴƎ 

scepticism and questions of surveillance risk in the global North, but celebrated as a solution to 

marginalisation in global South settings (McCarthy 2016, Cinnamon 2020). This disconnect can be seen 

prominently as many global South nations venture into large digital identity programs on their way to 

ŀŘŘǊŜǎǎ ƻƴŜ ƻŦ ǘƘŜ ¦ƴƛǘŜŘ bŀǘƛƻƴǎ Ψ{ǳǎǘŀƛƴŀōƭŜ 5ŜǾŜƭƻǇƳŜƴǘ DƻŀƭǎΩ (SDG) to provide legal identity for 

all by 2030 (Target 16.9). Digital identity infrastructure and biometric surveillance form a significant 

ǇŀǊǘ ƻŦ ǎǳŎƘ ǊŜǎǇƻƴǎŜǎ ƭŜŘ ōȅ ǘƘŜ ¦bΩǎ ƭŜƎŀƭ ƛŘŜƴǘƛǘȅ ŜȄǇŜǊǘ ƎǊƻǳǇΩǎ ǊŜŎƻƳƳŜƴŘŀǘƛƻƴ όUNLIEG 2019). 

But wider research warns of the surveillance risk and potential data-driven discrimination due to lack 

of data protection, particularly in global South settings (Beduschi 2019).   

This thesis contributes to this debate by conceptualising the social impacts on the already 

marginalised populatƛƻƴ ƛƴ ŘŜŦƛƴƛƴƎ ǘƘŜƛǊ ƴŜǿŦƻǳƴŘ ŘƛƎƛǘŀƭ ǇŀǊǘƛŎƛǇŀǘƛƻƴ ŀǎ ΨƛƴŎƭǳǎƛƻƴΩ ǿƛǘƘƛƴ ŘƛƎƛǘŀƭ 

platform ecosystems, which is still a largely under-researched phenomenon.  The thesis contributes to 
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research on digital platforms within IS and ICT4D literature, querying the complex meshing of 

surveillance, inclusion and datafication, across the ecosystem rather than in one particular context. So, 

the task for this thesis is to recast the intimately related ideas of datafication, surveillance and inclusion 

by taking into account individual contexts of marginalisation both outside and within digital platforms 

and the wider ecosystems they inhabit.  

The rest of this chapter signposts the research background of this thesis by briefly defining the multiple 

relevant parts of India's complex digital platform ecosystem within which Aadhaar and gig-work 

platforms are present. The chapter then continues presenting the research, the overall research 

strategy, and discussing the fit between the constituent papers of this thesis. 

1.5. Research Background -  LƴŘƛŀΩǎ tƭŀǘŦƻǊƳ 9ŎƻǎȅǎǘŜƳ 

This immediate section presents an overview of the Indian digital platform ecosystem. At the outset, 

a discussion of the ecosystem is relevant to signpost the multiple platform entities mentioned across 

the thesis. But this section also sheds light on the intricate technical and social connections within the 

ecosystem and justifies the need to study platforms embedded within a wider meta-organisational 

context.  

The digital ecosystem under study here revolves around a central platform ς Aadhar. Here, 

!ŀŘƘŀŀǊ ŀƛƳǎ ǘƻ ΨƎǳŀǊŀƴǘŜŜΩ ŜŀŎƘ LƴŘƛŀƴ ǊŜǎƛŘŜƴǘ ŀ ΨŘƛƎƛǘŀƭ ƛŘŜƴǘƛǘȅΩ ǾŜǊƛŦƛŜŘ ŦƻǊ ƴƻƴ-duplication using 

biometric information. The program is planned and implemented by the Unique Identity Authority of 

India (UIDAI), which oversees the digital identity ecosystem. Since its inception in 2009, Aadhaar has 

been a relatively novel technology that has gathered various moving parts and increased the range of 

ǎŜǊǾƛŎŜǎ ƛǘ ƻŦŦŜǊǎ ŀƭƻƴƎ ǘƘŜ ǿŀȅΦ /ƻƴǎŜǉǳŜƴǘƭȅΣ !ŀŘƘŀŀǊΩǎ ƘƛǎǘƻǊy is an evolving tapestry of changes 

seen across the years. Aadhaar was presented in 2010 as a means to verify citizens when using 

governmental welfare and benefits (The Hindu 2010). In 2012 the Aadhaar architecture was advanced 

ǘƻ ŜƴŀōƭŜ ΨƻƴƭƛƴŜ ǾŜǊƛŦƛŎŀǘƛƻƴΩ ōȅ ǇǊƛǾŀǘŜ ŜƴǘƛǘƛŜǎΣ ǇŀǊǘƛŎǳƭŀǊƭȅ ǘŜƭŜŎƻƳ ŎƻƳǇŀƴƛŜǎ ŀƴŘ ōŀƴƪǎ όET 2012). 

Aadhaar since then has been used for a variety of services like opening bank accounts, receiving 

subsidies, or direct benefit transfer (Sarkar 2014, UIDAI 2014a, 2014b). Enrolmenǘ ƛǘǎŜƭŦ ƛǎ Ψƴƻƴ-

ƳŀƴŘŀǘƻǊȅΩ ŀƴŘ ƛǎ ǘƻ ōŜ ŘŜƳŀƴŘ-driven by the markets in which Aadhaar is used.  

The system works using biometric data ς iris scans and fingerprints which are linked to 

personal information like demographic data, address, mobile phone numbers and email addresses of 

citizens resulting in a random 12-digit digital unique identity number. Aadhaar as a platform espouses 

ŀƴ ΨƻǇŜƴΩ ŀǊŎƘƛǘŜŎǘǳǊŀƭ ǇǊƛƴŎƛǇƭŜ ǘƻ ŜƴǎǳǊŜ ƛƴǘŜǊƻǇŜǊŀōƛƭƛǘȅΦ {ƻΣ !ŀŘƘŀŀǊ ǳǎŜǎ ǎǘŀƴŘŀǊŘ !tLǎ όŀǇǇƭƛŎŀǘƛƻƴ 

programme interfaces) - ǎƻŦǘǿŀǊŜ ǎȅǎǘŜƳǎ ŘŜŦƛƴƛƴƎ ǘƘŜ ƛƴǘŜǊŀŎǘƛƻƴ ōŜǘǿŜŜƴ !ŀŘƘŀŀǊΩǎ ŘŀǘŀōŀǎŜ ŀƴŘ 
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other services using the digital identity. The services within the platform ecosystem use the 

ΨǾŜǊƛŦƛŎŀǘƛƻƴΩ ƻŦ !ŀŘƘŀŀǊ ŜƴŀōƭŜŘ ǘƘǊƻǳƎƘ ǘƘƛǎ !tL ǘƻ Řƻ ǘǿƻ ǘƘƛƴƎǎΦ CƛǊǎǘΣ ǘƘƻǎŜ ǿƘƻ connect to the API 

Ŏŀƴ ΨǾŜǊƛŦȅΩ ƛŦ ŀƴ ƛƴŘƛǾƛŘǳŀƭ ƛǎ ǿƘƻ ǘƘŜȅ ŎƭŀƛƳ ǘƻ ōŜΦ {ŜŎƻƴŘΣ ǘƘŜ ǎŜǊǾƛŎŜ Ŏŀƴ ŀƭǎƻ ǾŜǊƛŦȅ ƛŦ ǘƘŜ 

demographic and personal information submitted by the individual matches the information held on 

!ŀŘƘŀŀǊΩǎ ŘŀǘŀōŀǎŜΦ !ŀŘƘŀŀǊ ƴŜŜŘǎ ǘƻ ōŜ ƭƛnked to a mobile phone number to achieve this online 

verification. Then verification can be done by using biometric matching when relevant devices are 

ŀǾŀƛƭŀōƭŜΣ ƻǊ ǾŜǊƛŦƛŎŀǘƛƻƴ Ŏŀƴ ōŜ ŘƻƴŜ ƻƴƭƛƴŜΦ 5ǳǊƛƴƎ ǾŜǊƛŦƛŎŀǘƛƻƴ ƻŦ ŀƴ !ŀŘƘŀŀǊ ƴǳƳōŜǊΣ ŀ ΨhƴŜ-Time-

PassǿƻǊŘΩ όh¢tύ ƛǎ ǎŜƴǘ ǘƻ ŀ ƳƻōƛƭŜ ƴǳƳōŜǊ ƭƛƴƪŜŘ ǘƻ ǘƘŜ !ŀŘƘŀŀǊ ƴǳƳōŜǊΣ ǿƘƛŎƘ ŀŎǘǎ ŀǎ ŀ ǎŜŎǳǊƛǘȅ 

measure (UIDAI n.d.).  

Additionally, offline verification is also done in three ways, (i) XML (Extensible Markup 

Language) files, (ii) QR (Quick Response) codes or (iii) through mobile phone app of Aadhaar. In the 

case of Aadhaar XML, the customer downloads an XML file with their demographic information. This 

file, when shared, is readable by the verifier using XML compatible software to retrieve the personal 

data. Offline verification can also be conducted by scanning the QR code as an image downloaded from 

¦L5!L ǿŜōǎƛǘŜ ƻǊ ǇǊƛƴǘŜŘ ƻƴ ŘƻǿƴƭƻŀŘŜŘ !ŀŘƘŀŀǊ ŘƻŎǳƳŜƴǘŀǊȅ ŦƻǊƳ όŎŀƭƭŜŘ Ŏƻƭƭƻǉǳƛŀƭƭȅ ŀǎ Ψ!ŀŘƘŀŀǊ 

ŎŀǊŘΩύΦ ¢ƘŜ ǎŀƳŜ vw ŎƻŘŜ ƛǎ ŀǾŀƛƭŀōƭŜ ƻƴ ƳƻōƛƭŜ ǇƘƻƴŜ apps as well. As long as either the XML file or 

the QR image is presented, the verification of Aadhaar and its data do not need OTP to be confirmed 

ς and thus are offline (UIDAI n.d.).  

AadhaarΩs conceptualisation and implementation thus strongly reflects the practice of 

ŘŀǘŀŦƛŎŀǘƛƻƴΦ ¢ƘŜ ŜǘƘƻǎ ƻŦ ŘŀǘŀŦƛŎŀǘƛƻƴ ǿŀǎ ǎǇŜŀǊƘŜŀŘŜŘ ōȅ ǇǊƻǇƻƴŜƴǘǎ ƭƛƪŜ ǘƘŜ ΨLƴŘƛŀ {ǘŀŎƪΩ  ς a non-

state collective of technocrats whose expertise and knowledge exchange directs the adoption of 

Aadhaar as a datafication solution across the public-private divide (IndiaStack n.d.).  This has resulted 

in a situation where even when the state does not have to collect humongous data directly, a move 

towards datafication increases the opportunity for convergence of a variety of data sharing practices, 

especially with Aadhaar involvement with digital payments and gig-work as discussed in this thesis.  

The open architecture of Aadhaar was further built upon to deliver other API based digital services 

provided by India Stack and to be used across public and private sector situations, forming the basis 

for a digitally-driven financial inclusion (Dattani 2020).  

India Stack has four layers that enable specific complementary services (IndiaStack n.d.). The 

ŦƛǊǎǘ ΨǇǊŜǎŜƴŎŜƭŜǎǎ ƭŀȅŜǊΩ ŦǳƴŎǘƛƻƴǎ ǘƻ ŜƴŀōƭŜ !ŀŘƘŀŀǊ based verification remotely (using OTPs and APIs) 

ǿƛǘƘƻǳǘ ǘƘŜ ƛŘŜƴǘƛŦƛŜŘ ƛƴŘƛǾƛŘǳŀƭ ƴŜŜŘƛƴƎ ǘƻ ōŜ ǇǊŜǎŜƴǘ ǇƘȅǎƛŎŀƭƭȅΦ ¢ƘŜ ǎŜŎƻƴŘ ΨǇŀǇŜǊƭŜǎǎ ƭŀȅŜǊΩ ƛǎ 

where digital records and digitised paper documents are encrypted and stored. Here Indian 

government provides a service called DigiLocker, which works as an Aadhaar based digital vault. The 
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ŦƛǊǎǘ ǘǿƻ ƭŀȅŜǊǎ ǇǊƻǾƛŘŜ ΨYƴƻǿ ¸ƻǳǊ /ǳǎǘƻƳŜǊΩ όY¸/ύ ǎŜǊǾƛŎŜǎ ς the mandatory identification and 

verification process used chiefly in financial services. But others, like the telecom sector, have adopted 

the KYC process for verification.  

¢ƘŜ ǘƘƛǊŘ ΨŎŀǎƘƭŜǎǎ ƭŀȅŜǊΩ ǇŜǊǘŀƛƴǎ ǘƻ ŀ ΨǳƴƛŦƛŜŘ ǇŀȅƳŜƴǘ ƛƴǘŜǊŦŀŎŜΩ ό¦tLύ ǿƘƛŎƘ ŎƻƴƴŜŎǘǎ ōŀƴƪǎ 

account with Aadhaar and the linked mobile number to provide digital payment services. The overlap 

of Aadhaar with gig-work came mainly in 2016 with this implementation of UPI bringing together a 

bank agnostic digital payment system using mobile phone apps. Here, UPI acted as the middle layer of 

digital platform connecting multiple banks and other commercial services to accept and provide digital 

payment. This service was built with Aadhaar as the digital identity. As long as individuals had a 

registered mobile phone number and a bank account linked to Aadhaar they were provided access to 

digital payments.  In effect, payments using a unique UPI financial identifier can be made and taken by 

anyone who verifies and links their mobile number and bank account with Aadhaar (IndiaStack n.d.).  

The final layer of India Stack is an evolving consent framework named DEPA (Data 

Empowerment and Protection Architecture). Based on informed consent, DEPA enables data-sharing 

across services and other platforms which connect to India {ǘŀŎƪ ŀǎ ΨƻǇŜƴ ǇŜǊǎƻƴŀƭ Řŀǘŀ ǎǘƻǊŜΩ 

(IndiaStack n.d.). These various services offered by the India Stack then in used by the wider ecosystem 

as building blocks to access verified data on those who come under Aadhaar, and using that offer other 

digital services. Thus Aadhaar has made it possible for individuals within the platform ecosystem  to 

be approached as potential platform users by multiple private sector players.   

The ecosystem under study has different services, each delivered by a distinct category of 

platforms, though Aadhaar and gig-work platforms remain the primary focus across this thesis. These 

are digital trust platforms, payment platforms, credit platforms, job portals and gig-work platforms. 

These use Aadhaar, India Stack and KYC services to various degrees (seen in figure 1 below and which 

are detailed further in the empirical discussion in each paper/chapter).  A trust platform is an 

intermediary between those seeking to provide services or employment to the previously unbanked 

and undocumented users who are now entering the digital economy (Betterplace n.d.). So, 

marginalised workers ǊŜƎǳƭŀǊƭȅ ǇǊƻǾƛŘŜ !ŀŘƘŀŀǊ ǾŜǊƛŦƛŎŀǘƛƻƴ ŘƻŎǳƳŜƴǘǎ ǘƻ ΨōƭǳŜ-ŎƻƭƭŀǊΩ Ƨƻō 

recruitment portals or gig-work digital platforms. The function of trust platforms is to serve the other 

platforms described here by undertaking API based verification of Aadhaar and other documentary 

verifications.  

Digital payment platforms used on smartphone apps are linked to Aadhaar, their mobile 

numbers and the banks accounts. This  linking is provided by UPI to enable digital financial transactions. 

Credit platforms utilise the services of both trust and digital payment platforms to provide direct access 
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to loans for their users. Finally, gig-work platforms are connected to services from the three others. 

Gig-workers are verified using Aadhaar and other documents using trust platforms when they take up 

employment. Workers undertake digital payments for their daily work and interaction with customers. 

Credit platforms that use digital payments and in partnerships with gig-work platforms provide loans 

to gig-workers (OMI 2021, Avail Finance n.d., OnGrid n.d.). This complex interaction of the 

constellation of platforms is represented below with examples of each platform (figure 1). 

 

 

 

Figure 1.1: hǾŜǊǾƛŜǿ ƻŦ LƴŘƛŀΩǎ platform ecosystem  
 

1.6. Thesis Overview 

The research project consists of three constituent papers, which form this thesis presented as an 

alternative format to a monograph. These three papers trace the experience of informal workers 

across the ecosystem discussed above. This thesis conceptualises inclusion and surveillance being 

performed by multiple means of datafication inherent to digital platform technologies. As later 

chapters will elucidate, the thesis views surveillance within the platform ecosystem as a complex 

arrangement of multiple visibilities (Brighenti 2010, Lyon 2016). Particularly, surveillance is considered 

ǳƴŘŜǊ ǘƘŜ ƭŜƴǎ ƻŦ ΨƭƛǉǳƛŘ ǎǳǊǾŜƛƭƭŀƴŎŜΩ όLyon 2010, Bauman & Lyon 2013). This research framing informs 

ǘƘŜ ǘƘŜǎƛǎΩǎ ǊŜǎŜŀǊŎƘ ŜƴƎŀƎŜƳŜƴǘ ǿƛǘƘ ǾŀǊƛƻǳǎ ŎƻƴǘŜȄǘǎ ƻŦ ǎǳǊǾŜƛƭƭŀƴŎŜΣ ǎŜŜƴ ƛƴ ǘƘŜ ǳǎŜ ƻŦ !ŀŘhaar as 

an identity, in Aadhaar-based verification of data, the generation of data, its analysis and processing 

in multiple platform contexts, the sharing of data between platforms and also the advent of algorithmic 

mechanisms within specific platform contexts.  
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Further, inclusion is approached as a multi-dimensional construct under a social justice lens. This 

thesis casts inclusion as an intersectional construct with cultural, economic, and political dimensions 

ǳƴŘŜǊ ŀƴ ΨŀōƴƻǊƳŀƭ ƧǳǎǘƛŎŜΩ ƭŜƴǎ όFraser 2008). This view of inclusion is demonstrated to be synergistic 

with surveillance and datafication inherent to the platform technologies, specifically digital identity. 

By juxtaposing surveillance and social justice, this thesis takes a page from the recent scholarship on 

ΨŘŀǘŀ ƧǳǎǘƛŎŜΩ όDencik et al. 2016, Heeks & Renken 2018). 

1.6.1. Research Questions and Paper Structure 

Using the twin lenses of surveillance and social justice to view the digital platform ecosystem has 

influenced the overall research question and how the three constituent papers are structured to 

answer this question. Successive phases of fieldwork, data-collection and engaging with theory inform 

the research questions and the strategy.  

Thus, the overarching research question is: άHow are inclusion and surveillance, and their paradoxical 

relationship, performed through datafication in the digital platform ecosystem?έΦ   

To answer this question, the research design involves engaging with three interrelated 

perspectives of the ecosystem. These broadly match the three constitutive papers as seen in the table 

below (Table 1.1) and their levels of  analysis presented. The following is a brief overview of the three 

papers.  

Paper  Title Research Question Focus of Analysis 

1 Digital Identity, Datafication and 

Social Justice: Understanding 

Aadhaar use among informal 

workers in south India 

What is the social justice impact 

of digital identity and the 

datafication enabled by it? 

In between Aadhaar ς 

digital identity platform, 

job recruitment portals 

and gig-work platforms.  

2 Spatiotemporal (in)justices in 

digital platforms: An analysis of 

food-delivery platforms in south 

India 

What are the social justice 

impacts of the spatiotemporal 

characteristics of digital 

platforms? 

Within food-delivery gig-

work platforms. 

3 Liquid Inclusion:  The dynamics of 

inclusion under datafication and 

surveillance 

How is inclusion performed 

under the datafication and 

surveillance practices of digital 

platforms ecosystems? 

At the level of digital 

platform ecosystem. 

Table 1.1: Details of the constituent paper in this thesis 
 

 



22 
 

Beyond the findings presented, the first paper signals the varying experience of workers dependent 

on their particular work contexts. It influenced the second paper, where the thesis identified a need 

to zoom in-to the narrower contexts of particular platforms and explore the variation of datafication 

and surveillance. This is further connected back in the third paper, which builds on papers 1 & 2 to 

present a digital platform ecosystem level view. Supporting these papers, the empirical data was 

collected by engaging directly with the context of the workers and plotting their trajectory across the 

platform ecosystem. 

Paper 1: Digital Identity, Datafication and Social Justice: Understanding Aadhaar use among informal 

workers in south India 

Research question 1: What is the social justice impact of digital identity and the datafication enabled 

by it? 

This paper studies Aadhaar, focusing on its use by two marginalised groups of informal workers 

ǎŜŜƪƛƴƎ ŜƴǘǊȅ ƛƴǘƻ ǘƘŜ ŘƛƎƛǘŀƭ ŜŎƻƴƻƳȅΦ ¢ƘŜǎŜ ŀǊŜ ŘƻƳŜǎǘƛŎ ǿƻǊƪŜǊǎ ǎŜŜƪƛƴƎ ǿƻǊƪ ƻƴ ΨōƭǳŜ-ŎƻƭƭŀǊΩ Ƨƻō 

portals and cab-drivers working under a digital gig-work platform of cab-hailing apps. This paper 

presents ΨŀōƴƻǊƳŀƭ ƧǳǎǘƛŎŜΩ ŀǎ ŀ conceptual framework to theorise cultural, economic and political 

dimensions of participation using Aadhaar in commercial work contexts. The findings present a critical 

view of digital identity use, the attendant datafication and dataflows. The research uses empirical 

evidence of semi-structured interviews and field observations. It is found that digital identity is 

intimately related to inequality experienced by the informal workers in three ways: current use of 

digital identities reifies extant cultural disparities experienced by the workers; unprotected 

datafication exploits the new-found digital participation to create further economic inequalities, and 

unfair and complex barriers continue to exist for marginalised workers ǘƻ ǾƻƛŎŜ ΨƛƴŦƻǊƳŜŘ ŎƻƴǎŜƴǘΩ ƻǊ 

to access redressals for security issues.  

Paper 2 : Spatiotemporal (in)justices in digital platforms: An analysis of food-delivery platforms in 

south India 

Research question 2: What are the social justice impacts of the spatiotemporal characteristics of digital 

platforms? 

The second paper presents a zoomed-in view of the micro-level negotiation of digital platform 

labour and data practices. This paper involved the study of three food-delivery platforms and found 

that in the performance of gig-work,  (in)justice is experienced spatiotemporally by gig-workers. 

Specifically,  surveillance and datafication of spatial and temporal are seen to be inherent to the daily 
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work practices in gig-work. The qualitative methods used include semi-structured interviews of food-

delivery workers and an autoethnographic study by the author as a gig-worker on digital platforms. 

Paper 3: Liquid Inclusion:  The dynamics of inclusion under datafication and surveillance 

Research question 3: How is inclusion performed under the datafication and surveillance practices of 

digital platforms ecosystems? 

The third paper in this thesis analyses the worker's experience at the platform ecosystem level 

by tracing their experience across Aadhaar, gig-work and other platforms of digital payments, trust 

and credit services. Here the performance of surveillance in enabling inclusion is queried using a lens 

ƻŦ ΨƭƛǉǳƛŘ ǎǳǊǾŜƛƭƭŀƴŎŜΩΦ  ¢ƘŜ ŀƴŀƭȅǎƛǎ ǎƘƻǿǎ ƛƴŎƭǳǎƛƻƴ ǘƻ ōŜ ŀ ǇƻǘŜƴǘƛŀƭly positive outcome of data-driven 

surveillanceΦ LƴŎƭǳǎƛƻƴ ƛǎ ǎŜŜƴ ƘŜǊŜ ƛƴ ǘƘŜ ǘǊŀƴǎƛǘƛƻƴ ƻŦ ǘƘŜ ǿƻǊƪŜǊΩǎ ǎǘŀǘǳǎ ŀǎ ŀƴ ƛƴŦƻǊƳŀƭ ǿƻǊƪŜǊ ǘƻ 

becoming a gig-worker in three main ways: of seeking formal documentation and legal identity under 

Aadhaar, of seeking financial betterment and participation under digital payments and credit 

platforms, and of digitally intermediated formalisation of employment status.  But inclusion is found 

to be performed under a liquified and fragmented environment of work and livelihood. Under these 

conditions, inclusion is exposed to be dictated by episodic tasks of self-surveillance rather than being 

an absolute positive benefit of belonging within the digital economy.   

Building on the above presented three papers, the following chapters cast the ostensibly 

paradoxical relationship of surveillance and inclusion as the surveilled individual having to walk a 

tightrope of competing visibilities. There is a need for positive and necessary visibility to the state and 

other private players to achƛŜǾŜ ΨƛƴŎƭǳǎƛƻƴΩΦ ¢Ƙƛǎ ƛǎ ǎŜǘ ŀƎŀƛƴǎǘ ǘƘŜ ƴŜƎŀǘƛǾŜ ƛƳǇŀŎǘǎ ƻŦ ǎǳǊǾŜƛƭƭŀƴŎŜ 

visibility, like denial of rights and risks to socio-ŜŎƻƴƻƳƛŎ ƧǳǎǘƛŎŜΦ  ¢ƘǳǎΣ ǘƘŜ ǘƘŜǎƛǎ ǎǘǳŘƛŜǎ ΨǎǳǊǾŜƛƭƭŀƴŎŜΩ 

as performed by complex visibilities and as an essential element of digital platforms as faced by the 

marginalised population. This surveillance in turn, results in complex participation seen through a 

social justice lens, especially to go beyond the prevalent economic dimension of inclusion. 

The rest of the thesis is structured as follows. Chapter 2 presents a wide reading of literature 

on digital platform, and their ecosystems. Here both perspectives on platforms as venues of inclusion 

and surveillance are presented, along with a focussed review of research on digital identity and gig-

work in the Indian context. The chapter also presents specifically identified gaps in the literature and 

justifies the use of a data-justice framing done in this thesis.  

Chapter 3 delves into the specific theorisation of surveillance and inclusion as theoretical 

constructs. The chapter engages with the literature of liquid surveillance, integrating this with readings 
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on abnormal justice. The last section in this chapter summarises the theoretical concepts as used 

across this research project. 

Chapter 4 presents the methodology, detailing the research philosophy, the various method 

and data-collection tools employed. The chapter ends with details of data analysis with a summary of 

the same as it applies to the three contexts of the constituent papers.  

Chapter 5 is made up of the three constituent papers as presented earlier in this introduction. 

Chapter 6 is a critical evaluation of the entire project. Here, the various theoretical constructs 

are revisited and observation is made to cast inclusion within digital platforms both as a process and 

outcome. The chapter ends with a discussion on the interdisciplinary contributions made by this thesis, 

its limitation and wider implications to practice and policy.  
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2. LITERATURE REVIEW  

This chapter reviews research on digital platforms within literature from IS, ICT4D and further 

interdisciplinary research from fields such as data studies, surveillance studies and development 

studies.  The chapter continues by scoping out varying perspectives on digital platforms the constructs 

of datafication, surveillance and inclusion. The later part of this chapter reviews existing research 

within the Indian context that studies the social impact of datafication and digital platforms. In this, 

particular attention is given to two categories of digital platforms dictated by the empirical focus of 

this thesis. The first is of Aadhaar as a governmental digital identity platform, and the second is digital 

gig-work platforms. The review in this chapter results in a synthesis of the gaps in the literature that 

this thesis addresses.  

2.1. Digital Platform Ecosystems: A problematisation 

In the last decade, digital platforms have entered the popular and academic vocabulary, becoming a 

prominent means of understanding commercial and, equally, governmental services (Srnicek 2017). 

One reason for this is because digital platforms and its underlying Big Data technological capacities 

work to scale up rapidly and thus be made available to a large section of populations as their users 

(Flyverbom 2019). A logical outcome of this capability, and one which is studied closely in this thesis, 

is the notion of 'inclusion' that platforms afford to their users. As digital platforms increase their 

footprint across the technology landscape, millions of first-time users get included into a newly minted 

digital presence (Arora 2016).   

Inclusion, as conceptualised here, can be brought about by two broadly related means. First, 

governmental interventions deploy digital technology to improve access to services across both public 

and private sectors. Governments have an essential role in encouraging the contemporary digital 

transformations under platforms in both the public and private sectors. National governments 

routinely extend the reach of underlying infrastructure such as technical networks or mobile phone 

penetration to support a platformisation agenda (Brown et al. 2017, De Reuver et al. 2018).  The use 

of platform technologies to perform governance has also been increasingly noted as an emerging and 

vital phenomenon to be studied (Benlian et al. 2018).   

Secondly, there is increasing participation within the digital economy using commercial 

platforms of the hitherto excluded individuals.  The term 'platform' routinely attracts attention to 

prominent commercial entities providing online services (such as Google) or sharing and gig-economy 

services (provided by the likes of Airbnb or Uber) (Srnicek 2017). In fact, most of the prominent 

technology businesses encountered online are now considered platform companies (Cusumano et al. 
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2019). Governments globally have begun echoing commercial digital platforms provision of online 

public services, thus blurring what a platform could be (Evans & Gawer 2016, Benlian et al. 2018).  This 

view is further complicated when considering the wider context of platforms. As Poell et al. (2019) 

term the rapid advent of platform entails:   

Χthe penetration of the infrastructures, economic processes, and governmental 
frameworks of platforms in different economic sectors and spheres of life (Poell 
et al 2019, no pagination).  

Platforms thus occupy an amalgamated public-private space. They also inhabit a complex socio-

technological 'platform ecosystem' consisting of multiple platforms and stakeholders, all brought 

together with networked capabilities, enabling data flows between them in various ways (Jacobides et 

al. 2018).  Essentially, platform ecosystems signal the spreading overlap in public and private sector 

roles that individuals navigate as they gain digitally-enabled inclusion.  

A competing view of digital platforms paints a darker picture of the individual's experience. 

Wider critical research majorly studied within global North contexts positions surveillance and data 

extraction as a negative impact of platforms.  Platforms are intimately linked to the emergence of 

'datafication' as a common phenomenon in both governmental and commercial digital contexts (Poell 

et al. 2019). Datafication as it is seen in contemporary society resorts to the capabilities presented by 

'Big Data' paradigm. Social contexts, actions of individuals within digital platforms, and the impact of 

these platforms are all seen to play out in a quantified and datafied form (Mayer-Schoenberger & 

Cukier 2013, Van Dijck 2014).  In fact, accumulating data on user's behaviour, preferences and social 

activity is considered a primary factor for the success of platforms and forms a central point of 

innovation (Helles & Flyverbom 2019).   The data extracted of users and exploited for its commercial 

value by complementing entities within the ecosystems forms both the commercial and technological 

basis for digital platforms (Poell et al. 2019).   

Datafication in this context enables data-driven surveillance in both governmental and private 

platform contexts. This means tactics like 'data analytics' emerging from the corporate technology 

sector increasingly find their place in governmental processes (Flyverbom & Garsten 2021).  With data 

analytics, the citizen is gradually being treated implicitly as a data-subjects, as Taylor & Broeders (2015) 

present. There is a transformation in how governmental programs are set up, with the state-citizen 

engagement becoming increasingly data-driven.  All this works to enable the user's profiling based on 

the data-mining of their digital footprint across the platform. The multiple 'digital traces' that 

individuals leave can be mined as data by corporate and governments alike, to undertake surveillance 

(Flyverbom 2019). This data mining aims at economic or financial value creation for the platform's 

various commercial entities, such as the different entrepreneurial suppliers in the ecosystem (van Dijck 
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2014). In the case of governmental use, data mining can be directed towards economic efficiencies 

and improve policymaking (O'Reilly 2011, Margetts & Naumann 2017). 

The impact on the individual who parts with their data then depends on the platforms' ethical 

context. Under what Zuboff (2015) famously termed 'surveillance capitalism', this accumulation of 

data generated is often to the detriment of some of the most vulnerable individuals in society. Clarke 

(2019) states that the extraction of data reduces the humanness of contexts and thus increases the 

risk of unethical impact on individuals and institutions alike. Darmody & Zwick (2020) further qualify 

that platforms manipulate consumers into a sense of having a choice and attaining empowerment 

through data-driven surveillance, even as they are pushed towards conformity in aiding value creation 

for the platforms.   

This thesis is situated at the intersection of these two ostensibly opposing streams of research. 

One view is that platforms have the potential to improve the inclusion of those underserved into a 

digitally intermediated society. The other view questions the vast surveillant capabilities and how this 

is put to use by governments and corporations.  The problem for this thesis then is to conflate 

surveillance and inclusion as an outcome of the same capability of datafication within a platform 

ecosystem. The following few sections present relevant literature on the roles of governmental and 

commercial digital platforms in society.  The chapter continues signposting literature on the empirical 

context of the chosen case studies of the governmental digital identity program in India (Aadhaar) and 

on digital gig-work platforms in India.  

2.1.1. Platforms as Sites of Datafication and Surveillance  

This section brings together information system perspectives of platforms and broader approaches to 

surveillance by widening the review's ambit to disciplines such as surveillance studies and data studies.  

There are various defining characteristics of platforms that this research is interested in 

exploring. Poell et al. (2019) present an excellent beginning point to understand platforms and their 

connection to surveillance.  They suggest that an underlying data-infrastructure and prevalent 

datafication of governmental and commercial processes are critical to the functioning of digital 

platforms. Particularly in an information system view, platforms are built up of complex networked 

and layered digital components and subsystems. These multiple moving parts that make up the 

platform are built to deliver a 'modular' and 'open' architecture (Yoo et al. 2010, Rolland et al. 2018).  

Openness, termed 'generative' architecture, allows platforms to accommodate a rapid scaling up, 

allowing for platforms to interface with other platforms and technological entities using 

complementary technical standards. This results in different systems being able to talk (technologically 

speaking) to each other and, more importantly, share data seamlessly (Jacobides et al. 2018). The 
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platform then inhabits an ever-changing ecosystem that includes autonomous collections of 

developers, corporations and institutions expanding the digital platforms' form and function.   

This deployment of generative capabilities that began within the private sector is already 

adopted by the public sector in its digital delivery of services. Principles of open architecture surfaced 

early as a core concept within what was termed as the 'Government as a Platform' (GaaP) construct 

(O'Reilly 2011). Governments globally are more recently poised to provide services through 

partnerships with commercial digital platforms (Ganapati and Reddick 2018).  Public services in this 

mode aim for citizen participation, alongside enabling digital services through a 'mashup' of dependent 

and subsystems that make up the GaaP ecosystem as a whole (Brown et al. 2017).  As the ecosystem 

becomes the site of commerce and governance, digital strategies adopted by institutions have shown 

profound changes. Digital technological projects are no more mammoth, top-down and proprietary 

activities. Platforms, including in the public sector, espouse an agile, responsive and malleable 

approach to their growth (Margetts & Naumann 2017). 

Riding the coat tail of platformisation of infrastructure, surveillance too is seen to be 

platformised. As Wood &  Monahan (2019) argue, there is a particular flavour to 'platform surveillance' 

in their transformation of 'social practices and relations', making them 'exploitable as data'.  Zuboff 

(2015) argues that the traditional role of a powerful entity undertaking surveillance being the state as 

a 'Big Brother' which held a top-down power watching over citizens, is replaced with the 'Big Other' of 

digital platforms. Under datafication, surveillance is not hierarchical but networked, and the powerful 

don't have to watch over constantly. With datafication:  

Χevents, objects, processes, and people become visible, knowable, and shareable 
in a new way. The world is reborn as data' (Zuboff 2015, pg. 77). 

In this context, a quick look at the global history of surveillance and its relation to data collection 

provides some key insights.  Globally, surveillance is seen to be framed by two specific events: the 9/11 

attack and the Snowden revelation of the globalised surveillance programs. In the immediate 

aftermath of the 9/11 attacks, technologists and 'high tech' companies were placed directly in the 

middle of the governmental response, enabling the proliferation of technical solutions focused on 

disparate data collection as a means of surveillance (Lyon 2003). With heavy governmental 

investments, data-mining aimed at surveillance was adopted globally by the technological and 

commercial sectors. In its new form, this data-driven surveillance was employed to make sense of the 

bulk of commercial transactional data and create customer profiles (Gandy, 2007).   

Datafication went further in later years as technologies developed, and there were two 

relevant developments in the post-Snowden era of surveillance (Lischka 2015). One is the 

acknowledged routinisation of 'Big Data' proponents placing unerring faith in technology-led solutions. 
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The second is the close public-private synergies in datafication, particularly involving information 

technology companies. Both these mean that at many points, the use of data involves unwitting user-

involvement as a 'data subject' in handing over their data which flow through these complex synergies 

to create value to public and private sector entities (Lyon 2014).  This is enhanced further with social 

media's global success, which ostensibly contributed more intimate personal data to Big Data 

surveillance (Ball 2017). The features of Big Data surveillance in itself then includes normalisation, 

convergence and interconnectedness of a variety of datasets with emphasis on high-volume 

datafication and high-speed processing and analysis (Stark & Levy 2018, Wood & Monahan 2019).   

The interdisciplinary corpus of literature on public sector and commercial platforms also 

illustrates the changing surveillance modes under datafication.  Relevantly to this thesis (and not 

coincidentally), typical examples of such platforms would be governmental digital identity and 

commercial gig-work. Both digital identity platforms and gig-work platforms are sites of datafication. 

They share a similar arc in becoming means for a newer form of data-driven surveillance deriving from 

more traditional surveillance undertaken by the state and employers. The change in research thought 

about these platforms and their surveillance capabilities is traced briefly below.  

Within studies of digital identity, Breckenridge (2005) provided an early critique on the digital 

government using a biometric identity infrastructure in South Africa. Two salient points are put forth 

in this work which points to the evolving nature of surveillance.  The 'biometric state' and its citizens 

are cast under a 'panoptic' centralised surveillance visibility of this national identity infrastructure 

(Breckenridge 2005, pg. 278).  Surveillance risk considered under such identification regimes is 

concerned with both overt and covert practices of being watched by and becoming visible to the state 

(Lyon 2009, Lyon 2017).  

At this point, the concern of surveillance goes beyond the issue of the 'state'. As Breckenridge 

(2005) pointed out, private entities were involved in enabling identification in even its early versions. 

The state espoused commercial principles by casting the citizens as 'customers'.  Interestingly, there is 

also a hint of the state's datafication ability that identification systems afford. Breckenridge (2005), in 

the concluding sections of his research, calls for a deeper understanding of what he terms is a 

'datasphere' that attracts mundane and private data of individuals being collected as part of the 

surveillance they experience under a biometric state. This is but an idea of a proto construct of data-

driven surveillance, acknowledged later under Big Data (Andrejevic & Gates 2014, Martin & Taylor 

2021). The advent of social media and increased digital mediation in society has only bolstered the 

relationship between a governmental digital identity and the wider commercially-driven digital 

society.  

As biometric technologies took up the mantle of identification across many nations (Bennett 

& Lyon 2013), there has been growing academic interest in understanding its implications. But recent 
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scholarship squarely positions these identification systems and their functions as socio-technological 

mechanisms of datafication (Ajana  2020, Weitzberg et al. 2021). Specifically, the continuing growth of 

technologies like biometrics which bridge the gap between identification and datafication, especially 

in the Global South, has been identified as a crucial research agenda in the last decade (Arora 2016, 

Schoemaker et al. 2021). The deepening of datafication within digital identity as platforms is reflected 

in the construct of 'data-driven identities' (Masiero & Bailur 2021). As these systems fall into the wider 

net of Big Data, adopting datafication tactics and become platforms, identification too then becomes 

a process of data-driven surveillance (Van Dijck 2021). 

A similar account of datafication and surveillance is found in commercial digital platforms' 

evolution. Given the focus of this thesis on gig-workers experience, a relevant idea is surveillance 

within digitally mediated workspaces and labour practices. Monitoring of workers as a way to control 

their productivity has been the mainstay of deploying information technology in organisational 

contexts. An evolving view of workplace surveillance has been related to the collection of data. In early 

analysis of surveillance within the workplace, Zuboff (1988) deploys a 'panoptic' metaphor to present 

that information technology was a tool that monitors and measures employees in an organisational 

context. This as real-time surveillance entailed the collection and storage of data. Clarke (1988) notably 

used the term 'dataveillance' to denote the systematic way data is collected to aid the monitoring of 

productivity and performance and the control of behaviours, actions and communication of individuals 

as employees.  

Datafication of workplace surveillance is considered to increase employers' scope of control 

and monitoring. This is also seen where the extraction of personal data about an individual worker and 

their labour has seen 'function creep' (Ball 2010). This can be either from excessive data and 

information collected than the monitoring ethically necessitates, or it could be due to data being put 

to uses for reasons other than those originally intended.  Ball (2010) also present three specific ways 

in which surveillance was emerging that are of interest to the recent developments in datafication. 

They discuss that there is increased use of personal data, the use of biometrics as a tool of employee 

surveillance and growing covert surveillance undertaken by employers.  

These issues are analogous, but more evolved technologically, to how surveillance plays out 

within gig-work platforms. As Newlands (2021) argue, with newfound datafication and surveillance 

capabilities, gig-work platforms automate surveillance to the extent that the workers are watched and 

monitored by algorithms instead of a human observer. The body and physical efforts of the gig-workers 

are recast as data representations. This erasing of individual human differences of the workers allows 

the algorithm to see an objectivised view of individuals, facilitating automated control and decision 

making. Wood et al. (2019) argues similarly about surveillance and control, and point out that these 

algorithmic actions are covert and unknown to the surveilled worker.  
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2.1.2. Platforms as Pathways to Development and Inclusion  

This second perspective that this thesis seeks to study is on the impact of platforms within the global 

South as potential vehicles of positive development. Particularly inclusion as a positive outcome in 

using ICTs and digital technology has seen multiple evolving interpretations. This review will arrive at 

the context of inclusion within platforms as seen in contemporary times by tracing these.  

Early views of the relation of ICTs to inclusion presented a unidimensional 'digital divide' view, 

of excluded individuals being able to participate by the mere provision of technological resources. Here 

inclusion is of those who have access to technology against those who do not. Warschauer (2003) 

rightly critiqued the 'digital divide' framing as too restrictive in its definition of inclusion and that social 

inclusion (and exclusion) needs to factor in multiple social resources. An effort to understand the 

broader context of inclusion has gained prominence within studies of IS and ICTs. For instance, Zheng 

& Walsham (2008, 2021) reposition their argument that inclusion as the impact of government ICT 

policy needs to go beyond mere technological provision to pay greater attention to the socio-political, 

cultural and institutional factors. Conceptualisations of social inclusion then went further to account 

for wider inequalities and marginalisation conditions. Inclusion was recognised as being not only about 

economic development, but also political and cultural factors (Trauth & Howcroft 2006). Other 

researchers (Cushman & McLean 2008, Urquhart & Underhill-Sem 2009) echo this point by giving 

attention to underlying issues due to social factors such as gender, race and class. 

Critical research into the social impact of ICTs challenges the notion of technology being an 

undebatable force for good and seeks to understand social exclusion and other negative effects of 

technology (Trauth & Howcroft 2006). The aims of ICTs research then evolved from knowing how to 

connect marginalised individuals to a technological solution to understanding how to pass on the 

positive impact of technology (Galperin 2010). Researchers also acknowledge that ICTs can exacerbate 

and even cause marginalisation (Tambulasi 2009). This signalled that impact of technology needs to be 

studied contextually beyond mere access or adoption.  

A view similar to the inclusion potential of ICTs can be found in discussions on social impacts 

of 'digital platforms'. Despite the surveillance risk, platforms are becoming vital to the inclusion of 

marginalised individuals into an emerging digital economy. The main category here is of digital identity 

platforms. Positioned as 'identity for development', the efforts for universal digital-led inclusion 

depend on these identities as legal and formal documentation for undocumented (Gelb & Clark 2013), 

specifically as it applies to the global South (Dahan & Gelb 2015).  

A narrative of inclusion is commonly seen in studies of digital identity and other identification 

infrastructure. Especially if implemented as a national system of identification, identity cards and 

identification artefacts also tend to become a stand-in for legal inclusion or even defining citizenship 
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(Lyon 2017).  This conflation of identification and inclusion mirrors L/¢п5Ωǎ tradition of considering 

technology as a tool for the betterment of society. The stated aims of many such projects are studied 

as ideals of poverty eradication (Harris 2004, Duncombe 2006) or financial inclusion (Kpodar & 

Andrianaivo 2011, Bisht & Mishra 2016).  Along these lines, in the last few decades, governmental use 

of national identity systems and related identification technologies has been shown to address social 

inclusion (Bennett & Lyon 2013, Whitley & Hosein 2010).  

At its core, identification is understood as a function of inclusion, establishing a way for those 

excluded to be trusted and seek participation under an identity mediated interaction (Cameron 2005, 

Bennett & Lyon 2013). The path of identity as legal inclusion is also solidified under the UN Sustainable 

Development Goals (SDG) 2015. Specific SDGs place a square focus on 'inclusion' and call for the 

promotion of 'inclusive societies' (SDG 16) and present target (of SDG 16.9) to 'provide legal identity 

for all, including birth registration' by 2030 (UN 2018). SDGs have also spurned an increase in the focus 

on datafication. As online services become common, SDGs fall under the ambit of digital identification 

technologies, their function of datafication and also by being construed as platforms (Masiero & Bailur 

2021).  There is a clear call to understand digital identity as a platform for addressing SDGs (Beduschi 

2019, Madon & Schoemaker 2021).  

Financial inclusion is yet another layer of inclusion entwined with an expectation of a digital 

identity for individuals (Beduschi 2019). Services in the wider platform ecosystem like digital payment 

platforms are consistently linked with expectations and outcomes of financial inclusion (Gelb & Metz 

2018, Qureshi 2020). Platform services are regularly involved in enabling the participation of the 

previously unbanked into formal banking or providing access to credit (Demirguc-Kunt et al 2018). 

Here, digital identity becomes the route to establishing trust or security for online financial 

participation. Similarly, evolving ΨfintechΩ platforms are considered valid 'pro-poor' opportunities for 

delivering financial inclusion (Lagna & Ravishankar 2021). Notably, Cheesman (2020) warns that many 

large platform companies use the promise of financial inclusion to become digital identity centric 

gatekeepers.  

In a similar context, Brewer et al. (2015) present a gap in understanding what inclusion stands 

for given the variance of global context in digital identification. Bennett & Lyon (2013) offer a relevant 

point contextualising identity systemǎΩ use globally. They contend that there is an observed 

dissonance. While 'rich' states have moved away from governance regimes using national identity 

schemes, there is increasing use of national identity or related projects in the Global South (see for 

examples: Bozbeyoglu 2011, Fluri et al. 2015, Gelb & Metz 2018). There have been vehement 

opposition to national identity programs in global North countries or they come under strong data 

protection policies that mitigate the risk of state surveillance overreach (Whitley 2013).  The socio-

political context of identity as a platform and their positive and negative implication in the Global South 
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are, in this debate, under researched.  Bennett & Lyon (2013) place a related call to scrutinise the 

voluntary versus mandatory situations of using a digital identity. They consider that increasingly 

mandated identification disadvantages minority communities by making surveillance and the 

consequent social classification an adverse reality. 

This emergence of opposing consequences has been flagged ƛƴ ǘƘŜ ŎƻƴǘŜȄǘ ƻŦ ǘƘŜ Ψsocial 

inclusionΩ ŀƛƳǎ ƻŦ identification technologies. This signals a need for a deeper understanding of the 

objectives and mechanisms of national identification regimes. For instance, in their study of Brazil, 

Wood & Firmino (2009) argue that identification as a technological and social construct has two 

oppositional poles ς repression and inclusion, and neither of these outcomes is predominant due to 

identification. While in Brazil the specified agenda for the identification regime is of inclusion, Wood 

& Firmino (2009) find that 'inclusion' is not a well-defined outcome. There is a mixed result in w hat 

inclusion means, especially given the potential of abuse of power an integrated national identification 

system brings to the BraziƭΩǎ global South context. They strongly signal a need to investigate inclusion 

and exclusion conditions, contextualising the potential for surveillance under a national identity 

program.  

A broad critique of digital platform and its role in enacting inclusion is given by Masiero & 

Arvidsson (2021). They argue that the underlying design of platforms intended for inclusion can have 

unintentional 'degenerative' impact and that inclusion is not always a given outcome. Others take a 

more anti-capitalist tone. That platforms with their capitalist and data extractive position necessarily 

negatively impact the most vulnerable of those who participate. In this Díaz Andrade & 

Techatassanasoontorn (2021) reject the notion of inclusion as an outcome. They discuss that 

participation that can only be digital means there is 'digital enforcement' rather than it being an 

inclusion that is sought after. A similar argument is made by Heeks (2021) that platforms enact an 

'adverse digital incorporation', shifting the perspective that some groups of actors participating within 

platforms are necessarily exploited as a way to create value for others groups in dominant positions. 

Other studies warn of the similar deepening vulnerabilities under platform-driven surveillance (Hosein 

& Whitley 2019, Martin 2021).   

 Digital platforms are also increasingly seen as an important means of participation in the 

labour market, particularly in the global South, as erstwhile informal employment is rapidly seeing 

mediation by digital technology (Rangaswamy 2019). This change is not without its challenges, as 

frictions exist where marginalised individuals face barriers to participation in the digital economy. Not 

all groups are provided equal digital access (Koskinen et al. 2019, Bonina et al. 2021). Gig-work 

platforms are also considered a significant source of employment and potential socio-economic 

development (Ahsan 2020). Relevantly, gig-work is acknowledged as a means for inclusion into the 

formal economy, despite their platform-imposed surveillance and control of work (Heeks et al. 2021).  
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From an inclusion perspective, even when platforms create employment opportunities, exclusion can 

still occur for groups already facing marginalisation due to gender, disability or age (Heeks 2017).  

Koskinen et al. (2019) very relevantly call for a need to understand the inclusive impact of 

platforms in the global South by querying 'what a digital platform is and how they should be 

conceptualised' as agents of development. They further highlight two specific points which support 

this thesis's motivation to take a 'platform' perspective.  First, platforms are acknowledged to be 

intertwined with surrounding institutions, markets and digital technologies, and second, governmental 

platforms as technological innovation are rarely viewed from a platform perspective. Heeks (2020) 

similarly presents a 'digital for development' paradigm where digital technology moves from 

'development tools' to become 'development platforms'. They argue that an increasing digital 

'platformisation' with networked capabilities spanning the public and private sector forms the basis 

for digital led development within the global South. Similarly, Masiero & Nicholson (2020) present one 

of few works of research that co-position platform logics and development where they discuss digital 

platforms and their limits as emancipatory technology.   

The choices made by platform companies on their technological features and business models 

directly relate to how inclusion plays out within their remit. Practices of algorithmic control and 

unequal power distribution within the platform's market ecosystem negatively affect the marginalised 

users (Wood et al. 2019). Thus, even when economic benefits can be associated with platforms, 

individuals can face exclusion and inequality due to the outcomes of platformisation (Malik & Wahaj 

2019).  Within these studies of digital platforms, the concepts of inclusion are handled at best 

indirectly. There is a dearth of research exploring inclusion as being connected to the core logics of 

digital platforms. Inclusion in such a view would be a complex outcome subsuming access to digital 

platforms and contending with both the positive and negative socio-economic impacts. 

 

2.2. Contextual Research 

This section presents contextual research on platforms focusing on Aadhaar, the digital identity 

program, and on gig-work platforms in India. This review of research related to the empirical case 

showcases the gaps in how the specific platforms and the larger ecosystem are studied in prevalent 

research. 

2.2.1. Research on Aadhaar  

Aadhaar has been the subject of research across multiple disciplines since its inception.  Research on 

Aadhaar has considered it a vehicle for inclusion and present specific exclusionary effects. What is clear 

from the review is that the mechanics of datafication and digital identity platform logics within 
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Aadhaar all have remained under-studied despite the widespread dissent it has attracted as a project 

of surveillance (Khera 2019).   

Within research that report imperfect inclusion outcomes under Aadhaar, a subset of them 

call for a need to engage with surveillance as a socio-technological construct.  For instance, consider 

the academic analyses which take a developmentalist view of technology in studying Aadhaar. These 

conclude that the programs' success shows mixed results and the technology itself is critically 

questioned, calling for further study on the sharper end of potential surveillance.  An example can be 

seen in Bhatia & Bhaba (2017) calling for a contextual understanding of AadhaarΩǎ use. They observe 

that the 'enthusiasm for the inclusion potential of Aadhaar seems to far outstrip any concerns about 

surveillance or threats to personal privacy' (Bhatia & Bhaba 2017, pg. 75). Similarly, Menon (2017) 

broadly present Aadhaar's 'digitisation' as means of inclusion of the marginalised but questioning the 

digital identity's fit for use in the specific case of food security system. The very nature of inclusion 

under Aadhaar itself remains contested as Menon (2017) call for a study of the surveillance dimensions 

of Aadhaar to understand any potential risk. These ideas have been echoed closely by Masiero & Das 

(2018) and Masiero (2015) in studying Aadhaar in food distribution and food security programs. They 

agree on an initial and mixed pro-poor success of Aadhaar's agenda of inclusion but mention this as 

having been achieved despite the surveillance potential as a clear negative aspect of the program.  

A clear thread of exclusion resulting from failures of identification or allied processes is found 

in other studies of Aadhaar. This body of research calls for framing Aadhaar as a surveillance 

technology by considering adverse outcomes alongside the positive agenda of inclusion. For instance, 

Chaudhuri & Konig (2018) highlight an 'inclusion/exclusion paradigm' of Aadhaar, where the 

technology's intervention in social processes is seen to have exclusionary consequences. Similarly, 

Singh & Jackson (2017) portray instances of exclusion resulting from Aadhaar as a developmental tool. 

This is based on an analysis of one of the few pieces of research on Aadhaar that account for daily life 

experiences. The authors further suggest that impediment to the 'rights' of citizens arises due to the 

potential exclusion.  

These narratives of inclusion based on Aadhaar largely stop from engaging with digital identity 

as a technology of surveillance, but do position the need to study the negative effect of surveillance as 

an outcome. This need for research on surveillance under Aadhaar mirrors the gap in academic 

understanding that Khera (2018) highlights. They highlight the need for a deeper sociological analysis 

placing surveillance and its impact at the centre engaging with the technical and policy aspects, 

alongside a much-needed study of citizens' everyday, ordinary, daily life experience in engaging with 

Aadhar. One exception that answers this call is the research done by Srinivasan et al. (2018) on 

understanding privacy related to marginalised individuals in India, but partly involving Aadhaar.  They 

discuss that privacy has a 'relational' nature leading to a negotiated 'trade-off' - between harmful 
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effects of surveillance and the benefits of being visible when the marginalised want to interact with 

the state. Their study gives an appraisal of how surveillance is experienced in everyday life and hints 

as a need for deeper understanding of how data resulting from identification and linkage to transaction 

are used. Hosein & Whitley (2019) go further in their analysis, suggesting a relook at the combined 

narrative of Aadhaar as a technology of surveillance and inclusion.  

There are wider research that studies the usage and implementation of Aadhaar solely as an 

effort in electronic governance. In this Bhat (2013) and Sivamalai (2013) suggest studying the varying 

stakeholder view of Aadhaar, highlighting competing narratives and objectives of the state and the 

citizens within the institutional environment of digital identity use.  There are also studies in more 

positivist disciplines that take a perspective to increase the use of Aadhaar in techno-deterministic 

applications ranging from authenticating students taking tests (Dhanalakshmi et al. 2017) to voter 

verification (Patel et al. 2015). Such research remain critical within their own domains of seeking the 

implementation of Aadhaar. But the framing of these studies rarely addresses the impact of 

surveillance under digital identity.  For this thesis, the volume of these techno-deterministic studies 

itself hints at an enthusiastic adoption of Aadhaar. It signals the spread of surveillance into multiple 

areas of digitally mediated life.   

Perhaps most relevantly, research is needed with a juxtapositioning of surveillance and 

inclusion understood from a global South perspective. Arora (2016), who studies Aadhaar specifically 

as a technology for 'inclusive capitalism', states: 

ΧǳǎŜǊ ōŜƘŀǾƛƻǳǊ ŀƴŘ ƛƴǎǘƛǘǳǘƛƻƴŀƭ ǇǊŀŎǘƛŎŜǎ ƻŦ ǘƘŜ Dƭƻōŀƭ bƻǊǘƘ ŘƛǎǇǊƻǇƻǊǘƛƻƴŀǘŜƭȅ 
represent and influence our understandings on this matter, which can serve as a 
genuine barrier to thoughtful, indigenous design of big data applications for 
emerging economies. (Arora 2016, pg. 1693).  

Studies have also made a nascent exploration of datafication with respect to Aadhaar. This reading by 

Arora (2016) debates that Aadhaar is situated in the wider field of research on Big Data. They argue 

that datafication and the use of Big Data strategies are dealt with a bias of empowerment only when 

the narratives come from global South. In the global North, the same technologies of digital identity 

and Big Data projects evoke a "scepticism and caution on the social impact" they deliver. Heeding this 

disconnect Masiero & Das (2019) presents a conceptual need to engage with datafication instead of 

ΨdigitisationΩ in how Aadhaar has been designed and implemented as a clear theoretical gap. In most 

research on Aadhaar the focus has been to understand it as a monolithic identity system rather than 

its datafication properties. Authors have acknowledged this by suggesting Aadhaar as a relevant case 

study to understand the impact of datafication (Gurumurthy et al. 2016, Hickok et al. 2017).   
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Perhaps the most relevant work for this research is from Taylor (2017). They call for theorising 

intended benefits, mechanisms and controls related to visibilities resulting from surveillance using 

Aadhaar as an example. They present 'data justice' as a valuable and holistic analytical framing go 

beyond the seeming binary of harms & benefits to consider Aadhar as a complex platform. Ultimately, 

there is an evident need for research that studies inclusion as a benefit set against negative effects of 

digital platforms like surveillance, exclusion, a failure of inclusion, and related social harms like denial 

of rights and justice.  Recent research by Masiero & Arvidsson (2021) and Masiero & Nicholson (2020) 

casts Aadhaar as a digital identity platform. They call for the centring of platform logics and 

architecture, such as openness and modularity, to understand Aadhaar's wider impact on its 

marginalised populations. They highlight that failures of inclusion, active exclusion and adverse 

monitoring of vulnerable individuals may be seen as results of platform architectural choices under 

Aadhaar (Masiero & Arvdisson 2021).   

2.2.2. Research on Gig-work in India  

There is a burgeoning body of literature on gig-economy platforms in India, this thesis' second area of 

focus. As a phenomenon, gig-work in India is very recent, and this is reflected in the limited related 

research output that considers datafication or a platform perspective. So, this review focuses on 

research to shed light on what current literature says about inclusion and surveillance within gig-work 

platforms in India.  

Broadly, research on gig-work in India focuses on discussing the impact of digitally mediated 

work practices on the workers.  Surie & Koduganti (2016) present an early insight into cab-haling 

platforms using research from the city of Bengaluru. They show evidence that Uber and Ola platforms 

in their initial phase were attractive to drivers and experienced a form of income security. In early 

years there is also a reported expectation that gig-work will lead to the formalisation of the urban 

workforce.  

[ŀǘŜǊ ǊŜǎŜŀǊŎƘ ƻƴ ǘƘŜ ƛƳǇŀŎǘ ƻŦ LƴŘƛŀΩǎ ƎƛƎ-work platforms shows a worsening of conditions. 

Kashyap & Bhatia (2018) show that financial impact is unequal among taxi-drivers and taxi-owners. 

They evidence that the promised economic benefit is not realised for those who work as drivers in cabs 

owned by others, thus presenting a cultural divide in the impact of platforms. Similar research by 

Prabhat et al. (2019) on uber drivers demonstrate that gig-work is considered a way to fill gaps in 

employment, with economic inclusion being a fundamental expectation for the drivers. In this paper, 

the authors challenge the global North assumptions about freelancing work used to frame gig-work by 

showing that blue-collar work like cab-driving suffers a more profound control exerted by platforms. 

Much as Kashyap & Bhatia (2018), Prabhat et al. (2019) present an intersectional view of gig-workers 
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with an interesting observation that lowered classes and castes are over-represented in the sector but 

fail to explore further the unequal socio-economic relations that this signals.   

Cab-hailing platforms have a much larger focus among Indian empirical research. Mukerji & 

Roy (2019) presented a rare platform perspective and positioned it as an institutional transformation 

of what they term the 'organisational field' of cab-haling platforms. Their analysis showcases the 

complex connections of gig-work platforms with multiple stakeholders and entities. There is also a 

limited evidence of how data-sharing between platforms delivering digital payment and cab-hailing 

services impacts the livelihood of workers.  

Other related literature focus on the informality of work and precarity of livelihood under gig-

work.  Aneja & Shridhar (2019) is a relevant work that calls out an asymmetry between workers and 

customers on platforms that mirror existing work conditions in informal work. From a labour practice 

perspective, they show that a precarious economic condition and connected uncertainty in the rhythm 

of  working hours directly affect workers' well-being. This is seen to be performed by a spectrum of 

surveillance mechanisms that afford different controls to the gig-work platforms. Such an observation 

agrees with wider literature on gig-work that presents precarity as inevitable under platforms (Wood 

et al 2019). 

Yet another subset of research showcase the experiences of cultural and gender differences 

ƛƴ LƴŘƛŀΩǎ gig-economy. !ƴ Ψintersectionality of class, caste, age and gender plays an important role in 

the worker's experience' as Ghosh (2021) claimed,  who studies women gig-workers across food-

delivery, cab-driving, and domestic-work platforms. They also observe a lack of trust in gig-workers 

and safety issues for women playing out in digitally mediated interactions between workers and 

customers. Gupta (2020) concludes with similar observations on gender, caste and class differences. 

Here again, an issue of trust is raised, but using an empirical study of gig-worker women working as 

beauticians and makeup artists. They present how algorithmic surveillance enacted through profiles 

and ratings of workers becomes a source of control and social categorisation among the workers.  

Anjali Anwar et al. (2021) studies the experiences of gig-worker beauticians adding to the 

argument of surveillance and control within platforms. They argue that participation in gig-work pits 

existing socio-cultural logics against the surveillance visibility afforded within digital platforms. This is 

evidenced as resulting in multiple forms of surveillance ς of algorithmic surveillance as control exerted 

by platforms , and as gendered, class and caste contextualised surveillance enabled within customer's 

interaction with workers. Interestingly, a third form of surveillance is presented of  workers as women 

facing scrutiny from family, with the reasoning of ensuring safety.  A similar argument is made by 

Parwez & Ranjan (2020) but framed by the changes faced among food delivery workers during the 

COVID-19 pandemic.  
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Another strand of literature questions the informality of gig-work and the unique role of 

formalisation given to platforms within the Indian context.  Tandon & Rathi  (2021) argue that domestic 

workers as intersectionally subordinated workers find inclusion into platform replicating some of the 

same inequalities as previous informal work. A similar narrative of gig-work as a formalising force is 

found in policy-oriented research.  Randolph et al. (2019) cast the advent of gig-work platforms as a 

unique opportunity to regularise informal labour. They argue that platforms are a way to centralise 

economic and policy response by capitalising on the data generated within the platform ecosystem. 

Though this conflation of platformisation with formalisation is called out to be a false flag by Tandon 

& Rathi (2021).  

Gurumuthry et al (2018) make a related recommendation as part of empirical observation of 

digital platforms in India. They present datafication as transforming both economic participation and 

affecting workers' rights within gig-work. They call for a fairer path to inclusion by reaffirming data 

rights of users within these platform contexts.  This is reflected again by Kasliwal (2020), who calls for 

a 'platform of platforms' that establish procedural rules to deliver fair experience to workers who enter 

digital platforms.  

The allied research on digital payment systems, especially the Aadhaar verified use of Unified 

Payment Interface (UPI) as integrated within gig-work platforms in India, presents the potentialities of 

financial inclusion.  In this, Muralidhar et al. (2019)  present the direct experience of auto-rickshaw 

drivers as gig-workers under Indian platforms, using digital payments. They highlight that a limitation 

to financial inclusion exists, as afforded by platform design features and algorithmic practices of 

pricing. These prioritise value creation for the platform rather than workers (or even customers). They 

advocate a wider understanding of ΨautonomyΩ as being needed for workers in engaging with digital 

payments as a financially inclusive technology. As it exists, workers are under close surveillance and 

control of ǇƭŀǘŦƻǊƳΩǎ ǇǊŀŎǘƛŎŜǎΣ thus not attaining a full possible benefit of a fairly implemented 

payments technology.  This is echoed by Joshi et al. (2019) who argue that financial inclusion under 

digital payment within a platform context must be as much about enabling 'bottom up' process 

performed at a user level even if it is influenced by platform design, policy and  governance from above.  

2.3. Conceptualising Digital Platforms  

Stemming from the above broad review of relevant literature, this section synthesises and 

substantiates 4 perspectives of digital platforms to which this research contributes. These are 

presented as four related statements below.  
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¶ Perspective 1: Platforms as inhabiting a complex digital platform ecosystem. 

¶ Perspective 2: Platforms and their ecosystem as agents of datafication across governmental 

and private contexts.  

¶ Perspective 3: Platforms and their ecosystem as sites of paradoxical surveillance and 

inclusion. 

¶ Perspective 4: Platforms as acquiring a distinct sociotechnological character in the global 

South.  

tŜǊǎǇŜŎǘƛǾŜ м ŘŜǊƛǾŜǎ ŦǊƻƳ ŀ ŎƭŜŀǊ ŀōǎŜƴŎŜ ƛƴ ǘƘŜ ŜƳǇƛǊƛŎŀƭ ŦǊŀƳƛƴƎ ƻŦ LƴŘƛŀΩǎ ǇƭŀǘŦƻǊƳ 

ecosystem and its impact on society. Existing literature such as Masiero & Arvidsson (2021) and 

Masiero & Nicholson (2020) casts Aadhaar as a digital identity platform, but does not extend their 

analysis to the wider ecosystems the digital identity inhabits and influences.  An ecosystem view sits 

well with the call to examine digital platforms in situ to clarify their impact within studies of 

information systems and ICT4D (De Reuver et al. 2018, Koskinen et al. 2019, Heeks 2020, Bonina et al. 

2021).  Identifying various stakeholders and technical entities in the immediate ecosystems can add 

richness to the analysis of digital platforms.  

The construct of datafication further complicates the view of the platform ecosystem, 

especially as digital identity by design are enablers of datafication. Datafication as a technological 

process behaves differently than identification in the global South sense. First, as discussed earlier, 

identification enabled the state to watch citizens, identify and possibly categorise them for its own 

needs. Emergent datafication, on the other hand, goes beyond to allow involvement of non-state 

actors. Datafication as an inherently advanced technological process is built on strong public-private 

synergies, as Lyon (2014) presented. Second, datafication further makes the proliferation of visibilities 

across a networked environment easier as data flows across and are sometimes available to many 

secondary state and non-state entities, often unknown to the data-subject. This evolved nature of 

surveillance creates asymmetries in power and result in ethical challenges which needs to be 

addressed. Lyon (2014) calls for research engagement with understanding the ethics of data-driven 

surveillance and contextualising power within such a setup, essentially casting the individual as a data-

subject.  This bring us logically to Perspective 2.  

Datafication as a process in the global South has been linked to the involvement of private 

corporate technology actors. As Taylor & Broeders (2015) presents, there is a transformation in how 

governmental programs are set up. The state-citizen engagement becomes increasingly data-driven 

using aspects like data analytics with the citizen here being treated implicitly as a data-subjects. But as 

seen in the reviewed literature, digital identity platforms and gig-work platforms are seemingly treated 
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as non-intersecting entities. Whereas in reality, Aadhaar as a digital identity beings the journey of 

datafication for gig-workers. Similarly payments systems are involved with digital identity platforms 

and gig-work platforms. These as potential data-flows are largely not acknowledged by researchers 

who usually focus on one platform. In researching Aadhaar, both Perspective 1 and Perspective 2 are 

inter-related. Aadhaar as a governmental tool of surveillance overlaps with commercial gig-work 

platforms in how workers engage with them. By acknowledging this melding of the roles of citizen and 

data-subject, this thesis seeks to explore the experience of gig-workers as digital platforms users. 

Perspective 2 is also related to the call for a critical understanding of datafication and the Big 

Data context, as has been repeated by multiple scholars in the last few years (Boyd & Crawford 2012, 

Gangadharan 2012, Lyon 2014, Van Dijck 2014, Zuboff 2015, Dalton et al. 2016).  Specifically, regarding 

the role of data in the lives of the marginalised, Dalton et al. (2016) call for an ethnographic and thick 

description of situational contexts. Mainly this addresses a specific lapse in the theorisation of 

datafication within gig-work. Accounts of gig-work mainly address datafication as happening within 

the gig-work platform. These research do not address how data generated by gig-workers during their 

daily work and their datafied income processes become part of their data-driven futures within the 

platform ecosystem. This is an under-researched area within studies of platforms. 

Yet another lacuna in research as given by Perspective 3 is in unpicking the paradoxical notion 

that platforms are both inclusive and extractive. The literature review presented  can be framed by call 

for theorisation by Gangadharan (2017).  They argue for an analysis of the complex interaction 

ōŜǘǿŜŜƴ ƛƴŎƭǳǎƛƻƴ ŀƴŘ ǎǳǊǾŜƛƭƭŀƴŎŜ ōȅ ǊŜŦŜǊŜƴŎƛƴƎ ǎǇŜŎƛŦƛŎŀƭƭȅ ǘƘŀǘ ΨōŜƛƴƎ ƛƴŎƭǳŘŜŘ ƳŜŀƴǎ ǇŀǊǘƛŎƛǇŀǘƛƻƴ 

ƛƴ ǘƘŜ ǇƻǘŜƴǘƛŀƭƭȅ ƘŀǊƳŦǳƭ ŎƻƴǎŜǉǳŜƴŎŜǎΩΦ ¢Ƙƛǎ ƛƴŘƛŎŀǘŜǎ ŀ ƴŜŜŘ ǘƻ ǿƛŘŜƴ ǘƘŜ ŀƳōƛt of how aspects of 

surveillance are conceptualised.  A similar argument is done Marwick & boyd (2018) who call for a 

ǘƘŜƻǊƛǎŀǘƛƻƴ ǘƘŀǘ ΨƛƴŎƻǊǇƻǊŀǘŜǎ ŀ ǿƛŘŜǊ ǎŜǘ ƻŦ ƘŀǊƳǎ ŀƴŘ ƴŜŜŘǎΩ ƻŦ ǘƘŜ ƳŀǊƎƛƴŀƭƛǎŜŘ ǘƻ ōŜ ǳƴŘŜǊǎǘƻƻŘ 

in relation to their everyday practices. Prior analogous research by Taylor & Broeders (2015) has 

similarly called for theorisation and a new ethical approach in understanding surveillance and Big Data 

anchored in the global South. Quite relevant to this discussion is DŀƴƎŀŘƘŀǊŀƴΩǎ όнлмнύ work on 

understanding inclusion and surveillance as related concepts under the paradigm of Big Data, studying 

marginalisation within the ¦{!Φ {ƘŜ ǎǳƎƎŜǎǘǎ ǊŜƧŜŎǘƛƴƎ ǘƘŜ ƻǾŜǊƭȅ ǇƻǎƛǘƛǾŜ ΨǳǘƻǇƛŀƴΩ tones of inclusion 

under datafication and seek ǘƻ ŀǇǇǊƻǇǊƛŀǘŜ ΨŜȄŎƭǳǎƛƻƴΩ too,  in researching marginalisation contexts.  

The other factor that scholars have highlighted as shown by Perspective 4 is the need for 

theorisation from the Global South view of datafication and Big Data strategies. As Rai (2012) and Arora 

(2016) ŀǊƎǳŜΣ ŘŀǘŀŦƛŎŀǘƛƻƴ ŀƴŘ .ƛƎ 5ŀǘŀ ƘŀǾŜ ōŜŜƴ Ŏŀǎǘ ƛƴ ǘƘŜ ƳƻǳƭŘ ƻŦ ǳƴŎƻƴǘŜǎǘŜŘ ΨǇǊƻ-ǇƻƻǊΩ 

language in Global South, including in the media and government.  In cases related to marginalised 

populations especially, Big Data sees a lack of critical approaches to theorisation. While in the global 

North, similar discussions are moving towards ideas of data and privacy protection, these datafication 
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regimes in the margins of the global South occur in many countries in a vacuum of a national data-

protection legal framework (Arora 2016). This paves way for a strong potential of data led 

discrimination and breach of ethics in using data.  This has been acknowledged as an under researched 

arena in recent scholarship (Broeders et al. 2017, Roth & Luczak-Roesch 2018). Given the prevalence 

of a rights-based development of data-protection laws like the European General Data Protection 

Regulation (Roth & Luczak-Roesch 2018) these authors call for a similar focus in the global South. 

A similar academic engagement with asymmetry of power within a datafication setup has been 

acknowledged by other authors. Couldry & Powell (2014) for instance argue that to understand the 

ǎƻŎƛŜǘŀƭ ƛƳǇŀŎǘ ƻŦ .ƛƎ 5ŀǘŀΣ ΨǾƻƛŎŜǎΩ ƻŦ ŀƭƭ ǎǘŀƪŜƘƻƭŘŜǊǎ ŀǊŜ ǘƻ ōŜ ƘŜŀǊŘ ƛƴ ƳŀƪƛƴƎ ǘƘŜ ŀƴŀƭȅǎƛǎΦ ¢ƘŜȅ 

suggest that the power and its asymmetry must be understood by engaging with practices of how the 

powerless grapple with data and how datafication can advantage the powerful. This shines a light on 

the need to understand daily experiences of data centring the position of marginalised within 

processes of datafication. Kennedy & Hill (2018) echoed this argument, with a call to contextualise 

ΨŜǾŜǊȅŘŀȅ ŜƴƎŀƎŜƳŜƴǘΩ ǿƛǘƘ ŘƛƎƛǘŀƭ ǘŜŎƘƴƻƭƻƎƛŜǎ ŀƴŘ ǘƻ ŎǊƛǘƛŎŀƭƭȅ ǳƴŘŜǊǎǘŀƴŘ ŘŀǘŀŦƛŎŀǘƛƻƴΩǎ ŎƻƴǘŜȄǘΦ  

 

2.4. Conclusion 

The literature review presented in this chapter identified four perspectives on digital platforms that 

need to be explored further. First, platforms are seen necessarily as sites of datafication and 

surveillance, borne out in multiple ways. The state performs surveillance through its digital capabilities 

alongside monitoring, data-extraction and control experienced under commercial digital platforms. 

Secondly, platforms are also considered a necessary route to developmental benefits. Many platforms 

are involved with financial inclusion, generation of employment or bettering income opportunities.  

While the first perspective is primarily considered in the global North, the presence of digital platforms 

in the global South, rather optimistically, attracts the second perspective. This disconnect is evident 

also in the Indian empirical context. Research on Aadhaar or gig-work platforms does not reconcile 

surveillance as a negative construct and inclusion through digital platforms as a beneficial necessity 

for the marginalised populations.   So, the task at hand for this thesis is to conceptualise surveillance, 

its connection to datafication within digital platforms and then query how inclusion is performed 

within this construct. The next chapter argues for a lens of social justice, presents its connection to 

surveillance to make sense of the seemingly opposing roles played by digital platforms. 
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3. THEORETICAL FOUNDATION 

The previous chapter detailed the varying perspectives on digital platforms that need to be addressed 

in this research. These included apparent contradictory impacts of a sharp end of surveillance and a 

ōŜƴŜŦƛŎƛŀƭ ƻǳǘŎƻƳŜ ƻŦ ƛƴŎƭǳǎƛƻƴ ǿƛǘƘƛƴ ŘƛƎƛǘŀƭ ǇƭŀǘŦƻǊƳǎΦ ¢Ƙƛǎ ŎƘŀǇǘŜǊ ŦƻǊŜŦǊƻƴǘǎ ΨŘŀǘŀ ƧǳǎǘƛŎŜΩ ŀǎ ŀ 

starting point, considering the seeming paradox of surveillance and inclusion. The first section presents 

and justifies using a data justice perspective that binds surveillance, datafication and social justice 

concepts together. The second section seeks an understanding of surveillance by initially engaging with 

a working definition of surveillance, then presents significant theories of surveillance relevant to the 

research. Following this, the concept of ΨƭƛǉǳƛŘ ǎǳǊǾŜƛƭƭŀƴŎŜΩ ƛǎ ƛƴǘǊƻŘǳŎŜŘΣ ǿƘƛŎƘ ƘŜƭǇs understand how 

digital identity and gig-work platforms can be conceptualised, how datafication is enacted, and to 

discuss their social implications. The third section of this chapter conceptualises inclusion through 

social justice lens ς ǎǇŜŎƛŦƛŎŀƭƭȅ ΨŀōƴƻǊƳŀƭ ƧǳǎǘƛŎŜΩ ŀƴŘ ŘƛǎŎǳǎǎŜǎ ƛǘǎ ǊŜƭŜǾŀƴŎŜ ǘƻ ǎǳǊǾŜƛƭƭŀƴce. The final 

part of the chapter presents an overview of the theoretical foundations and the specific analytical 

categories made available for research. 

3.1. A Data Justice Perspective  

Surveillance largely attracts concerns of negative consequences such as disadvantage and 

discrimination faced by the marginalised. Multiple authors have discussed surveillance also under the 

spectre of growing datafication as an ethical and a rights issue (boyd & Crawford 2012, Lyon 2014). 

Perhaps most relevantly, the overarching construct of 'justice' captures these complex situations of 

disadvantage and theorises the process by which these disadvantages can be overcome - for and by 

the marginalised. The idea of 'data justice' as an emerging field of work studying the impacts of 

datafication provides an appropriate means to connect it to theory.  

Justice in this perspective is intimately connected to surveillance. Here, injustice is personal 

when surveillance can lead to a potential negative consequence, as Newman (2015) presents. It starts 

with individuals being surveilled at work, by the state and further by institutions like banks. But with 

data accumulation and categorisation ς especially under the Big Data paradigm, multiple platforms 

collect data increasing the scope and range of surveillance. The mode of surveillance is then the 

categorisation of the surveilled individuals. Under data justice, impacts of relevant surveillance 

processes such as algorithmic profiling, biometric identification, commercial data-driven targeting and 

other data misuse are all considered to understand their social implications.  

Three interpretations of data-justice have been given by Johnson (2014), Heeks & Renken 

(2018) and Dencik et al. (2016). Johnson (2014) has presented data justice as 'information justice' by 
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analysis surrounding the concept of Ψopen dataΩ. He argues broadly on the position of data in 

governance as disciplinary power and that it's a disciplinary surveillance system that seeks open data 

as a means of enforcement. Individuals and institutions who go beyond the norm can be castigated by 

reading into their open data and by forcing the publication of such data. They self-discipline themselves 

in response to this judgement of the powerful state and thereby establish a pattern for justice and 

injustices within the society.  

Related to this, data justice has been discussed further by Heeks & Renken (2018) . They present justice 

under three perspectives derived from mainstream theories of social justice 

¶ Instrumental data justice ς which presents justice as means of fairness in use given the 

instrumental value of data. Here the main focus is on the justifiable use of the data and the 

outcomes of the use must not cause injustice. Here they fall back on Johnson's (2016) further 

work on 'information justice'.   

¶ Procedural data justice ς this provides justice as fairness in the procedures and processes of 

handling data and by extension the decision and actions resulting from it, including both 

human and technology-based elements.  

¶ Distributive data justice ς built on the fair distribution of data where justice is conceptualised 

from the 'rights-based approach' (/ƻǊƴǿŀƭƭ ϧ bȅŀƳǳπaǳǎŜƳōƛ нллп). They go on to define 

right of data access, ownership and representation/inclusion. 

Dencik et al. (2016) on the other hand squarely place data justice in relation to 'surveillance capitalism' 

(Zuboff 2015) and datafication as a feature of it.  They present justice here as a social justice and social 

activism paradigm of anti-surveillance activities. Their reading of justice is framed as an issue of rights 

and engagement with the technology inherent to surveillance. Ultimately, they call for a 'collective 

movement to engage in pertinent data-related debates' (Dencik et al. 2016, pg. 10) as means to 

achieve justice. 

Further work on data-justice has been done by Taylor (2017) in reconciling multiple aspects of 

the above three theorisation. In understanding the various ideas within data justice across the three 

models described above, Taylor presents a need for an overall framework. 

A framework is necessary, then, that can take into account the need to be 
represented but also the possibility of the need to opt out of data collection or 
processing, the need to preserve one's autonomy with regard to data-producing 
technologies and the need to be protected from and to challenge data-driven 
discrimination. (Taylor 2017, pg. 8).  

The three 'pillars' of such a framework as proposed are 'visibility, digital (dis)engagement and 

countering data-driven discrimination'.  
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Data justice as a concept understood from the series of literature above presents some 

engaging points for conceptualising surveillance and its dynamic relationship with inclusion.  Mainly as 

both Johnson (2014) and Dencik et al. (2016) present outright (Heeks & Renken 2018 allude to it), 

surveillance is placed squarely in theorising the justice paradigm. More usefully, Taylor (2017) has 

extended this to include ǘƘŜ ŎƻƴŎŜǇǘ ƻŦ ΨvisibilitiesΩ to understand surveillance under a data justice 

perspective.  The work of Gangadharan (2012, 2017) also suggests the need to invoke 'social justice' 

understand inclusion predicated on digital technology and the 'complexity of what participation and 

incorporation into online worlds entail'.  

A construct of marginalisation and inclusion is thus appropriate to social justice. As Perlgut 

(2011) explicitly observes, understanding inclusion and exclusion under digital technologies 'may 

become the major social justice challenge of our time'. This has been acknowledged in understanding 

broad notions of inclusion or exclusion in the light of digital technology. For instance, Eubanks (2011, 

2014) considered a top-down techno- or digital solutionist view of inclusion intimately connected with 

social justice. Much like Gangadharan (2012, 2017) other authors also call for considering inclusion 

squarely within a framework of justice in relation to technological interventions and their impacts 

(Coleman 2008, Perlgut 2011). Further calls exist to understand everyday routines through which 

individuals engage with the digital nature of inclusion and its social impacts (Helsper 2017).  

The overarching argument of relating inclusive outcomes using digital technology is favoured 

by authors writing on data justice, even if they do not define inclusion directly under a justice viewpoint 

(Taylor 2017, Heeks & Renken 2018).  This can be seen where research using a data justice lens 

subsuming aspects of marginalisation before inclusion and discrimination after surveillance, both as 

aspects of justice. This hints that while surveillance can be potentially oppressive, the resulting 

visibilities of the individuals to the state and non-state actors are necessary to deliver inclusion. Agenda 

of these technologies presented as inclusion or even as positive effect for the marginalised population 

is acknowledged to have certain negative consequences. The negative impact here could be either by 

absence of inclusion or adverse outcomes due to the discriminatory nature of technologies, or unfair 

exploitation of the data generated by users.  Similar points are reflected in works which cast 

datafication as an issue of justice (Dencik et al. 2016, Taylor 2017, Heeks & Ranken 2018). A subset of 

such texts deems that the role of surveillance requires to be understood in detail under a social justice 

framing (Taylor 2017, Cinnamon 2017).  A summary of these many viewpoints can be found in 

DŀƴƎŀŘƘŀǊŀƴΩǎ όнлмнύ call to acknowledge in both practice and research that: 
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ΧǎȅǎǘŜƳŀǘƛŎ ǳǎŜǎ ƻŦ ƴŜǿ ǘŜŎƘƴƻƭƻƎƛŜǎ ǿƛƭƭ ŎǊŜŀǘŜ ǎƻŎƛŀƭ exclusion as much as 
ǇǊƻƳƻǘŜ Ŝǉǳŀƭƛǘȅ ŀƴŘ ǎƻŎƛŀƭ ƧǳǎǘƛŎŜΧ ώŀƴŘ ŎƻƴŦǊƻƴǘϐ ǘƘŜ ŎƻƳǇƭŜȄƛǘȅ ƻŦ ǿƘŀǘ ŘƛƎƛǘŀƭ 
inclusion means in ways that anticipate when and where surveillance may 
interfere with meaningful involvement in digitally mediated worlds. (Gangadharan 
2012, no pagination). 

Heeding this as a gap in research, this thesis seeks to approach inclusion and its relation to surveillance 

and technologies of datafication using an overarching lens of social justice. The following sections of 

this chapter pick up this point by reviewing relevant theories to arrive at a set of analytical categories 

as can be applied to research.     

3.2. Understanding Datafication and Surveillance 

SǳǊǾŜƛƭƭŀƴŎŜ ƛǎ ōǊƻŀŘƭȅ ǳƴŘŜǊǎǘƻƻŘ ƛƴ ǘŜǊƳǎ ƻŦ ΨǾƛǎƛōƛƭƛǘȅΩΣ ōƻǘƘ ŀǎ ŀ ǎƻŎƛŀƭ ŀƴŘ ǘŜŎƘƴƛŎŀƭ analytic (Lyon 

2016). The construct of visibility here stands for gathering knowledge about certain groups of 

individuals by those who undertake surveillance (Brighenti 2010). Surveillance in academic and popular 

ŘƛǎŎƻǳǊǎŜ ŀǊŜ ƻŦǘŜƴ ǇǊŜǎŜƴǘŜŘ ŀǎ ŀŎǘǎ ƻŦ ΨƻōǎŜǊǾƛƴƎΩ ƻǊ ΨǿŀǘŎƘƛƴƎΩ ƻǊ ǎƻƳŜ ǾŀǊƛŀǘƛƻƴ ƻŦ ǘƘŜ ǎŀƳŜΦ  CƻǊ 

ƛƴǎǘŀƴŎŜΣ ŀŎŀŘŜƳƛŎǎ ƘŀǾŜ Ƴƻǎǘ ƻŦǘŜƴ ƳƻŘŜƭƭŜŘ ǎǘŀǘŜ ǎǳǊǾŜƛƭƭŀƴŎŜ ŀǎ ŀƴ ƻǇǇǊŜǎǎƛǾŜ Ψ.ƛƎ .ǊƻǘƘŜǊΩ 

watching overs the citizens (Caluya 2010). The impact of this visibility need not be only oppressive on 

those being surveilled.   Visibility of citizens to the state through governmental surveillance is deemed 

necessary for the efficient provision of benefits. In the absence of this, the marginalised population 

Ŏŀƴ Ŧŀƭƭ ǳƴŘŜǊ ŀ ΨǎǳǊǾŜƛƭƭŀƴŎŜ ƎŀǇΩ ǊŜǎǳƭǘƛƴƎ ƛƴ ΨǎȅǎǘŜƳƛŎ ƛƴǾƛǎƛōƛƭƛǘȅΩ ƻŦ ŎŜǊǘŀƛƴ ŎƭŀǎǎŜǎ ǿƛǘƘƛƴ ǘƘŜ ǎƻŎƛŜǘȅ 

(Gilman & Green 2018). Surveillance in society then has to balance mitigating harms from oppressive 

exposure while increasing the effects of inclusive visibility.  

Zuboff (2019), in discusǎƛƴƎ ΨǎǳǊǾŜƛƭƭŀƴŎŜ ŎŀǇƛǘŀƭƛǎƳΩΣ ǇǊŜǎŜƴǘǎ ŀƴ ƛƴǎǘǊǳŎǘƛǾŜ ƛŘŜŀ ǘƘŀǘ 

contextualises visibility in contemporary surveillance. She claims that the core instrumentation of 

ǎǳǊǾŜƛƭƭŀƴŎŜ ƛƴ ŘƛƎƛǘŀƭ ǇƭŀǘŦƻǊƳǎ ǊŜǎǳƭǘǎ ƛƴ ΨǳƴǇǊŜŎŜŘŜƴǘŜŘ ŀǎȅƳƳŜǘǊƛŜǎ ƻŦ ƪƴƻǿƭŜŘƎŜ ŀƴŘ ǇƻǿŜǊΩΦ .ƻǘƘ 

ΨƪƴƻǿƭŜŘƎŜΩ ƻǊ ǘƘŜ ŀŎǘ ƻŦ ƪƴƻǿƛƴƎΣ ŀƴŘ ǘƘŜ ǊŜǎǳƭǘŀƴǘ ΨǇƻǿŜǊΩ ŀǊŜ ǘƘŜƻǊƛǎŜŘ ŀǎ ƪŜȅ ŎƻƴŎŜǇǘǎ ƻŦ 

surveillance. Power emanates from the asymmetry of social relationships, between those subject to 

surveillance and those who seek knowledge about these subjects (Brighenti 2010).  

The recent academic thought on datafication adds to this surveillance construct in how power 

and knowledge are reconstituted.  The function of datafication is breaking down information related 

to processes and people many times as acontextual pieces of data (Mayer-Schoenberger & Cukier 

2013). This data is structured for analysis and interpreted as an act of data-driven surveillance by those 

who seek knowledge of the surveilled subjects (Andrejevic 2014). Concerns about surveillance are only 

intensified under such datafication, particularly under Big Data (Lyon 2014). Van Dijck (2014) argues 

that with Big Data surveillance power is also wielded by private players as public-private synergies are 
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routinely needed to capture, store and analyse humongous amounts of data. This shift into 

datafication is marked by, in the words of Lyon (2014)Σ Ωŀƴ ƛƴŎǊŜŀǎŜŘ ƛƴǘŜƎǊŀǘƛƻƴ ƻŦ ƎƻǾŜǊƴƳŜƴǘ ŀƴŘ 

ŎƻƳƳŜǊŎƛŀƭ ǎǳǊǾŜƛƭƭŀƴŎŜΩΣ signalling a more complex model of visibilities 

Ultimately, the analytical use of visibility becomes a stand-in for power and knowledge. Visibility has 

been often used to understand the complex relationship of surveillance among citizens, consumers, 

the state, and the market. The ability that datafication brings in performing multiple visibilities forms 

the crux of how surveillance is understood in this thesis. The rest of this section engages with relevant 

theories where surveillance is understood as performed through visibilities and by positioning 

datafication as a construct within the discussion.  

3.2.1. The Panopticon  

SǳǊǾŜƛƭƭŀƴŎŜΣ ǳƴŘŜǊǎǘƻƻŘ ŀǎ ΨƘƛŜǊŀǊŎƘƛŎŀƭΩ ǾƛǎƛōƛƭƛǘȅΣ ƛǎ ǳǎŜŘ ǘƻ ŜȄǇƭŀƛƴ ŎƛǘƛȊŜƴǎΩ ǎǳǊǾŜƛƭƭŀƴŎŜ ōȅ ǘƘŜ ǎǘŀǘŜ 

(Marx 2015). ¢Ƙƛǎ ǾƛŜǿ ƻŦ ǎǳǊǾŜƛƭƭŀƴŎŜ ŀǘǘǊŀŎǘǎ ǘƘŜ ΨǇŀƴƻǇǘƛŎƻƴΩ ŀǎ ǘƘŜ ŘƻƳƛƴŀƴǘ metaphor used in 

ŀŎŀŘŜƳƛŎ ǊŜǎŜŀǊŎƘΦ ¢ƘŜ ǇŀƴƻǇǘƛŎƻƴ ƛǎ WŜǊŜƳȅ .ŜƴǘƘŀƳΩǎ ŀǊŎƘƛǘŜŎǘǳǊŜ ƻŦ ŀ ƳŜǘŀǇƘƻǊƛŎŀƭ ǇǊƛǎƻƴ ǿƛǘƘ 

prisoners being monitored by an unseen guard but having clear visibility of the entire set of prisoners. 

The name derived from Greek roots of ΨǇŀƴΩ ƳŜŀƴƛƴƎ ΨŀƭƭΩ ŀƴŘ ΨƻǇǘƛŎƻƴΩ ǘƻ ǎƛƎƴƛŦȅ ΨǾƛǎƛōƛƭƛǘȅΩΣ .ŜƴǘƘŀƳ 

portrays ever-present visibility of a powerful watcher over the watched (see Bentham 1791 for original 

ǘŜȄǘύΦ tŀƴƻǇǘƛŎƻƴΩǎ ŘŜǎƛƎƴ ƳŀƪŜǎ ǘƘŜ Ǿƛǎƛōƛƭƛǘȅ ƻŦ ǘƘŜ ǇǊƛǎƻƴŜǊǎ ǘƻ ǘƘŜ ƎǳŀǊŘ ŀ ŎƻƴǎǘŀƴǘΦ ±ƛǎƛōƛƭƛǘȅ ƛǎ ŀƭǎƻ 

maximised through a planned arrangement of the prison structure. The watched are reduced to 

behave as if they are under scrutiny always by an unseen watcher. The visibility of the prisoners to the 

watcher is essentially unverifiable. This is cast as the panopticon's disciplinary power, forcing those 

who are surveilled to self-discipline and become docile (Caluya 2010).   

Panopticon became possibly the significant modelling of surveillance, with the most influential 

interpretation given by Michel Foucault in Discipline and Punish (Foucault 1977). Foucault presented 

panopticon as working :  

Χǘƻ ƛƴŘǳŎŜ ƛƴ ǘƘŜ ƛƴƳŀǘŜ ŀ ǎǘŀǘŜ ƻŦ ŎƻƴǎŎƛƻǳǎ ŀƴŘ permanent visibility that assures 
the automatic functioning of power (Foucault 1977, pg. 201). 

In the panoptic view of society, surveillant scrutiny is placed on the undesirable population and 

disciplinary power is wielded on them. Foucault saw a change iƴ ǘƘŜ ǎƻŎƛŀƭ ƻǊŘŜǊ ǳƴŘŜǊ ŀ ΨǇŀƴƻǇǘƛŎ 

ǎŎƘŜƳŀΩ όFoucault 1977) where the fear of an over-seeing authority like the state stirs self-discipline 

among the citizens.  

Disciplinary power illustrated using the prison metaphor, was used to study other institutions like 

armed forces, hospitals, factories and schools,  and extended to wherever bounded governance is still 
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applicable (Ignatieff 1981). Consequently, within information systems research, the panoptic framing 

of surveillance was of interest to study contained organisational forms. This can be seen within 

research on early enterprise computing and other aspects of technology infrastructures (Bloomfield & 

Vurdubakis 1997, Kayas et al 2008). In a similar vein, governmental programs, like welfare surveillance 

tƘŀǘ ƴŜŎŜǎǎƛǘŀǘŜŘ ǘƘŜ ΨƪƴƻǿƛƴƎΩ ƻŦ ǘƘŜ ǇƻƻǊ ǿƛǘƘ ΨƻǾŜǊǎŜŜƛƴƎΩ ƳŜŎƘŀƴƛǎƳǎΣ ǿŜǊŜ ƴŀǘǳǊŀƭƭȅ ƛƴǘŜǊǇǊŜǘŜŘ 

with a panoptic framing (Gilliom 2001ύΦ 9ǎǎŜƴǘƛŀƭƭȅ ŦƻǊ ǘƘŜ ƎƻǾŜǊƴƳŜƴǘ ǘƻ ŀŎǘ ƻƴ ǘƘŜ ǇƻƻǊΩǎ ƭƛŦŜ ǎƛǘǳŀǘƛƻƴ 

ǘƘŜ ǎǘŀǘŜ ΨǎŜŜǎΩ ǘƘŜ ǇƻƻǊΣ ŎŀǘŜƎƻǊƛǎŜǎ ǘƘŜƳ ƛƴǘƻ ΨƻōǎŜǊǾŀōƭŜΩ ƎǊƻǳǇǎ ŀƴŘ ǳƭǘƛƳŀǘŜƭȅ ŘŜŎƛŘŜǎ ƻƴ ŀ 

governmental mechanism to include them in society and economy (Scott 1998). 

Panopticon as a model for power tends to appear in academic analysis, in many cases merely 

to signify a rather simplified view of a ΨǘƻǇ ŘƻǿƴΩ ǎǳǊǾŜƛƭƭŀƴŎŜ ƻǊ ƻŦ ŘƛǎŎƛǇƭƛƴŀǊȅ ǇƻǿŜǊ ƻŦ ōŜƛƴƎ ǳƴŘŜǊ 

supervision. This simplification surfaces mainly in literature as multiple interpretations of the 

panopticon qualified with a descriptive word in front of it. So, electronic panopticon, digital panopticon 

and biometric panopticon all existed with varying levels of analytical use. An example of this panoptic 

metaphor was Breckenridge (2008) framing the South African national identification system as a 

biometric panopticon.  

The prisonΩs metaphorical bounded nature is the limitation of the panoptic framing of 

ǎǳǊǾŜƛƭƭŀƴŎŜ ǿƘŜƴ ŀǇǇƭƛŜŘ ǘƻ ŀ ƘƛƎƘƭȅ ƴŜǘǿƻǊƪŜŘ ŘƛƎƛǘŀƭ ŜǊŀΦ CƻǳŎŀǳƭǘΩǎ ŀƴŀƭȅǎƛǎ Ŏŀǎǘǎ ŀ ǎǘȅƭƛȊŜŘ ǾƛŜǿ ƻŦ 

society where disciplinary power is performed as a carceral measure. This escapes confronting the idea 

that surveillance, especially in the datafied era, is expected to follow those who are surveilled even if 

ǘƘŜȅ ŀǊŜ ƳƻōƛƭŜΦ ¢ƘŜ ŜŀǊƭƛŜǊ ŜȄŀƳǇƭŜ ƻŦ .ǊŜŎƪŜƴǊƛŘƎŜΩǎ όнллуύ ŎƻƴŎƭǳǎƛƻƴ ƻƴ ǘƘŜ ōƛƻƳŜǘǊƛŎ ǇŀƴƻǇǘƛŎƻƴ 

shows the dissonance between mobility and panopticons carceral construct of surveillance. 

Breckenridge (2008) ŀǊƎǳŜǎ ǘƘŀǘ ōƛƻƳŜǘǊƛŎ ƛŘŜƴǘƛŦƛŎŀǘƛƻƴ Ŏŀƴƴƻǘ ōŜ ΨǇŀƴΩ ƛƴ ƛǘǎ ǎǳǊǾŜƛƭƭŀƴŎŜ ŀǎ ƛǘ Ŏŀƴƴƻǘ 

allow movements of citizens across different parts of the society while continuing to monitor them. 

Any non-carceral existence of individuals challenges the analytical use of the panopticon (Wood 2016).  

Foucault did not consider newer technologies, especially observed in consumer surveillance context 

where the surveillance subjects are not confined but allowed mobility to take part in within the market.  

¢ƘŜ ǿƛŘŜƭȅ ŀŎƪƴƻǿƭŜŘƎŜŘ ŎǊƛǘƛǉǳŜ ƻŦ ǘƘŜ ǇŀƴƻǇǘƛŎƻƴ ƛǎ ǘƘŜ ƴŜŜŘ ǘƻ ƭƻƻƪ ōŜȅƻƴŘ ŀ ǊƛƎƛŘ ΨǘƻǇ ŘƻǿƴΩ 

view of surveillance (Boyne 2000, Wood 2016). Advancing technological capabilities of datafication 

and networked technologies have introduced newer forms of surveillance. Docile subjects and one-

way Ǿƛǎƛōƛƭƛǘȅ Ǝƻ ŀƎŀƛƴǎǘ ǘŜŎƘƴƻƭƻƎƛŜǎ ƭƛƪŜ ƳƻōƛƭŜ ƻǊ ǎƻŎƛŀƭ ƳŜŘƛŀ ǇƭŀǘŦƻǊƳǎ ǳǎŜŘ ōȅ ΨŀŎǘƛǾŜ ǇŀǊǘƛŎƛǇŀƴǘǎ 

ƛƴ Ŏƻƴǎǘŀƴǘ ƛƴǘŜǊŀŎǘƛƻƴǎ ŀƴŘ ŎƻƳƳǳƴƛŎŀǘƛƻƴ ŦƭƻǿǎΩ όLeclercq-Vandelannoitte et al 2014). Such active 

ǇŀǊǘƛŎƛǇŀǘƛƻƴ ƳŜŀƴǎ ǘƘŀǘ ǘƘŜ ƛƴǘŜƴŘŜŘ ΨŘƻŎƛƭƛǘȅΩ ƛǎ ƴƻǘ Ŝŀǎƛƭȅ ŀŎƘƛŜǾŜŘ ōȅ ƳŜǊŜ ǇŀƴƻǇǘƛŎ ŘƛǎŎƛǇƭƛƴŀǊȅ 

action in all surveillance situations (Lyon 2016). In the panoptic characterisation, surveillance is only 
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intended to know information about the person. They are not part of the chain of communication as 

the surveillance setup does not necessarily interact with the person and merely oversees. This is at 

odds with the nature of contemporary communication technologies, especially digital platforms where 

users themselves as creators of content are actively involved as subjects of communication. 

3.2.2. Post-panoptic Surveillance 

While the panopticon is modelled as a bounded surveillance mechanism, advancements in 

information technology brought in newer capabilities. Surveillance, as monitoring and tracking, 

ǿƻǊƪŜŘ ŜǾŜƴ ǿƘŜƴ ŀŦŦƻǊŘƛƴƎ Ƴƻōƛƭƛǘȅ ǘƻ ŀ ŘƛƎƛǘŀƭ ƴŜǘǿƻǊƪΩǎ ǳǎŜǊǎ όGane 2012). It was necessary to 

ǳƴŘŜǊǎǘŀƴŘ ŀ ΨǇƻǎǘ-ǇŀƴƻǇǘƛŎΩ ǎǳǊǾŜƛƭƭŀƴǘ Ǿƛǎƛōƛƭƛǘȅ ǘƘŀǘ Ŏŀƴ ΨŎƻƴǘǊƻƭΩ ƛƴ ŀƴ ǳƴōƻǳƴŘŜŘ ǘŜŎƘƴƻƭƻƎƛŎŀƭ 

environment (Boyne 2000). A post-panoptic understanding of surveillance enabled by datafication is 

of theoretical interest to this thesis.  

An influential theorisation by Haggerty & Ericson (2000) presents such a framework of 

ΨǎǳǊǾŜƛƭƭŀƴǘ ŀǎǎŜƳōƭŀƎŜǎΩΦ !ƴ ΨŀǎǎŜƳōƭŀƎŜΩ ŎƻƳǇǊƛǎŜǎ ƘŜǘŜǊƻƎŜƴŜƻǳǎ ŜƭŜƳŜƴǘǎΣ ōƻǘƘ ǘŀƴƎƛōƭŜ ŀƴŘ 

intangible, coming together functionally as a composite entity. In this case, they are information 

systems elements of processes, technology, data, artefacts and people that enact surveillance (Bogard 

2006).  This signals the move from a monolithic view of one powerful entity conducting surveillance to 

distributed surveillance capabilities across an ecosystem. Under this metaphor, the elements of the 

ŀǎǎŜƳōƭŀƎŜ ŀǊŜ ŎƻƴǎƛŘŜǊŜŘ ǘƻ ōŜ Ŏŀǎǘ ƛƴǘƻ ŀ ǎŜǊƛŜǎ ƻŦ ŘƛǎŎǊŜǘŜ ΨŦƭƻǿǎΩΣ ǿƘƛŎƘ ŎŀǇǘǳǊŜ ǘƘŜ ƳƻǾŜƳŜƴǘǎ 

or changes of the elements. Post-panoptic surveillance is interested in controlling these flows, and 

thus, disciplinary surveillance in the panopticon is replaced with control (Haggerty & Ericson 2000, 

Wood 2016ύΦ  ¢Ƙƛǎ ǾŜǊǎƛƻƴ ƻŦ ŎƻƴǘǊƻƭ ŀƭƭƻǿǎ ŦƻǊ ΨƳƻōƛƭŜ Ψ ŀƴŘ ΨƴƻƳŀŘƛŎΩ ǳǎŜǊǎ ŀƴŘ ŀŎǊƻǎǎ ΨǇǳōƭƛŎ ŀƴŘ 

private, work and leisure, production and consumption (Yar 2003, pg. 257), reflecting closer the nature 

of datafied surveillance.  

Haggerty & Ericson (2000) ŎƻƴŎŜǇǘǳŀƭƛǎŜ ǘƘŜ ǇŜǊŦƻǊƳŀƴŎŜ ƻŦ ŎƻƴǘǊƻƭ ǘƘǊƻǳƎƘ ŀ ΨǊƘƛȊƻƳŀǘƛŎ 

ƭŜǾŜƭƭƛƴƎΩ ƻŦ ǎǳǊǾŜƛƭƭŀƴŎŜΦ 5ŀǘŀ ƴŜǘǿƻǊƪǎΣ ƛƴ ǘƘƛǎ ǾƛŜǿΣ ŀǊŜ ƭƛƪŜ ǊƘƛȊƻƳŜ Ǌƻƻǘǎ ǎŜƴŘƛƴƎ ǳǇ ǎƘƻƻǘǎ ŦǊƻƳ 

many places instead of a ǎƛƴƎƭŜ ǇƻǿŜǊŦǳƭ ƘƛŜǊŀǊŎƘƛŎŀƭ ǎǘǊǳŎǘǳǊŜ ƻŦ ǎǳǊǾŜƛƭƭŀƴŎŜΦ ¢ƘŜ ǳǎŜ ƻŦ ΨƭŜǾŜƭƭƛƴƎΩ ƛǎ 

to mean that surveillance is more egalitarian across the network, and previously exempt groups also 

end up facing surveillance as it becomes more pervasive (Wood 2016). This presents a conceptual 

conundrum. The idea of level+ling provides a strong explanatory potential for contemporary 

surveillance, but it also ostensibly democratises hierarchies inherent to surveillance as a social issue. 

Not everyone in a digital network faces the same kind or level of surveillance. Hier (2003) probes for 

an answer to this and provides the explanation that the assemblage polarizes surveillance resulting in 

ΨǘƘŜ ǎƛƳǳƭǘŀƴŜƻǳǎ ƭŜǾŜƭƭƛƴƎ ŀƴŘ ǎƻƭƛŘƛŦƛŎŀǘƛƻƴ ƻŦ ƘƛŜǊŀǊŎƘƛŜǎ ΩΦ  ¢Ƙƛǎ ŀŎƪƴƻǿƭŜŘƎŜƳent of the partial 
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levelling and the play of a hierarchical surveillance power is essential for this thesis in studying the 

experience of marginalised people undergoing unequal impacts of surveillance.  

Haggerty & Ericson (2000) further address the issue of data. They construct surveillance as being 

ŀŎǘŜŘ ƻƴ  ŘŜŎƻǊǇƻǊŜŀƭ ΨŘŀǘŀ-ŘƻǳōƭŜǎΩΦ {ǳǊǾŜƛƭƭŀƴŎŜΩǎ ƳƻǾŜ ōŜȅƻƴŘ ǘƘŜ ŘƛǊŜŎǘ Ǿƛǎƛōƛƭƛǘȅ ƻŦ ǇŀƴƻǇǘƛŎƻƴ 

and being enabled by data has been termed ΨŘŀǘŀǾŜƛƭƭŀƴŎŜΩ όvan Djick 2014). The performance of 

surveillant visibility is over this data-double. Or as Haggerty & Ericson (2000) term it the data-double 

becomes: 

Χŀ ǾƛǎǳŀƭƛȊƛƴƎ ŘŜǾƛŎŜ ǘƘŀǘ ōǊƛƴƎǎ ƛƴǘƻ ǘƘŜ Ǿƛǎǳŀƭ ǊŜƎƛǎǘŜǊ ŀ Ƙƻǎǘ ƻŦ ƘŜǊŜǘƻŦƻǊŜ 
ƻǇŀǉǳŜ ŦƭƻǿǎΧ ώŀƴŘ ƛǎϐ ǇǊƻŘǳŎǘƛǾŜ ƻŦ ŀ ƴŜǿ ǘȅǇŜ ƻŦ individual, one comprised of 
ǇǳǊŜ ƛƴŦƻǊƳŀǘƛƻƴΧ όHaggerty & Ericson 2000, pg. 611). 

The surveillance of the data-double though, does have tangible effects. As Hier (2003) put it, data-

driven surveillance: 

Χ Ŏŀƴ ōŜ ǳƴŘŜǊǎǘƻƻŘ ŀǎ ŀ ƳŜŎƘŀƴƛǎƳ ƻŦ ΨǾƛǎǳŀƭƛȊŀǘƛƻƴΩΣ ƎƛǾƛƴƎ ǊƛǎŜ ǘƻ ŀ ŎȅōƻǊƎ 
flesh/technology amalgamation comprised of pure information which is only then 
redirected back towards the body for a multitude of reasons. (Hier 2003, pg. 402). 

This enables the reification of data-driven surveillance dependent ƻƴ ǘƘŜ ƛƴŘƛǾƛŘǳŀƭΩǎ ƛƴǘŜǊŀŎǘƛƻƴ ǿƛǘƘ 

the technological setup. The resultant control is re-corporealized into impacting the individual.  

Thus, datafication helps perform a diffused surveillance, with multiple watchers across the 

network, and it also makes visible selectively what was once opaque to both platforms and its users 

(Hansen & Flyverbom 2015, Ganesh 2016).  

Surveillance is then squarely placed in the realm of Big Data. Data-double becomes here an 

ǳǎŜŦǳƭ ŀƴŀƭȅǘƛŎ ǘƻ ǳƴŘŜǊǎǘŀƴŘ ΨǇƭŀǘŦƻǊƳ ǎǳǊǾŜƛƭƭŀƴŎŜΩ ŘŜǇŜƴŘŜƴǘ ƻƴ ǘƘŜ ŘŀǘŀŦƛŎŀǘƛƻƴ ƻŦ ΨǎƻŎƛŀƭ ǇǊŀŎǘƛŎŜǎ 

ŀƴŘ ǊŜƭŀǘƛƻƴǎΩ Σ ŀƴŘ Ƙƻǿ ǘƘƛǎ ƛƳǇŀŎǘǎ ǘƘŜ ǳǎŜǊǎ ƻŦ ǘƘŜǎŜ ǇƭŀǘŦƻǊƳǎ όWood &  Monahan 2019). The 

interactions users undertake within platforms also become part of their data profiles (Dŀƭƛő Ŝǘ al 2017).  

There is a mutuality of such visibilities between the watcher and the watched, especially as presented 

by Adams (2013) through user-generated content like rating and reviews, all becoming part of the 

data-double.   These data-doubles are composed of the many traces of data that are collected across 

the network as a profile (Leclercq-Vandelannoitte & Aroles 2020), tying datafication and surveillance 

inextricably together.  

In information systems literature post-panoptic framing has been invoked to understand 

surveillance both at organisational and platform level of analysis. For instance, this is invoked by Kerr 

et al. (2014) ƛƴ ǎǘǳŘȅƛƴƎ ΨƳŀǎǎƛǾŜ ƳǳƭǘƛǇƭŀȅŜǊ ƻƴƭƛƴŜ ƎŀƳŜǎΩ ǿƘŜǊŜ ƘǳƳŀƴ ŜƭŜƳŜƴǘǎ ƭƛƪŜ ŘŜƳƻƎǊŀǇƘƛŎ 
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details and behavioural details and equally nonhuman elements such as online transactions and 

financial data of purchases as a result of datafication have been subsumed in analysis.  Rooney (2012) 

suggests a similar approach by contextualising childrenΩs engagement with internet-based 

communication systems using the post-panoptic theorisation to highlight the visibilities of the children 

to each other and to parental authorities. Recent research on gig-work platforms such as Uber and 

Deliveroo, cast surveillance within these platforms as a post-panoptic assemblage (Jamil 2020, 

Woodcock 2020).  

This post-panoptic turn presented is instructive in co-positioning datafication and surveillance. The 

ƴŜȄǘ ǎŜŎǘƛƻƴ ŀŎƪƴƻǿƭŜŘƎŜǎ ǘƘƛǎ ǘƘŜƻǊƛǎŀǘƛƻƴ ŀƴŘ ŜȄǇƭƻǊŜǎ ΨƭƛǉǳƛŘ ǎǳǊǾŜƛƭƭŀƴŎŜΩ ǘƻ ǎȅƴǘƘŜǎƛǎŜ ΨƛƴŎƭǳǎƛƻƴΩ 

as a product of surveillant visibility.  

3.2.3. Visibilities of Liquid Surveillance 

David Lyon (2010) extends further the post-ǇŀƴƻǇǘƛŎ ŦǊŀƳƛƴƎ ƻŦ ǎǳǊǾŜƛƭƭŀƴŎŜ ŀǎ ōŜƛƴƎ ΨƭƛǉǳƛŘΩ ς terming 

ƛǘ ΨƭƛǉǳƛŘ ǎǳǊǾŜƛƭƭŀƴŎŜΩΦ ¢Ƙƛǎ ŎƻƴǎǘǊǳŎǘ ƻŦ ǎǳǊǾŜƛƭƭŀƴŎŜ ƛǎ ǊƻƻǘŜŘ ƛƴ ǊŜŀdings of Zygmunt .ŀǳƳŀƴΩǎ όнлллΣ 

2013) thesis of ΨƭƛǉǳƛŘ ƳƻŘŜǊƴƛǘȅΩΦ A liquid modern understanding of society considers contemporary 

ƴƻǘƛƻƴǎ ƻŦ ƳƻŘŜǊƴƛǎŀǘƛƻƴ ǘƻ ƘŀǾŜ ǘǊŀƴǎƛǘƛƻƴŜŘ ŦǊƻƳ ǘƘŜ ΨǎƻƭƛŘƛǘȅΩ ǘƘŀǘ ŀƛƳŜŘ ŀǘ ōǳƛƭŘƛƴƎ ǎǘŀōƭŜ 

institutions, creating struŎǘǳǊŜǎ ŀƴŘ ǇŜǊƳŀƴŜƴŎŜΣ ǘƻ ǿƘŀǘ .ŀǳƳŀƴ ǘŜǊƳǎ ŀǎ ΨƭƛǉǳƛŘ ƳƻŘŜǊƴƛǘȅΩΦ  

{ƻŎƛŜǘȅ ƛǎ ƛƴ Ŏƻƴǎǘŀƴǘ ŦƭǳȄΣ ƻŦ ōŜƛƴƎ ΨƭƛǉǳŜŦƛŜŘΩ ŦǊƻƳ ƛǘǎ ǎƻƭƛŘ Ǌƻƻǘǎ ƻŦ ǎǘŀōƛƭƛǘȅΣ ǎǘǊǳŎǘǳǊŜΣ ŀƴŘ 

bounded bureaucracies. In this way, liquidity captures the conditions of constant social and 

technological change within many digital contexts, offering specific ways to conceptualise platform 

ecosystems. Below is a reading of the different constructs in liquid surveillance relating datafication 

and inclusion to it. For this thesis, liquidity of surveillance as presented (Lyon 2010, Bauman & Lyon 

2013) conceptualises technologies essential to identification, networks and flow of data inherent to 

datafication. Further, readings of liquid modernity connect surveillance to work, consumption, 

welfare, citizenship, and belonging in contemporary society (Bauman, 2000, Abrahamson 2004).  

Liquid modern society, in a nutshell, is one that has become more competitive, commercially 

focussed and has a never-ending pursuit of improvement. Lyon (2010) and BaǳƳŀƴΩǎ  όBauman & Lyon 

2013) ideation of liquid surveillance subsume data-driven surveillant visibility set within a digital 

society. As Lyon (2010) summarises:  

[ƛǉǳƛŘ ǎǳǊǾŜƛƭƭŀƴŎŜ ŘŜǎŎǊƛōŜǎ ǿŜƭƭ ǘƻŘŀȅΩǎ ǊŜƎƛƳŜǎ ƻŦ ƛƴ ѷ Ǿƛǎƛōƛƭƛǘȅ ŀƴŘ ƛǎ 
characterized by data-flows, mutating surveillance agencies and the targeting and 
sorting of everyone. (Lyon 2010, pg. 325). 
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This offers the possibility to study the rapidly evolving technologies of platforms, the performance of 

datafication practices, and even their contexts as a mutable subject (Bauman, 2000), especially 

affecting how power and visibility are experienced under liquid surveillance.  Bauman & Lyon (2013) 

cast power under liquid modernity as post-panoptical riding on deep and wide data-driven 

surveillance:  

[In] the post-panoptical world of liquid modernity much of the personal 
information vacuumed so vigorously by organizations is actually made available 
by people using their cellphones, shopping in malls, travelling on vacation, being 
entertained or surfing the internet. We swipe our cards, repeat our postcodes and 
show our ID routinely, automatically, willingly. (Bauman & Lyon 2013, pg. 17) 

Thereby liquid surveillance becomes:   

ΧŦƭŜȄƛōƭŜΣ ƳƻōƛƭŜΣ ǎŜŜǇƛƴƎ ŀƴŘ ǎǇǊŜŀŘƛƴƎ ƛƴǘƻ Ƴŀƴȅ ŀǊŜŀǎ ƻŦ ƭƛŦŜ ǿƘŜǊŜ ƻƴŎŜ it had 
only marginal sway. (Bauman and Lyon 2013, pg.2). 

[ƛǉǳƛŘƛǘȅ ǘƘǳǎ ǳƴŘŜǊǎǘƻƻŘ ǿƛǘƘƛƴ .ŀǳƳŀƴΩǎ ŎƻǊǇǳǎ ƻŦ ǿƻǊƪ ǇǊƻǾƛŘŜǎ ƪŜȅ ŀƴŀƭȅǘƛŎŀƭ ŦŀŎŜǘǎ ƻŦ 

surveillance cast as a mode of visibility (see table 3.1 below).  

 

Facets of Liquid Surveillance and their explanation 

Banopticon: 

Security apparatus that keep undesirable population out and allow desirable population.  

Power is of providing inclusion or being left excluded.  

Synopticon: 

Marketing apparatus that attracts only the desirable population.  

Power is of seduction to coax individuals into desirable behaviour.  

Data-double: 

Result of profiling apparatus allowing extraction of data about individuals from various 

ŎƻƴǘŜȄǘǎ ŀƴŘ ƛǘΩǎ aggregation as a databased profile.   

Table 3.1: Concepts in ΨLiquid SurveillanceΩ  
- as presented by Bauman & Lyon (2013) 

 

These concepts are explained further and used below to conceptualise surveillance within digital 

platforms. This scholarship also subsumes earlier theorisations of surveillance visibilities, which helps 

define the surveillant construct of inclusion, as shown in the following sections.   
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3.2.3.1. Banopticon and Inclusion 

Bauman & Lyon (2013) portray liquid surveillance as a complex phenomenon where surveillance serves 

two opposing objectives in society: ŎƻƴŦƛƴŜƳŜƴǘ όƻǊ ΨŦŜƴŎƛƴƎ ƛƴΩύ ŀƴŘ ŜȄŎƭǳǎƛƻƴ όƻǊ ΨŦŜƴŎƛƴƎ ƻǳǘΩύΦ This 

is derived from ŀƴ ƛƴǘŜǊǇǊŜǘŀǘƛƻƴ ƻŦ ŀ ΨōŀƴƻǇǘƛŎƻƴΩ ŀǎ 5ƛŘƛŜǊ Bigo (2006) presents as a security 

ŀǇǇŀǊŀǘǳǎΦ IŜǊŜ ǘƘŜ ΨōŀƴΩ ŘŜŦƛƴŜǎ ŀ ƴƻǘƛƻƴŀƭ ōƻǊŘŜǊ ǘƘŀǘ ŜȄŎƭǳŘŜǎ ǘƘŜ ǳƴǿŀƴǘŜŘ ŀƴŘ ƛƴŎƭǳŘŜǎ ǘƘŜ 

ǿŀƴǘŜŘΣ ŀƭƻƴƎ ǿƛǘƘ ΨƻǇǘƛŎƻƴΩ ǎǘŀƴŘƛƴƎ ŦƻǊ ǾƛǎƛōƛƭƛǘȅΦ .ŀǳƳŀƴΩǎ ǳǎŜ ƻŦ ōŀƴƻǇǘƛŎƻƴ ƛƴ ǘƘŜ ǎǇŜŎǘǊǳƳ ƻŦ 

surveillance theorisation is crucial in understanding surveillant inclusion in contemporary society.  

As a metaphor, banopticon inverts the enclosed disciplining nature of the panopticon and 

considers modern surveillance like identity cards and biometric identity (Lyon 2009) as being one in 

which:  

ΧǘƘŜ ǘŜŎƘƴƻƭƻƎƛŜǎ ƻŦ ǎǳǊǾŜƛƭƭŀƴŎŜ ǎƻǊǘ ƻǳǘ ǿƘƻ ƴŜŜŘǎ ǘƻ ōŜ ǳƴŘŜǊ ǎǳǊǾŜƛƭƭŀƴŎŜ ŀƴŘ 
who is free of surveillance, because of his profile. (Bigo 2002, pg. 82). 

So, as an inverse of the panopticon, those who are under confinement are not the undesirables, but 

ǘƘŜȅ ŀǊŜ ǘƘŜ ŘŜǎƛǊŀōƭŜ ƻƴŜǎ ŀŎƘƛŜǾƛƴƎ ΨƛƴŎƭǳǎƛƻƴΩ ŀƴŘ ŀƭƭƻǿŜŘ ŜƴǘǊȅΦ  ¢ƘŜ ōŀƴƻǇǘƛŎƻƴ ƛǎ ŀ ƎŀǘŜǿŀȅ ǘƻ 

inclusion for those who are deemed worthy to enter and participate in the digitally mediated society.  

The banopticon comprises three elements making up the surveillance mechanisms presented 

by Bigo (2014). First is the exceptionalism of power - by which rules brought about to define a condition 

of exceptional control of the population is presented by the politics surrounding the need for a 

banoptic gatekeeping (Ajana 2012). For instance, the increase of security screening and surveillance in 

international travel in the post 9/11 era of surveillance has been considered a banoptic surveillance 

with airports as the arena of exceptional rule and a political normalisation of constant high alert 

situation (Nagy 2016).  Specifically, in the case of biometric technologies, a need for bio-political 

identification provided is presenteŘ ŀǎ ŀƴ ŜȄŎŜǇǘƛƻƴŀƭ ΨŎŀǎŜ ŦƻǊ ƴŜŎŜǎǎƛǘȅΩ όAjana 2013). This chimes 

well with the erosion of the exceptional nature of biometric technology being a surveillance tool and 

now becoming a minimum requirement for inclusion and exclusion, in case of citizen interaction with 

the state.   

This exceptional rule manifests itself as a notional border of practices, rules, and processes 

that separate the included and excluded groups, which becomes a permanent norm of society (Bigo 

2002).  These present the policies which become the means by which inclusion and exclusion is socio-

politically defined and presented. The concept of banopticon is also of interest as it has been 

instrumental in engaging with a variety of surveillance practices, especially with both notional border 

as described above and real borders in cases of marginalisation due to international and national 

mobilities. This encompasses the understanding of marginality of citizenship claims, refugees or 
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asylum seekers under securitisation of the state and equally a marginality due to urban or national 

contestations (Benam 2011, Maestri & Hughers 2017, Nagy 2016, Woodling 2009). 

The second element of the banopticon is the profiling and exclusion of certain categories of 

individuals based on a potential for future undesirable behaviour undertaken under the visibility 

ǇǊƻǾƛŘŜŘ ǘƘǊƻǳƎƘ ƛŘŜƴǘƛŦƛŎŀǘƛƻƴΦ ¢Ƙƛǎ Ǉƭŀȅǎ ƻƴ ǘƘŜ ƴƻǘƛƻƴ ƻŦ ΨŎŀǘŜƎƻǊƛŎŀƭ ǎǳǎǇƛŎƛƻƴΩ όMarx 1988) ς a 

ōƭŀƴƪŜǘ ǎǳǎǇƛŎƛƻƴ ƻŦ ŀ ŎŀǘŜƎƻǊȅ ƻŦ ǇŜƻǇƭŜ ŀǎ ōŜƛƴƎ ΨǎƻŎƛŀƭƭȅ ǇŜǊŎŜƛǾŜŘ ŘŀƴƎŜǊƻǳǎ ƎǊƻǳǇǎΩ ŀƴŘ ǘƘŜ 

profiling of individuals from such a group (Hier 2003). The banopticon is involved in analysing the 

ǎǳǊǾŜƛƭƭŜŘ ƛƴŘƛǾƛŘǳŀƭΩǎ Ǉŀǎǘ ōŜƘŀǾƛƻǳǊ ǘƻ ŀǎǎǳŀƎŜ ǘƘƛǎ ǎǳǎǇƛŎƛƻƴΦ ¢Ƙƛǎ ŀŎǘ ƻŦ ŎǊƻǎǎƛƴƎ ǘƘŜ ōŀƴƻǇǘƛŎ ōŀǊǊƛŜǊ 

of suspicion and being determined as qualified to participate within the wider society becomes the 

critical challenge for those marginalised and seeking inclusion. 

Lƴ ŀ ŘƛƎƛǘŀƭ ǇƭŀǘŦƻǊƳΣ ƛǘΩǎ ǘƘŜ ǊŜǎǳƭǘ ƻŦ ŘŀǘŀŦƛŎŀǘƛƻƴ ǿƘƛŎƘ ǇǊŜǎŜƴǘ ƻǇǇƻǊǘǳƴƛǘƛŜǎ ŦƻǊ ǘƘƛǎ 

categorical profiling and possible discrimination.  In the absence of data protection and code for ethical 

ǇǊŀŎǘƛŎŜǎΣ ǘƘŜǎŜ ŘŀǘŀŦƛŎŀǘƛƻƴ ǇǊƻŎŜǎǎŜǎ ΨŀŎǘ ŀǎ ƎŀǘŜƪŜŜǇŜǊǎΩ ǘƻ ŜƴǘƛǘƭŜƳŜƴǘǎΣ ǿƘƛŎƘ Ŏŀƴ ǊŀƛǎŜ 

discriminatory practices even when inclusion is being aimed for or achieved (Nagy 2016).  Coercive 

surveillance power can still apply to those who fail to qualify and cross the banoptic border. 

Third, under the banopticon a normalisation of the desirable non-excluded categories is 

ǳƴŘŜǊǘŀƪŜƴΦ LƴŘƛǾƛŘǳŀƭǎ ŎƻƴǘƛƴǳŜ ǘƘŜƛǊ ƭƛǾŜǎ ƻƴ ǘƘŜ ƛƴŎƭǳŘŜŘ ǎƛŘŜ ƻŦ ǘƘŜ ΨōŀƴΩ ōȅ ŎǊŜŀǘƛƴƎ ŀ ΨƴƻǊƳŀƭΩ 

narrative for these desirable groups (Bigo 2014).  Normalisation is the flip side of the same 

exceptionalism defined by the banopticon. As Ajana (2013ύ ƴƻǘŜǎ ǘƘŜ ŘŜŦƛƴƛǘƛƻƴ ƻŦ ǘƘŜ ΨōŀƴΩ ƛǎ ƻƴ ǘƘŜ 

basis of an exceptional rule but its presentation to the surveilled population justify the need for 

exceptionalism through politics of normalisation.   

The normalisation is also a function of the ban in the banopticon not equally affecting all of 

the surveilled individuals (Sharma 2009). The meaning of the ban, the rules, and its expansion into 

daily life is a complex multi-layered and datafied phenomenon, affecting various sections of the 

population differently and resulting in different meanings of exclusion (Ajana 2013, 2020). Those 

excluded because of the ban can face more scrutiny by surveillance of the panoptic kind. Accessing 

ƛŘŜƴǘƛŦƛŎŀǘƛƻƴ ǇǊƻƳƛǎŜǎ ŀƴ ƻǇǇƻǊǘǳƴƛǘȅ ŦƻǊ ΨŜƴƘŀƴŎŜŘ ǾƛǎƛōƛƭƛǘȅΩΦ ¢Ƙƛǎ ƛǎ ƴƻǊƳŀƭƛǎŜŘ ŀƴŘ ŜǾŜƴ ƳŀŘŜ 

attractive to those marginalised by their fellow citizens ŀƴŘ ǘƘŜ ǎǘŀǘŜ ŘǳŜ ǘƻ ǘƘŜƛǊ ƭŀŎƪ ƻŦ ōŜƛƴƎ ΨǎŜŜƴΩ 

(Bauman & Lyon 2013).  For example, in the case of contestation of belonging at a national border, the 

ŜȄŎƭǳǎƛƻƴ ŀŎǘǳŀƭƭȅ ƭŜŀŘǎ ǘƻ ΨŎŀƳǇǎΩ ƻŦ ŦŀƛƭŜŘ ŀǎȅƭǳƳ ǎŜŜƪŜǊǎ ǿƘƻ ǳƴŘŜǊƎƻ ǎŜǾŜǊŜ ƭŜǾŜƭǎ ƻŦ ǎŎǊǳǘƛƴȅ 

(Maestri & Hughers 2017ύΦ .ǳǘ ǘƘƻǎŜ ǿƘƻ ŜƴǘŜǊ ƛƴǘƻ ǘƘŜ ΨǎȅǎǘŜƳΩ ŀǎ successful asylees have a different 

and positive enhanced visibility where documents and database can showcase their inclusion.  A 
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similar case of banoptic exclusion and visibility is discussed ŀǎ ǊŜǎǳƭǘƛƴƎ ƛƴ ΨƎƘŜǘǘƻƛȊŀǘƛƻƴΩ ƻŦ wƻƳŀ 

people in Europe by Nagy (2017). 

Thus, the banopticon enables the inclusion of the desired group and collect information and 

potential removal of aberration and undesirables as quickly as possible (Boyne 2000). Boyne further 

ƴƻǘŜǎ ŀōƻǳǘ ƛƴŎƭǳǎƛƻƴ ŀǎ ŀ ŦǳƴŎǘƛƻƴ ƻŦ ǎǳǊǾŜƛƭƭŀƴŎŜ ǿƛǘƘ ǘƘŜ ΨōŀƴΩ ƛƴ ŀŎǘƛƻƴΥ  

The prime function of surveillance in the contemporary era is border control. We 
do not care who is out there or what they are doing. We want to see only those 
who are entitled to enter.   (Boyne 2000, pg. 287). 

The normalisation efforts around the banopticon routinises its own need manifesting surveillance in 

the daily lives of the surveilled individuals. As Bigo states about the banopticon:  

Surveillance  technologies, as well as attitudes towards constant monitoring of 
activities, have shifted and greatly expanded to become routines of everyday life, 
rather than exceptional practices.  (Bigo 2006, pg.46). 

Thereby, the ban protects the normalised existence of both those included as the preferred groups 

and the excluded as the unwanted ones. Without the individual seeking surveillance and allowing the 

datafication of their lives, work, past and current behaviours, and gauging the risk of their future non-

compliance, inclusion cannot be achieved.   

To be included in this complex web of visibilities, one needs to be inside the border set by the 

ōŀƴƻǇǘƛŎƻƴΦ Lǘ ōŜŎƻƳŜǎ ǘƘŜ ƛƴŘƛǾƛŘǳŀƭΩǎ ǊŜǎǇƻƴǎƛōƛƭƛǘȅ ς a Do It Yourself (DIY) job of self-surveillance, 

through a politics of nƻǊƳŀƭƛǎŀǘƛƻƴ ŀǎ ƛƴŘƛǾƛŘǳŀƭΩǎ ŘǳǘȅΣ ƛŦ ǘƘŜȅ ǎŜŜƪ ƛƴŎƭǳǎƛƻƴΦ As Bauman further puts 

it about seeking visibility through the banopticon: 

The gear for the assembly of DIY, mobile and portable, single- person mini-
panopticons is of course commercially supplied. It is the would-be inmates who 
bear responsibility for choosing and purchasing the gear, assembling it and putting 
it into operation. (Bauman & Lyon 2013, pg. 73). 

The post-panopticism of visibility under liquid surveillance does not need the watcher being near the 

ǎǳǊǾŜƛƭƭŜŘ ƛƴŘƛǾƛŘǳŀƭǎΦ Lƴ ŦŀŎǘΣ ǘƻ Ƴŀƛƴǘŀƛƴ ŀ ΨōƻǳƴŘŜŘΣ ǎǘǊǳŎǘǳǊŜŘΣ ǎǘŀōƭŜΩ ƳŜŀƴǎ ƻŦ Ǿƛǎƛōƛƭƛǘȅ ƛǎ 

cumbersome (Bauman & Lyon 2013). 

What mattered in Panopticon was that the people in charge were assumed always 
ǘƻ ΨōŜ ǘƘŜǊŜϥΣ ƴŜŀǊōȅΣ ƛƴ ǘƘŜ ŎƻƴǘǊƻƭƭƛƴƎ ǘƻǿŜǊΦ ²Ƙŀǘ ƳŀǘǘŜǊǎ ƛƴ Ǉƻǎǘ-Panoptical 
power-relations is that the people operating the levers of power on which the fate 
of the less volatile partners in the relationship depends can at any moment escape 
beyond reach -into sheer inaccessibility. (Bauman 2000, pg. 11). 
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Power is derived not by uncertainty of not knowing if you are being watched as in the panoptic 

condition. Power is consequently derived from the fear of the surveilled individual being caught in the 

wrong place of not being seen when it is needed (Bauman & Lyon 2013). But an asymmetry in visibility 

still exists as the watcher does not need to be nearby. Visibilities are automated and datafied with 

watchers across the network. The powerful watchers themselves can choose to be invisible, slip back, 

ŀƴŘ ŜǎŎŀǇŜ ŀǘ ŀ ƳƻƳŜƴǘΩǎ ƴƻǘƛŎŜ όLyon 2010).  

!ǎ ŜŀŎƘ ƻŦ .ŀǳƳŀƴΩǎ ΨƳƛƴƛ-ǇŀƴƻǇǘƛŎƻƴǎΩ ŜȄƛǎǘǎ ƛƴ ŀ ƴŜǘǿƻǊƪ ƻŦ ǎƻŎƛŀƭ ŀƴŘ ǘŜŎƘƴƻƭƻƎƛŎŀƭ 

visibilities, the individual opts in or has to opt in to create an individualised identity and build their own 

means of surveillant visibility. This self-surveillance pushes for a post-panoptic visibility of control, 

where an unbounded visibility enables mobility of the surveilled individual and so extends surveillance 

throughout their daily life experience (Haggerty 2006, Dŀƭƛő Ŝǘ ŀƭ нлмт). Surveillance constantly follows 

as the mini-panopticon is in the form of technological artefacts like mobile phones, codes and 

passwords, digital identities and online profiles enabling mobility within the network (Bauman & Lyon 

2013). All of this works to accumulate data as living under surveillance continues building up the 

individual's profile as they continue to interact with the network (Charitsis 2016).   

3.2.3.2. Synopticon and Seduction  

WƛǘƘƛƴ ƭƛǉǳƛŘ ǎǳǊǾŜƛƭƭŀƴŎŜΣ Ǿƛǎƛōƛƭƛǘȅ ƛǎ ŦǳǊǘƘŜǊ ŎƘŀǊŀŎǘŜǊƛǎŜŘ ŀǎ ōŜƛƴƎ ΨǎȅƴƻǇǘƛŎΩ όBauman & Lyon 2013, 

Lyon 2019). Based on .ŀǳƳŀƴΩǎ όнлллύ reading of Thomas Mathiesen (1997), elements of synoptic 

surveillance act as a parallel and reciprocal system of control alongside its panoptic counterpart. The 

synopticon here is a marketing apparatus aimed at a watching audience. So, synopticon is an idea of 

Ǿƛǎƛōƛƭƛǘȅ όΨƻǇǘƛŎƻƴΩύ ŦǊƻƳ ōŜƭƻǿ όΨǎȅƴΩύΣ  ǘƘŀǘ Mathiesen (1997) ǇƻǎǘǳƭŀǘŜŘ ŀǎ ΨƳŀƴȅ ǿŀǘŎƘƛƴƎ ǘƘŜ ŦŜǿΩ 

and has evolved alongside panopticism as Foucault presented, with opposing visibilities but in 

ΨƛƴǘƛƳŀǘŜ ƛƴǘŜǊŀŎǘƛƻƴ ǿƛǘƘ ŜŀŎƘ ƻǘƘŜǊΩΦ  

Mathiesen (1997) originally bases his view of ǎȅƴƻǇǘƛŎ Ǿƛǎƛōƛƭƛǘȅ ƻƴ ǘƘŜ ǎǘǳŘȅ ƻŦ ΨƳŀǎǎ ƳŜŘƛŀΩ - 

mainly television, as it applied before the prevalence of the internet and online interaction. Mathiesen 

ŎŜƴǘǊŜǎ Ƙƛǎ ŀǊƎǳƳŜƴǘ ƻƴ ǘƘŜ ŜŀǊƭȅ ƭƛƳƛǘŜŘ ŎƻƴƴŜŎǘŜŘ ǎŜǊǾƛŎŜǎ ǘƻ ǘŜǊƳ ƛǘ ŀ ΨƻƴŜ-ǿŀȅ ƳŜŘƛǳƳΩ ǿƛǘƘ 

minimal interactivity even when mentioning the internet. So, his construct of synopticon is decidedly 

ƻƴŜ ǘƘŀǘ Ŏŀƴ ΨōǊƻŀŘŎŀǎǘΩ ǘƘŜ ǾƛǎƛōƛƭƛǘƛŜǎ ŀƴŘ ǘƘŜ ƳŜǎǎŀƎŜǎ ƻŦ ǘƘƻǎŜ ŦŜǿ ǿƘƻ ŀǊŜ ǇƻǿŜǊŦǳƭ ǘƻ ǘƘŜ Ƴŀƴȅ 

who are watchers.  

Thus the synopticon reverses the panoptic conceptualisations as the powerful entity enacts its 

own visibility (becoming the watched) to the multiple watchers. Relevantly for the era of digital 

platforms, Bauman & Lyon (2013) recast the synoptic performance as the role of marketing in 

attracting the most desirable to engage with the banopticon, and so get included. On the other hand, 
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the state employs synopticon to normalise the exceptional power of the government to deploy 

surveillance (Bauman & Lyon 2013).  

The surveillant power is also recast in the synoptic interpretation. It take a form of seduction of the 

desirable subjects of surveillance:  

One would expect a decline in the use of negative forms of panoptical surveillance 
power over, and a shift to more positive regimes of power to. Liquidly modern 
organization can be expected to become less normalized, less hierarchical and less 
tightly governed by surveillance and to display more signs of synoptical power to 
supplement panoptical power. (Clegg & Baumeler 2010, pg. 15). 

¢ƘŜ ΨǇƻǎƛǘƛǾŜ ǊŜƎƛƳŜǎ ƻŦ ǇƻǿŜǊΩ ƛƴ ǘƘŜ ǎȅƴƻǇǘƛŎƻƴ ƛǎ enticement and seduction to participate in the 

visibility regime, replacing the panoptic disciplinary power (Lyon 2019). Power here results from the  

simulation through datafication and profiling of those under categorical suspicion (Hier 2003), and 

through consumerist categorical seduction (Bogard 1996, Bauman, 2000). Individuals are reduced to 

their data and digital representations by attracting them to voluntarily submit to datafication. Those 

seeking inclusion from a position of marginalisation do not need to be seduced. They seek out this 

datafication. But those who already are in a desirable position to be included still need to be datafied, 

and thus enticed into the network of visibilities.   

Very relevantly to dƛƎƛǘŀƭ ǇƭŀǘŦƻǊƳǎΩ ǇƻǿŜǊ ƛǎ ŀ ƳŜǊŜ ΨƴǳŘƎŜΩ ŀƴŘ ƴƻǘ ǇǳƴƛǘƛǾŜ ŘƛǎŎƛǇƭƛƴƛƴƎ 

(Bauman & Lyon 2013). Oppressive power expected of state surveillance over the citizens is replaced 

by what Bauman presents in earlier work as power:  

Χōȅ ǎŜŘǳŎǘƛƻƴΦ ²Ƙƻ ǊǳƭŜǎ ǘƘŜ όŀƛǊ)waves, rules the lived world, decides its shape 
and contents. (Bauman 2000, pg. 155). 

As a consequence of such synoptic seductive visibility, the surveilled individual as a citizen or a 

consumer is lulled into handing over data required, in an implicit assumption that the information 

collected is being used for their benefit (Lyon 2019). This datafication makes them susceptible to 

multiple watchers. Individuals need to participate is cultivated actively by the platforms, and they give 

in to the consumerist seduction : 

Our market-deployed surveillance assumes that manipulation of choice (through 
seduction, not coercion) is the surest way to clear the offers through demand. The 
willing, nay enthusiastic, cooperation of the manipulated is the paramount 
resource deployed by the synopticons of consumer markets.  (Bauman & Lyon 
2013, pg. 114). 

Synopticon and its visibilities here are of multiple kinds. Public relations techniques of both 

government and its partners lend credence to the surveillance. The celebrity spokespersons and 
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politicians help spread the message (Mathiesen 1997). Also, traditional and social media increasingly 

play a crucial part in reinforcing messages. In digital platforms, this synoptic power is seen to gamify 

and nudge its users showing rewards and ratings that are attractive (Törnberg & Uitermark 2020). Even 

if the handing over of data occurs voluntarily, there is a guise of convenience attached. Individuals are 

marketed conveniences of swiftness and instantaneity, but only if personal data is submitted for an 

individualised and customised experience. This, in its essence, is the main consumer expectation from 

a technology-ƳŜŘƛŀǘŜŘ ǘǊŀƴǎŀŎǘƛƻƴΣ ŦƻǊƳƛƴƎ ŀƴ ŜǇƛǇƘŜƴƻƳŜƴƻƴ ǘŜǊƳŜŘ ǘƘŜ ΨǘȅǊŀƴƴȅ ƻŦ ŎƻƴǾŜƴƛŜƴŎŜΩ 

(Andrejevic 2007, Pridmore & Lyon 2011).  This pursuit of convenience can extend to the point of being 

a manipulation under the practices of digital platform surveillance (Darmody & Zwick 2020) 

Bauman argues that thus seduction accompanies an irrationality of the consumer in accepting 

ǘƘŜ ΨǇǊŜŘƛŎŀƳŜƴǘΩ ƻŦ ŀ ƎǊƻǿƛƴƎ ƴŜŜŘ ŦƻǊ ŘƛƎƛǘŀƭ ǇŀǊǘƛŎƛǇŀǘƛƻƴΣ ŜǎǇŜŎƛŀƭƭȅ ŀǎ ǊŜŦǳǎƛƴƎ ǘƻ ǇŀǊǘƛŎƛǇŀǘŜ ƛǎ ƴƻǘ 

a real choice (Abrahamson, 2004). This notion of irrationality finds a place in information systems 

ǊŜǎŜŀǊŎƘ ƛƴǘƻ ǘƘŜ ŎƻƴŎŜǇǘ ƻŦ ΨǇǊƛǾŀŎȅ ǇŀǊŀŘƻȄΩ - the discrepancy between concerns on handing over 

personal data versus the actual action of handing over data (Wilson & Valacich 2012,  Barth & De Jong 

2017). The consumer's choice is irritational in that the data is handed over in the absence of 

information of actual benefit and data protection. Wilson & Valacich (2012) specifically also discuss 

the link of the irrationality of providing personal information, even with just a perceived benefit of 

immediate convenience. Here again, asymmetry of visibility comes into play as the synoptic promotion 

Ŏŀƴ ōŜ ŎǳǊŀǘŜŘ ǘƻ ǎƘƻǿ ǇƻǎƛǘƛǾŜǎ ŀƴŘ ƴƻǘ ǘƘŜ Ǌƛǎƪǎ ƻŦ ǇǊƻǾƛŘƛƴƎ ƻƴŜΩǎ ŘŀǘŀΦ ¢ƘŜ ƛƴƴŜǊ ƳŀŎƘƛƴŀǘƛƻƴǎ ƻŦ 

this process of datafication and its intended use remains opaque to the individual, especially as more 

private players get involved (Zuboff 2015).  

3.2.3.3. Data-double and Fragmentation 

Surveillance and datafication are performed by the concert of the banopticon and the synopticon as 

shown above. These play out in daily life and livelihoods in specific ways, with liquidity performing a  

ΨŦǊŀƎƳŜƴǘŀǘƛƻƴΩ ƻŦ ǎƻŎƛŀƭ ǊŜƭŀǘƛƻƴǎƘƛǇǎ ŀƴŘ ǎƻŎƛŀƭ ƛƴǎǘƛǘǳǘƛƻƴǎ όStaples 2013). The fragmentation of 

institutions begins with the need for flexibility of governmental institutions where increasing 

privatisation and marketisation of elements of an erstwhile monolithic state become decentralised 

and diffused across private sectors (Bauman & Lyon 2013).  

Fragmentation is seen to be performed in three ways - by digitally intermediated social 

relationships, the short-termism of institutions, and a breaking down of human contexts as a data-

double. Helped by digital technology, there is an extreme individualisation of both lives and work 

without a need or opportunity to develop social bonds with others (Bauman 2013). This is perhaps 

most demonstrated in gig-work platforms where the workers are individualised and cast outside any 
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traditional employer-employee relationship. In the praxis of gig-work and digital platforms, 

ŜƳǇƭƻȅƳŜƴǘ ƛǎ ŀƎƛƭŜ ŀƴŘ ǳǎŜǎ ŦƭŜȄƛōƭŜ ƭŀōƻǳǊ ǿƻǊƪƛƴƎ ƛƴ ΨǳƴǘŜǘƘŜǊŜŘΩ ŀƴŘ ΨƛƴŘŜǇŜƴŘŜƴǘΩ ǿƻǊƪǎǇŀŎŜǎ 

(Richter & Richter 2020). There is increasing commodification of labour under platforms and results in 

workers' disembeddedness from employment and social protection (Vallas & Schor 2020). Whereas 

ΨƳƻŘŜǊƴΩ ƛƴǎǘƛǘǳǘƛƻƴǎ ŀƛƳŜŘ ŦƻǊ ǇŜǊƳŀƴŜƴŎŜΣ ŘǳǊŀōƛƭƛǘȅΣ ŀƴŘ ŦƛȄƛǘȅΣ ΨƭƛǉǳƛŘ ƳƻŘŜǊƴΩ ŀƛƳǎ ŦƻǊ ŜǇƛǎƻŘƛŎƛǘȅΣ 

rapidity, and flexibility.  

Very relevantly, contemporary digital platforms afford flexibility to both capital and labour. As 

Abrahamson (2004) and Clegg & Baumeler (2010) present, liquidity can allow for a mobile capital and 

peripatetic labour. This flexibility stems from the fragmentation afforded when workers are managed 

as unconnected individuals working on atomised tasks. Fragmentation is also evident globally, where 

digital platforƳǎΩ ŎŀǇƛǘŀƭ ƛǎ ƴƻǘ ǘƛŜŘ ǳǇ ƛƴ ƭƻƴƎ-term investment or revenue generation strategies like 

ǘƘŜƛǊ ΨōǊƛŎƪ-and-ƳƻǊǘŀǊΩ ƳƻŘŜǊƴ ŎƻǳƴǘŜǊǇŀǊǘǎ όCusumano et al. 2019). Liquified monetisation practices 

form the financial basis for digital platforms. Data collected from episodic digital transactions of 

individuals on these platforms are aggregated and extracted for their monetary value. Labour within 

digital platforms equally has shed employment as a long-term endeavour and is cast as on-demand 

and just-in-time gig-work (De Stefano 2015). Consequently, where solid modernity was of routinization 

and stability, a premium is placed on flexibility in the liquid modern times and resulting in uncertainty 

for workers.  

Datafication also adds to fragmentation of surveilled indiǾƛŘǳŀƭΩǎ ƛŘŜƴǘƛǘȅ ŀǎ ƛǘ ƛǎ ƳŀŘŜ ƛƴǘƻ ŀ 

data-double. Under overlapping private and public contexts, there is a blurring of identities. There is a 

predominance of a hybrid ΨŎƛǘƛȊŜƴ-ŎƻƴǎǳƳŜǊΩ ƛŘŜƴǘƛǘȅ ŀǎǎƛƎƴŜŘ ǘƻ ǘƘƻǎŜ ǿƘƻ ŎƻƳŜ ǳƴŘŜǊ Řŀǘŀ-driven 

surveillance (Lammi  & Pantzar  2019ύΦ  ¢Ƙƛǎ ƛǎ ŦǳǊǘƘŜǊ ŎƻƳǇƭƛŎŀǘŜŘ ōȅ ŘƛƎƛǘŀƭ ǇƭŀǘŦƻǊƳΩǎ Řŀǘŀ ǇǊŀŎǘƛŎŜǎ 

ǿƘŜǊŜ ǳǎŜǊǎ ǎǘǊŀŘŘƭŜ ǊƻƭŜǎ ƻŦ ōŜƛƴƎ ŎƻƴǎǳƳŜǊǎΣ ǇǊƻŘǳŎŜǊǎΣ ƻǊ ŀ ƘȅōǊƛŘ ΨǇǊƻǎǳƳŜǊΩ όBardhi & Eckhardt 

2017). Users can even become co-innovators within a digital platform (Charitsis 2016). These roles 

complicate how these individuals experience surveillance and what they expect from platforms 

themselves.  

Digital platforms performance of datafication through synoptic persuasion is also related to 

creating multiple data-driven user identities. Synoptic surveillance becomes key to their operation, as 

platforms:  

softly persuade users towards models of normalized behavior and identity 
through the constant redefinition of categories of identity. If a certain set of 
categories ceases to effectively regulate, another set can quickly be reassigned to 
a user, providing a seemingly seamless experience online that still exerts a force 
over who that user is  (Cheney-Lippold 2011, pg. 177). 
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The fragmentation of contexts and identities through datafication is in fact the very crux of the creation 

of a data-ŘƻǳōƭŜΦ {ǳǊǾŜƛƭƭŀƴǘ Ǿƛǎƛōƛƭƛǘȅ ƛǎ ƴƻǘ ǎƻǳƎƘǘ ŦǊƻƳ ǘƘŜ ƘǳƳŀƴ ΨƛƴŘƛǾƛŘǳŀƭΩ ŀǎ ǘƘŜȅ ŀǊŜ ƴƻǘ Ψƛƴ-

ŘƛǾƛŘǳŀƭΩ ƳŜŀƴƛƴƎ ƛƴŘƛǾƛǎƛōƭŜΦ ¢ƘŜ Řŀǘŀ-double is the actual transformation of this seemingly whole into 

ŀ ŘŀǘŀŦƛŜŘ ΨŘƛǾƛŘǳŀƭΩ (Iveson & Maalsen 2019). This dividual, meaning a fragmented representation, 

becomes the focus of platforms data-collection, analysis and algorithmic computation.  

The seemingly fixed identity of the human individuals is liquified into the many actions of 

datafication that users themselves participated in, once coaxed or coerced. This growing footprint of 

data renders visibility of the individuals more and more indirectly : 

Not only are many relationships of a tertiary nature, where interactions occur 
between persons who never meet in the flesh, many are even of a quaternary 
character, between persons and machines. (Lyon 2003, pg. 145). 

As the data flows through the platform and its ecosystem, there is increasing acontextual visibility to 

many more actors acting as watchers.  As Trottier & Lyon (2012) put it in the context of online 

interactions:  

Liquid surveillance facilitates participatory surveillance and online sociality. Yet it 
also enables data commodification and other types of large-scale scrutiny. Identity 
becomes more liquid as a result of ubiquitous opportunities for speaking about 
one's self as well as about one's peers. This is typically fuelled by participatory 
motives, but also enhances other kinds of online surveillance. (Trottier & Lyon 
2012, pg. 93). 

Sharing, connectivity and  a desire to be seen within the society, all mediated by digital technology, is 

indeed the nature ƻŦ ƛƴǘŜǊŀŎǘƛƻƴ ƛƴ .ŀǳƳŀƴΩǎ ƭƛǉǳŜŦƛŜŘ ǿƻǊƭŘΦ ¢Ƙƛǎ ŜƴŀōƭŜǎ Ǿƛǎƛōƛƭƛǘȅ ǘƘǊƻǳƎƘ ƻƴƭƛƴŜ 

networks and the sharing of data as identity and profiles (De Hert 2012).   

As datafication grows, data-driven identity is still under scrutiny across the network (Masiero 

& Bailur 2021). But the meaning of what identity means will change as it is built on accumulated data 

traces recombined as profiles. These recombination of data across digital platform ecosystems is 

undertaken as an Ψalgorithmic identification and categorisationΩ (Cinnamon 2017).  The algorithmic 

ŎƘƻƛŎŜǎ ŀǊŜ ƳŀŘŜ ōȅ ǇƭŀǘŦƻǊƳǎ ōȅ ǿƘƛŎƘ ǳǎŜǊǎΩ ŘŀǘŀŦƛŜŘ ŀŎǘƛƻƴǎΣ ōŜƘŀǾƛƻǳǊǎΣ ƛƴǘŜǊŀŎǘƛƻƴǎ ŀƴŘ Ƴŀƴȅ 

other data-ǘǊŀŎŜǎ ŎƻƳōƛƴŜ ǘƻƎŜǘƘŜǊ ƛƴ ŀ ǿŀȅ ǘƘŀǘ ƛǎ ƘŜƭǇŦǳƭ ŦƻǊ ǘƘŜ ǇƭŀǘŦƻǊƳΩǎ ǎǳǊǾŜƛƭƭŀƴǘ ŎŀǇƛǘŀƭƛǎǘ ŀƛƳǎ 

(Cheney-Lippold 2017). These identities are ephemeral, relative and hybrid. What user sees of 

themselves through their data-driven identity is algorithmically dictated and in the control of 

platforms. !ǎ ǘƘŜ ǳǎŜǊΩǎ ŜƴƎŀƎŜƳŜƴǘ ǿƛǘƘ ǇƭŀǘŦƻǊƳǎ ƛƴŎǊŜŀǎŜǎΣ ǘƘŜƛǊ Řŀǘŀ-driven identity will also 

change over time. The identity they experience will also be different from the categorisation assigned 

to them as seen by those they interact digitally within the platform. These multiple categorisations 
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exist simultaneously. Ultimately the datafied identity itself becomes liquid, without a specific defined 

stable form.  

In summary, practices of surveillance have a direct bearing on individuals seeking participation 

with a digital platform context. The ideas introduced here, of liquid surveillance, can subsume 

ǎǳǊǾŜƛƭƭŀƴŎŜΩǎ ǎƻŎƛŀƭ ŦǳƴŎǘƛƻƴ ŀǎ ΨƛƴŎƭǳǎƛƻƴΩ ǎƻǳƎƘǘ ōȅ ƳŀǊƎƛƴŀƭƛǎŜŘ ƛƴŘƛǾƛŘǳŀƭǎΦ !ǎ ǎŜŜƴ ƛƴ ǘƘŜ 

conceptualisation of liquid surveillance inclusion is sought under the aegis of banopticon, supported 

by the synopticon and performed by datafied identities. These multiple modes of visibilities become 

analytical categories with which to query inclusion.  These ideas are extended further in the next 

section, positioning inclusion as an issue of social justice and demonstrating the link to surveillance.  

3.3. Understanding Inclusion 

There are multiple scholarly perspectives on inclusion, both as a concept and studied as a benefit of 

digital technology. This section introduces a few of these critical perspectives to position a social justice 

view of inclusion.  

The definition of social inclusion, specifically under governmental efforts, is presented as a 

ΨǇƻǎƛǘƛǾŜ ǾƛǎƛƻƴΩΣ ǎŜŜƪƛƴƎ ŦƻǊ ŀƭƭ ŎƛǘƛȊŜƴǎ ŀ ΨŦǳƭƭ ŀƴŘ Ŝǉǳŀƭ ǇŀǊǘƛŎƛǇŀǘƛƻƴΩ ƛƴ ǎƻŎƛŜǘȅ όBevir 2008). This 

understanding of inclusion with ΨǇŀǊǘƛŎƛǇŀǘƛƻƴΩ ŀǘ ƛǘǎ ŎƻǊŜ ƛǎ ŦƻǳƴŘ ŀŎǊƻǎǎ ŘƛǎŎƛǇƭƛƴŜǎ ŀƴŘ ǇǊŀŎǘƛŎŜǎ ŜǾŜƴ 

ǿƘŜƴ ΨƛƴŎƭǳǎƛƻƴΩ ƛǘǎŜƭŦ ƛǎ ƴƻǘ ŘƛǊŜŎǘƭȅ ŘŜŦƛƴŜŘΦ  CƻǊ ƛƴǎǘŀƴŎŜΣ ƎƻǾŜǊƴƳŜƴǘŀƭ ǇǊƻƎǊŀƳǎ ƛƴ ǘƘŜ Ǝƭƻōŀƭ bƻǊǘƘ 

deem social inclusion squarely as a complex aspect of participation in economic work, cultural life, and 

a political voice in their daily lives (see Board 2012).  

¦ƴŘŜǊ ǘƘŜ ǊŜƎƛƳŜ ƻŦ ŘƛƎƛǘŀƭ ǘŜŎƘƴƻƭƻƎƛŜǎΣ ΨǇŀǊǘƛŎƛǇŀǘƛƻƴΩ ŦƛƴŘǎ ŀ ŘƛǊŜŎǘ ǊƻƭŜ ǘƻ Ǉƭŀȅ ƛƴ ƛƴŎƭǳǎƛƻƴΦ 

Warschauer (2004), ƛƴ ŀ ŦŀƳƻǳǎ Ŏŀƭƭ ŦƻǊ ǎǘǳŘȅƛƴƎ ΨǎƻŎƛŀƭ ƛƴŎƭǳǎƛƻƴΩ ICTs and terms inclusion as a means 

ƻŦ ΨŦǳƭƭ ǇŀǊǘƛŎƛǇŀǘƛƻƴΩ ƛƴ ǘƘŜ ǎƻŎƛŜǘȅ ŀƛŘŜŘ ōȅ ǘŜŎƘƴƻƭƻƎƛŜǎΦ  Mossberger et al. (2007) extended this idea 

of participation becoming central to the definition of belonging in the community. They further term 

ΨŘƛƎƛǘŀƭ ŎƛǘƛȊŜƴǎƘƛǇΩ ŀǎ ǊŜŦŜǊǊƛƴƎ ǘƻ ǇŀǊǘƛŎƛǇŀǘƛƻƴ ƛƴ ǘƘŜ ǘŜŎƘƴƻƭƻƎȅ ƳŜŘƛŀǘŜŘ ǎƻŎƛŜǘȅΣ ŜǎǇŜŎƛŀƭƭȅ ǘƘǊƻǳƎƘ 

ǘƘŜ ƎƻǾŜǊƴƳŜƴǘŀƭ ǇǊƻŎŜǎǎ ƻŦ ōŜƛƴƎ ƛƴŎƭǳŘŜŘΦ ¢Ƙƛǎ ǘƘŜƳŜ ƻŦ ΨǇŀǊǘƛŎƛǇŀǘƛƻƴΩ ŀƭǎƻ ŦƛƴŘǎ ǇǊƻƳƛƴŜƴŎŜ ƛƴ ǘƘŜ 

ŘƛǎŎǳǎǎƛƻƴ ƻŦ ΨŦƛƴŀƴŎƛŀƭ ƛƴŎƭǳǎƛƻƴΩ ƻŦ ǘƘŜ ƳŀǊƎƛƴŀƭƛǎŜŘ ƛnto the mainstream economy and is intimately 

connected with governmental and private programs of inclusion. This can be seen in research 

ŎƻƴŎŜǇǘǳŀƭƛǎƛƴƎ ΨŘŜǾŜƭƻǇƳŜƴǘΩΣ ΨǇƻǾŜǊǘȅ ǊŜŘǳŎǘƛƻƴΩ ƻǊ ΨǇǊƻ-ǇƻƻǊΩ ŀŎŎŜǎǎ ǘƻ ŘƛƎƛǘŀƭ ŦƛƴŀƴŎƛŀƭ ǎƻƭǳǘƛƻƴǎΣ 

as an ability to participate freely in the economy (Chibba 2009, Sarma & Pais 2011, Lagna & Ravishankar 

2021).  

Developments in recent research add nuance to the understanding of inclusion, challenging the 

dominant idea that digital participation being always beneficial to those included. Schelenz & Pawelec 
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(2021) critique that developmental impacts expected out of ICTs essentially take a neoliberal stance 

aimed for innovation or efficiency improvement. This is particularly seen in outcomes of inclusion that 

claim financial gain or promise universal participation to the socioeconomically marginalised 

populations. In a similar early critique that still rings true, Pieterse (2010) argues that digital technology 

deployments mainly espouse a capitalist logic seeking to expand markets and plot a path of financial 

progress, while side-lining  any inclusion or development in other non-economic domains .  

In seeking to understand inclusion, this thesis pick on this thread of participation as it applies to 

digital platforms.  As disŎǳǎǎŜŘ ŜŀǊƭƛŜǊ ƛƴ ǘƘƛǎ ŎƘŀǇǘŜǊ ŀ ƭŜƴǎ ƻŦ ΨǎƻŎƛŀƭ ƧǳǎǘƛŎŜΩ ǿŀǎ ŦƻǳƴŘ Ƴƻǎǘ 

appropriate to conceptualise inclusion within digital platforms.  This is further connected to 

understanding inclusion as a holistic idea of participation. Here Nancy CǊŀǎŜǊΩǎ όнлллΣ 2008, 2013) 

engaging argument of complex tripartite participation as justice is made central to the research 

ŦǊŀƳŜǿƻǊƪΦ .ȅ ǳǎƛƴƎ CǊŀǎŜǊΩǎ ǿƻǊƪΣ the rest of this section draws on academic literature on surveillance 

that shares a common strand with the theorisation of social justice to demonstrate how inclusion can 

be understood within digital platform contexts.  

3.3.1. LƴŎƭǳǎƛƻƴ ŀǎ ΨtŀǊƛǘȅ ƻŦ tŀǊǘƛŎƛǇŀǘƛƻƴΩ 

Fraser (2000) presents a vision of inclusion understood as the ability to freely, justly and equitably 

particƛǇŀǘŜ ƛƴ ǎƻŎƛŜǘȅΦ  Lƴ ǘƘƛǎ ǾƛŜǿΣ ǎƻŎƛŀƭ ƧǳǎǘƛŎŜ ƛǎ ƻƴƭȅ ŀŎƘƛŜǾŜŘ ǘƘǊƻǳƎƘ ǘƘŜ ŀŎƘƛŜǾŜƳŜƴǘ ƻŦ ΨǇŀǊƛǘȅ 

ƻŦ ǇŀǊǘƛŎƛǇŀǘƛƻƴΩ όFraser 2008). She sees economy, culture and politics as interconnected and equal 

domains of society; and the access and participation in these domains unhindered by any factors is the 

true definition of social justice. Following on from this, she presents three dimensions of justice as 

economic redistribution, cultural recognition and political representation (Fraser 2009a).  

Using the three dimensions Fraser (2008) ŘŜǇƛŎǘǎ ŀƴ ŜǊŀ ƻŦ ΨŀōƴƻǊƳŀƭ ƧǳǎǘƛŎŜΩ ŀǎ ƻǇǇƻǎŜŘ ǘƻ 

ΨƴƻǊƳŀƭΩ ƧǳǎǘƛŎŜΦ !ƴ ŀōƴƻǊƳŀƭ ǾƛŜǿ ƻŦ ƧǳǎǘƛŎŜ ƛǎ ƴŜŜŘŜŘ ōŜŎŀǳǎŜ ŜȄǘŀƴǘ ΨƴƻǊƳŀƭΩ ƧǳǎǘƛŎŜ ƻǇŜǊŀǘŜǎ ǳƴŘŜǊ 

ŀ ƎǳƛǎŜ ƻŦ ǎǘŀƴŘŀǊŘ ŘŜŦƛƴƛǘƛƻƴǎ ƻŦ ΨǿƘƻΩ ǘƘŜ ŀŎǘƻǊǎ ŀǊŜΣ ΨǿƘŀǘΩ ǘƘŜ ǎǳōǎǘŀƴŎŜ ƻŦ ƧǳǎǘƛŎŜ ƛǎ ŀƴŘ ΨƘƻǿΩ ŀ 

ǇǊƻŎŜǎǎ ƻŦ ƧǳǎǘƛŎŜ ǿƻǊƪǎΦ ¢ƘŜ ǿƘŀǘΣ ǿƘƻ ŀƴŘ Ƙƻǿ ŎƻƴǎǘƛǘǳǘŜǎ ΨƴƻŘŜǎΩ ƻŦ ǎƻŎƛŀƭ ƧǳǎǘƛŎŜΦ bƻǊƳŀƭ 

contestation and claims for justice work under the assumption that every participant agrees with the 

prevalent definition of these nodes.  A need for an abnormal view of justice emanates when the very 

definitions of the nodes are unjust and needs to be challenged. For Fraser (2008), accepting a normal 

discourse of justice rests on the suppression of any dissent. In her words:  

one may well suspect that [normal justice] rests on the suppression or 
marginalization of those who dissent from the reigning consensus. (Fraser 2008, 
pg. 294). 
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CǊŀǎŜǊ ƛƴǘǊƻŘǳŎŜǎ ŀ ƴƻǊƳŀǘƛǾŜ ǇǊƛƴŎƛǇƭŜ ƻŦ ΨǇŀǊƛǘȅ ƻŦ ǇŀǊǘƛŎƛǇŀǘƛƻƴΩ ǘƻ ŎƻƴǎƛŘŜǊ ǎǳŎƘ ŘƛǎǎŜƴǘŜǊǎϥ ǾƻƛŎŜǎ. 

Under this principle:  

ΧƧǳǎǘƛŎŜ ǊŜǉǳƛǊŜǎ ǎƻŎƛŀƭ ŀǊǊŀƴƎŜƳŜƴǘǎ ǘƘŀǘ ǇŜǊƳƛǘ ŀƭƭ ǘƻ ǇŀǊǘƛŎƛǇŀǘŜ ŀǎ ǇŜŜǊǎ ƛƴ 
social life. (Fraser 2008, pg. 405). 

This parity establishes common understanding of critical elements of justice- given by the nodes of 

ΨǿƘŀǘΩΣ ΨǿƘƻΩΣ ŀƴŘ ΨƘƻǿΩ ƻŦ ƧǳǎǘƛŎŜΦ hŦ ǊŜƭŜǾŀƴŎŜ ǘƻ ǎǘǳŘȅƛƴƎ ǘƘŜ ƛƴŎƭǳǎƛƻƴ ƻŦ ǘƘŜ ƳŀǊƎƛƴŀƭƛǎŜŘ ǿƛǘƘƛƴ ŀ 

society, this parity is not present, and it is sought. The path to social justice then is in doing away with 

barriers to achieving parity :  

On the view of justice as participatory parity, overcoming injustice means 
dismantling institutionalized obstacles that prevent some people from 
participating on a par with others, as full partners in social interaction. (Fraser 
2013, pg. 164). 

¦ƴŘŜǊ ŀōƴƻǊƳŀƭ ƧǳǎǘƛŎŜΣ ǘƘŜ ΨǿƘŀǘΩ ƻŦ ǘƘŜ ƧǳǎǘƛŎŜ ƛǎ ǘƘŜƴ ǇǊƻŦƻǳƴŘƭȅ ŎƘŀƴƎŜŘΦ ! ǿƛŘŜǊ 

conceptualisation of justice with multiple meanings emerges. Fraser (2008) presents the inversion as 

three societal injustices describing abnormal justice (see table 3.2 below).   

Facets of Ψ!ōƴƻǊƳŀƭ WǳǎǘƛŎŜΩ and their explanation 

Parity of Participation: 

Overcoming injustice across the three below dimensions preventing individuals from 

participating on par with others as full partners in social interactions.  

Maldistribution: 

Economic injustice due to the denial of financial or economic resources. Manifests as 

subordination due to lower income, wealth or access to other financial resources.  

Misrecognition: 

Cultural injustice due to unfair hierarchies of cultural value. Manifests as the subordination in 

social standing based on cultural markers such as gender or caste.   

Misrepresentation: 

Political injustice due to the denial of equal voice in public deliberations and democratic 

decision making. Manifests as subordination in access to procedural or legal recourse.  

Table 3.2Υ ! ǊŜǾƛŜǿ ƻŦ ŎƻƴŎŜǇǘǎ ƛƴ Ψ!ōƴƻǊƳŀƭ WǳǎǘƛŎŜΩ  
- as presented by Fraser (2008). 

Maldistribution is the injustice concerned with the economic domain where the distribution of 

resources is unequal. The absence of parity in the economic domain like lower-income, wealth, or 

other financial value markers will define an economic class structure based inequality in society. 

Misrecognition, which is the injustice within the cultural domain of existence conceptualises respect 
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or esteem being unequal due to embedded cultural hierarchies. The absence of parity in this domain 

creates an unfair hierarchical order in social standing, with individuals or groups being despised and 

discriminated against due to cultural markers such as gender or caste. Misrepresentation refers to the 

injustice in the political domain where participation within the politico-spatial society is unequal. The 

absence of parity in this domain creates political voicelessness unable to access democratic 

institutions.  

Thus the three dimensions of participatory parity ς as redistribution, recognition and representation 

model inequalities inherent in society.   Within the debate of surveillance, this presents a possibility to 

ǳƴŘŜǊǎǘŀƴŘ ƛƴŎƭǳǎƛƻƴ ŀǎ ΨǇŀǊƛǘȅ ƻŦ ǇŀǊǘƛŎƛǇŀǘƛƻƴΩ ς of individuals being able to participate equitably 

across economic, cultural and political domains. As Fraser (2007) presents:   

each of the three dimensions (economic, cultural, and political) identifies a 
fundamental, irreducible dimension of social power. Corresponding to a 
distinctive mode of subordination and genre of injustice, each picks out an order 
of power asymmetry that poses a distinctive type of obstacle to parity of 
participation. (Fraser 2007, pg. 333). 

Understanding these three dimensions and corresponding modes of subordination deepens the 

engagement with marginalisation. Discussions on marginalisation and participation has to address the 

undercurrent of domination and subordination between the actors involved (Singh & Flyverbom 2016). 

A dominant group defining the framework of participation tends to prioritise their own advantage and 

causes conditions for non-participation or discrimination for subordinated groups. This applies to many 

contexts, as Fuchs (2021) discusses:  

Exclusion is a process through which domination operates. Marginalization is the 
result of domination: one group has disadvantages, while another one benefits. 
Domination operates through a variety of processes and structures, including 
exclusion, the state, the law, surveillance, violence, warfare, and rules. (Fuchs 
2021, no pagination).  

Picking up on these ideas to understand the link of inclusion to surveillance the following sections will 

discuss the dimensions of participation in relation to surveillance and datafication as theorised earlier.  

The discussion is structured to consider iƴƛǘƛŀƭƭȅ ǘƘŜ ΨŘƛŎƘƻǘƻƳȅΩ ƻŦ ΨǊŜŘƛǎǘǊƛōǳǘƛƻƴ ŀƴŘ ǊŜŎƻƎƴƛǘƛƻƴΩ όŀǎ 

was first conceptualised by Fraser (1995) ) within the dimensions to achieve participatory parity. This 

will be followed by discussion of representation as the third dimension to add further context. 

3.3.2. Redistribution and Recognition 

Surveillance as a process in which marginalised populations seek participation into the wider society 

can be understood ŀǎ ŀ ŦǳƴŎǘƛƻƴ ƻŦ ΨǊŜŎƻƎƴƛǘƛƻƴΩ όBrighenti 2010, Lyon 2016a). Inclusion as recognition 
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is coherent with CǊŀǎŜǊΩǎ όнлллύ argument giving a research framing that can explore the complex 

outcome of participation. Bauman (2001) ǎǉǳŀǊŜƭȅ ǇƭŀŎŜǎ ΨǊŜŎƻƎƴƛǘƛƻƴΩ ŀǎ ŀ ŦǳƴŎǘƛƻƴ ƻŦ ŘŜƳƻƴǎǘǊŀǘƛƴƎ 

ōŜƭƻƴƎƛƴƎ ǿƛǘƘƛƴ ǎƻŎƛŜǘȅ ǘƘǊƻǳƎƘ ŀƴ ƛƴŘƛǾƛŘǳŀƭΩǎ ǎƻŎƛƻ-demographic identity. Moreover, in wider 

literature recognition as a socio-political construct is intertwined with issues of inclusion & 

marginalisation (Taylor 1997, Lister 2004), visibilities & surveillance (Brighenti 2010, Boellstorff 2013, 

Lyon 2016) and of course, as part of social justice (Fraser 2000).   

In discussions of liquid surveillance, recognition is placed squarely in its surveillant context. 

From reading Bauman & Lyon (2013), it becomes clear that the mode of surveillance best exemplifying 

ǊŜŎƻƎƴƛǘƛƻƴ ǎƻŎƛŀƭƭȅ ƛǎ ǘƘŜ ΨōŀƴƻǇǘƛŎƻƴΩΦ 9ȄǇƭƻǊƛƴƎ ǘƘŜ ōŀƴƻǇǘƛŎƻƴ ōŜȅƻƴŘ ƛǘǎ ǘŜŎƘƴƻƭƻƎƛŎŀƭ ŦǳƴŎǘƛƻƴΣ 

two aspects of surveillance are relevant here  ς ŜǎǘŀōƭƛǎƘƛƴƎ ƻƴŜΩǎ ƛŘŜƴǘƛǘȅ ŀƴŘ ŜǎǘŀōƭƛǎƘƛƴƎ ƻƴŜΩǎ 

category as being included or excluded. This act of ŘŜƳƻƴǎǘǊŀǘƛƴƎ ƛŘŜƴǘƛǘȅ ŀƴŘ ŎŀǘŜƎƻǊȅΣ ŀƴŘ ǎ ƻƴŜΩǎ 

Ǉƻǎƛǘƛƻƴ ǿƛǘƘƛƴ ǘƘŜ ǎƻŎƛŜǘȅΣ Ƙŀǎ ōŜŜƴ ǳƴŘŜǊǎǘƻƻŘ ŀǎ ΨǊŜŎƻƎƴƛǘƛƻƴΩ όTaylor 1997, Brighenti 2010). Taylor 

(1997), in the same line of theorisation as Fraser (2008), presents that there is a need to be recognised 

in the society as a citizen, resident, consumer or any other social role one plays. This role hinges on 

ŘŜŦƛƴƛƴƎ ƻƴŜΩǎ ƛŘŜƴǘƛǘȅΣ ǇǊƻǾƛŘƛƴƎ ǘƘŜƛǊ ǇŜŜǊǎ ŀƴŘ ǘƘŜ ǿƛŘŜǊ ǎƻŎƛŜǘȅ ŀƴ ǳƴŘŜǊǎǘŀƴŘƛƴƎ ƻŦ ǿƘƻ ǘƘŜȅ ŀǊŜΦ 

At its core, this definition of identity is the social function identification, and datafication technologies 

are expected to play. 

The role of recognition can be read particularly in the work of Bauman & Lyon (2013) when they 

position it as an act of inclusion, as a solution for marginalisation and as being subject to surveillance 

by banoptic visibility  

¢ƘŜ ǇǊƻƳƛǎŜ ƻŦ ŜƴƘŀƴŎŜŘ ǾƛǎƛōƛƭƛǘȅΣ ǘƘŜ ǇǊƻǎǇŜŎǘ ƻŦ ΨōŜƛƴƎ ƛƴ ǘƘŜ ƻǇŜƴΩ ŦƻǊ 
everybody to see and everybody to notice, chimes well with the most avidly 
sought proof of social recognition, and therefore of valued ς ΨƳŜŀƴƛƴƎŦǳƭΩ ς 
ŜȄƛǎǘŜƴŎŜΧ ώ¢Ƙƛǎ Ǿƛǎƛōƛƭƛǘȅ ǿƻǊƪǎ ŀǎ  ŀƴϐ ŀƴǘƛŘƻǘŜ ŀƎŀƛƴǎǘ ǘƘŜ ǘƻȄƛŎƛǘȅ ƻŦ ŜȄŎƭǳǎƛƻƴ ς 
as well as a potent way to keep the threat of eviction away; indeed, it is a 
temptation few practitioners of admittedly precarious social existence will feel 
strong enough to resist. (Bauman & Lyon 2013, pg. 26) . 

Technologies like digital identity and data-profiles as banopticon inherently work as gateways to 

digitally mediated transactions and interaction. A similar adoption is seen in recent works where 

scholars employ recognition to understand the place of individuals within a platform context. For 

instance, Faccennini (2021) uses recognition to showcase how social media develops digital self-

identity. A similar approach by Visser & Arnold (2021) places recognition at the heart of gig-workers 

experiences in negotiating digitally mediated work. 

Further theorisation places visibility through recognition in the context of inclusion. Brighenti  

(2010) ŎƻƴǎƛŘŜǊ ǘƘŀǘ ŀƴ ΨƛƴŘƛǾƛŘǳŀƭ ǊŜŎƻƎƴƛǘƛƻƴΩ ƛǎ ǎƻǳƎƘǘ ōȅ ǘƘŜ ƳŀǊƎƛƴŀƭƛǎŜŘ ǘƻ ōŜ ΨǎŜŜƴΩ ōȅ ǘƘŜ ǎǘŀǘŜΦ 
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This mirrors CǊŀǎŜǊΩǎ όнллуύ construct of recognition as the pursuit by the minorities and the 

marginalised to claim their social identity to participate in society. Similarly, state regimes of 

identification, including the use of identity cards, technological artefacts (like smart cards), and digital 

artefacts (like biometrics or identitȅ ƴǳƳōŜǊǎύ ŀǊŜ ŀǇǇƭƛŜŘ ǘƻ ΨǇǊƻǾŜΩ ƛŘŜƴǘƛǘȅ ŀƴŘ ǘƘŜǊŜōȅ ǘƘŜ ƛƴŘƛǾƛŘǳŀƭ 

presents their self as a unique, recognisable entity to the state, market and wider society (Ajana 2020).   

There are certain assumptions that Fraser (2000) challenges in engaging with recognition 

which is of interest to this discussion. The predominant view of recognition as a function of the state 

ŀŎƪƴƻǿƭŜŘƎƛƴƎ ƛǘǎ ǎǳōƧŜŎǘǎ Ƙŀǎ ōŜŜƴ ǳƴŘŜǊ ǿƘŀǘ ƛǎ ǇǊŜǎŜƴǘŜŘ ŀǎ ŀ ΨIŜƎŜƭƛŀƴ ƳŀǎǘŜǊ-ǎƭŀǾŜΩ ŘƛŀƭŜŎǘƛŎ ŀƴŘ 

ŀǎ ǘƘŜ ΨǎǘǊǳƎƎƭŜ ŦƻǊ ǊŜŎƻƎƴƛǘƛƻƴΩ όHonneth 1995, Taylor 1997, Fraser 2000). The social identity of the 

ΨǎƭŀǾŜΩ όǊŜŀŘ ŀǎ ŀ ŎƛǘƛȊŜƴύ ƛǎ ǇǊŜŘƛŎŀǘŜŘ ǎƻƭŜƭȅ ƻƴ ǘƘŜ ΨƎŀȊŜΩ ƻŦ ŀ ŘƻƳƛƴŀƴǘ ΨƳŀǎǘŜǊΩ όǊŜŀŘ ŀǎ ǘƘŜ ǎǘŀǘŜύΦ 

Both the citizen and the state here arrive at a mutual-ǊŜŎƻƎƴƛǘƛƻƴ ƻŦ ŜŀŎƘ ƻǘƘŜǊΩǎ Ǌole in their bounded 

master-slave relationship (Lash and Featherstone 2001, Fraser 2000). Fraser challenges the master role 

of the state or any powerful institution. Recognition in the Hegelian view is guaranteeing the identity 

of the individual as a citizen or the acceptance of the individuals belonging to a group. The negation of 

recognition is the absence of being acknowledged a position in society. But Fraser (2000) presents that 

justice must be about overcoming dominant cultural values already inscribed by powerful institutions, 

like when states depreciate the status of particular groups of people. Recognition as the cultural 

dimension of social justice then achieves parity to participate by overcoming extant misrecognition 

ŘǳŜ ǘƻ ΨǎƻŎƛŀƭ ǎǳōƻǊŘƛƴŀǘƛƻƴΩ of individuals in society.  

Citing Fraser (1999) on the idea of an inclusive recognition as a dimension of social justice, 

Bauman (2001) ǘŜǊƳǎ ǊŜŎƻƎƴƛǘƛƻƴ ŀǎ ƘŀǾƛƴƎ ƳƻǾŜŘ ŀǿŀȅ ŦǊƻƳ ǘƘŜ ŜŀǊƭƛŜǊ ǎǘŀǘŜŘ ΨIŜƎŜƭƛŀƴ ƳŀǎǘŜǊ-

ǎƭŀǾŜΩ ŎƻƴǎǘǊǳŎǘ ǿƘŜǊŜ ŀ ǇƻǿŜǊŦǳƭ Ŝƴǘƛty recognises the powerless. It is not the only mode of 

recognition that exists as Bauman (in Bauman & Lyon 2013) presents. This is connected to the 

deterritorialization of surveillance under liquid modern conditions. The bounded nature of surveillance 

as a top-down monolithic state function has transitioned to a fragmented surveillance into unbounded 

means with both state and private actors to from a multi-directional network. Similarly, Bauman (2001) 

bases his view of recognition citing Fraser (1999), in earlier work presenting a deterritorialization of 

recognition itself.  

Here recognition is not anymore, only within the bounded master-slave relationship of a 

powerful state as master in a give-and-take relationship of recognition. A fragmentation under liquid 

modern conditions occurs, helped by networked technology and consumerism. The primacy of the 

state as the master providing indubitable recognition has transformed with the involvement of private 

actors like corporates and citizen peers acting as the providers of recognition.  Terming this change as 
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ǘƘŜ ΨƎǊŜŀǘ ǿŀǊ ƻŦ ǊŜŎƻƎƴƛǘƛƻƴΩ ǿƘŜǊŜ ǘƘŜ ΨǎǘǊǳƎƎƭŜΩ ŦƻǊ ǊŜŎƻƎƴƛǘƛƻƴ ƛǎ ƴƻǘ ōŜǘǿŜŜƴ ƻƴƭȅ ŀ ǎƭŀǾŜ ŀƴŘ 

ƳŀǎǘŜǊΣ ōǳǘ ǘƘŜ ΨǿŀǊΩ ƛǎ ŦƻǊ ǊŜŎƻƎƴƛǘƛƻƴ ƻŦ ΨŀƭƭΩ ǎŜǘ ŀƎŀƛƴǎǘ ΨŀƭƭΩ όLash and Featherstone 2001ύΦ  ¢ƘŜ ΨŀƭƭΩ 

in this is to signify that recognition too is a multi-directional social recognition sought by citizen 

interactions within the society.   

Ultimately, an individual's belonging and citizenship are a result of being recognised not only 

ōȅ ǘƘŜ ǎǘŀǘŜ ΨŦǊƻƳ ŀboveΩΣ ōǳǘ ŀƭǎƻ ōȅ ǘƘŜ ŘȅƴŀƳƛŎǎ ƻŦ ǊŜŎƻƎƴƛǘƛƻƴ ΨŦǊƻƳ ōŜƭƻǿΩ ς that is, by social 

recognition across peers (Stepputat 2004).  This framing of recognition sits comfortably within the 

function of liquid surveillance as involving multiple visibilities. Much as datafication and surveillance 

fragment humans as dataflows, it fragments their ability to seek recognition into one solid identity. 

They are in the liquid process of seeking recognition fragmented across their social relationships. 

Fraser (2000) deems tƘŀǘ ŀ ŦǊŜŜǎǘŀƴŘƛƴƎ ΨŎǳƭǘǳǊŀƭΩ ŎƻƴŎŜǇǘǳŀƭƛǎŀǘƛƻƴ ƻŦ ǎƻŎƛŜǘȅ Ƙŀǎ ƳƛǎǎŜŘ ǘƘŜ 

economic component of participation, of seeking fair redistribution of resource ς or distributive 

justice. Further, Fraser (2000) argues that identity is shaped by recognition or its absence within the 

society having direct non-cultural social impact ς and as has been observed, these impacts are 

manifested in economic terms  in many cases of marginalisation.  This can be further contextualised 

to understand link of surveillance ŀƴŘ ƧǳǎǘƛŎŜΣ ǘƘŜ ŎƻƴƴŜŎǘƛƻƴ ǘƻ ǘƘŜ ōŀƴƻǇǘƛŎƻƴΩǎ ŦǳƴŎǘƛƻƴ ƻŦ ŘŜŦƛƴƛƴƎ 

inclusion and exclusion.   

Under liquid modern condition  Bauman presents that the difference between the included 

and the excluded are mainly in consumerist dimension. The banopticon stratifies society according to 

individuals consumerist ability (Bauman & Lyon 2013ύΦ  ¢ƘŜ ƛƴŎƭǳŘŜŘ ŀǎ ΨǎŜŘǳŎŜŘΩ ŀǊŜ ǘƘŜ ŦǊŜŜ 

consumers able to participate in the economy effectively and are on the right side of the banopticon. 

¢ƘŜ ŜȄŎƭǳŘŜŘ ƻǊ ǘƘŜ ΨǊŜǇǊŜǎǎŜŘΩ ŀǊŜ ŦƭŀǿŜŘ ŎƻƴǎǳƳŜǊǎ ŦŀŎƛƴƎ ŎƻƴǎǘǊŀƛƴǘǎ ƛƴ ŜŎƻƴƻƳƛŎ ǇŀǊǘƛŎƛǇŀǘƛƻƴΦ 

.ŀǳƳŀƴΩǎ ŜŀǊƭƛŜǊ ǿƻǊƪǎ ŀƭǎƻ ŘƛǎŎǳǎǎ ǎƛƳƛƭŀǊ ǎƻŎƛŀƭ ǎǘǊŀǘƛŦƛŎŀǘƛƻƴ ōŜǘǿŜŜƴ ǘƘŜ ΨƘŀǾŜǎΩ ŀƴŘ ǘƘŜ ΨƘŀǾŜ-ƴƻǘǎΩ 

(Davis 2008, Crone 2008).  

CǊŀǎŜǊΩǎ όнллуύ ǘƘŜƻǊƛǎŀǘƛƻƴ ƻǾŜǊƭŀǇǎ ǿƛǘƘ ǘƘŜ ƛŘŜŀ ƻŦ  ΨŦƭŀǿŜŘΩ ŎƻƴǎǳƳŜǊǎ ƻŦ .ŀǳƳŀƴΣ ŀǎ ǘƘŜȅ 

are excluded mainly on economic terms. Bauman (2001), ŎƛǘŜǎ CǊŀǎŜǊΩǎ ŎƻƴŎŜǇǘǳŀƭƛǎŀǘƛƻƴ ƻŦ 

recognition entwinement with redistribution under social justice, and argues that the plight of the 

ŜȄŎƭǳŘŜŘ ΨǎŜŜƪŜǊǎ ƻŦ ǊŜŎƻƎƴƛǘƛƻƴΩ ƴŜŜŘǎ ǘƻ ōŜ ǳƴŘŜǊǎǘƻƻŘ ōŜȅƻƴŘ Ƨǳǎǘ ŀ ǎǘŀƴŘŀƭƻƴŜ ŎǳƭǘǳǊŀƭ ŀǎǇŜŎǘ ƻŦ 

participation. He denies that there is no clear automatic cultural belonging as a citizen, and calls for an 

engagement into economic participation as consumers. This echoes the main focus of Fraser in 

ǇǊŜǎŜƴǘƛƴƎ ŜŎƻƴƻƳƛŎ ǊŜŘƛǎǘǊƛōǳǘƛƻƴ ŀƴŘ ŎǳƭǘǳǊŀƭ ǊŜŎƻƎƴƛǘƛƻƴ ŀǎ ŀ ΨŘǳŀƭƛǎƳΩΦ  {ƘŜ ǇǊŜǎŜƴǘǎ ǘƘŀǘ 

economic subordination as a barrier to justice is an objective condition, framed by intersubjective 

prejudicial cultural subordination due to: 
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Χinstitutionalized norms that systemically depreciate some categories of people 
and the qualities associated with them (Fraser 2009, p. 79).   

Elsewhere she says: 

Cultural norms that are unfairly biased against some are institutionalized in the 
state and the economy; meanwhile, economic disadvantage impedes equal 
participation in the making of culture, in public spheres and in everyday life. The 
result is often a vicious circle of cultural and economic subordination. (Fraser 
2020, pg. 72). 

Fraser (2008) considers inevitable the entwinement of the cultural and economic mode of participation 

ς recognition and redistribution. While analytically recognition and redistribution are distinct, in 

relation to the marginalised and surveillance, that the absence of recognition provided by banopticon 

means there is no possibility to engage beyond its consumerist border, and thus eventual economic 

participation is not possible. So, the marginalised populations are driven by a need for economic 

participation to seek recognition within society. Thus without their intertwining, full participation in 

society is unachievable. Fraser (2009) presents in this: 

When pursued in contexts marked by gross disparities in economic position, 
reforms aimed at recognizing distinctiveness tend to devolve into empty 
ƎŜǎǘǳǊŜǎΧ Lƴ ǎǳŎƘ ŎƻƴǘŜȄǘǎΣ ǊŜŎƻƎƴƛǘƛƻƴ ǊŜŦƻǊƳǎ Ŏŀƴƴƻǘ ǎǳŎŎŜŜŘ ǳƴƭŜǎǎ ǘƘŜȅ ŀǊŜ 
joined with struggles for redistribution. In short, no recognition without 
redistribution. (Fraser 2009, pg. 85). 

This can be appropriated to typify a positive effect, as the inclusion of the surveilled individual being 

ŘŜǎƛǊŀōƭŜΦ .ǳǘ ƻƴƭȅ ǿƘŜƴ ǘƘŜȅ ŀǊŜ ǎƻŎƛŀƭƭȅ ǊŜŎƻƎƴƛǎŜŘ ǘƻ ōŜƭƻƴƎ ǘƻ ǘƘŜ ΨǊƛƎƘǘΩ ŜŎƻƴƻƳƛŎ ŎŀǘŜƎƻǊȅΦ  

Datafication works to intensify this condition. Within digital platforms, social recognition is 

carried forward wherever the data flows, across the networks in myriad ways and supported by the 

multiple fragmentations as described.  Data-driven identities and profiles (De Hert 2012, Masiero & 

Bailur 2021ύ Ŏŀƴ ŎǊƻǎǎ ǘƘŜ ŎƻƴǎǳƳŜǊ ŀǊŜƴŀ ƛƴǘƻ ǘƘŜ ŎƛǘƛȊŜƴ ŀǊŜƴŀΣ ōǊƛŘƎƛƴƎ ǘƘŜ ƛƴŘƛǾƛŘǳŀƭΩǎ ǎƻŎƛŀƭ 

belonging more pervasively to a combined factor of economic and cultural participation as Fraser 

(2008) posits.  The result is the erosion of difference between the public and the private leading to a 

ƘȅōǊƛŘ ΨŎƻƴǎǳƳŜǊ-ŎƛǘƛȊŜƴΩ ƛŘŜƴǘƛǘȅ όLammi  & Pantzar  2019).  

Cinnamon (2017), in a similar discussion on datafication, presents redistribution as a 

dimension of participatory parity should be furtƘŜǊ ŎƻƴǎƛŘŜǊŜŘ ƛƴ ƭƛƎƘǘ ƻŦ ǘƘŜ ΨŜŎƻƴƻƳƛŎ ǾŀƭǳŜΩ ƻŦ ŘŀǘŀΦ 

As the individual hands over data in exchange for services in a datafied society, Cinnamon (2017) 

argues that the economic value of aggregated data, as exploited by large corporations like Facebook 
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or Google, leads to constraining participatory parity of individuals. He shows an injustice of 

maldistribution as data exploitation occurs along a misrecognition of wrong classification of status of 

the datafied profile in a networked society. 

The presence of consumerist terms in surveillance can be understood in the context of a 

ΨǎŜŎǳǊƛǘƛǎŀǘƛƻƴ ƻŦ ƛŘŜƴǘƛǘȅΩ ς echoing the wider securitisation of society (Muller 2004, Barnard-Wills 

2009). Muller (2004) presents that much like the state increasing risk profiling and tactics of control at 

ǘƘŜ ōƻǊŘŜǊ ŦƻǊ Ψƴŀǘƛƻƴŀƭ ǎŜŎǳǊƛǘȅΩΣ ǿƛǘƘƛƴ ƴŀǘƛƻƴŀƭ ōƻǊŘŜǊǎΣ ǇǊƛǾŀǘŜ ƛŘŜƴǘƛǘƛŜǎ ƻŦ ŎƛǘƛȊŜƴǎ ŀǊŜ Ǉǳǘ ǘƘǊƻǳƎƘ 

the same principles of securitisation, accelerating the spread of authority where identification 

becomes core to consumer transactions. In the digital era, risk-profiling and associated analytics 

regularly play out in the economic domain protecting institutions from the financial risk of allowing 

participation of risky individuals (Van Brakel 2016). Again, this is seen when the state or the market 

uses trust mechanisms through data-driven identities presented in economic terms found in credit and 

risk profiles (Flyverbom 2017).  

As banks and financial institutions press for risk profiling and securitising identification for their 

customers, the state is economically and politically pushed to echo this. Within recent years digital 

identity is positioned explicitly as the solution to address both the concerns of the state and the private 

sector (Beduschi 2019). This direcǘ ƛƳǇƭƛŎŀǘƛƻƴ ƻŦ ŎƻƳƳŜǊŎƛŀƭ ŀǎǇŜŎǘǎ ƻŦ ŀƴ ƛƴŘƛǾƛŘǳŀƭΩǎ ƭƛŦŜ ǿƛǘƘ ǘƘŜƛǊ 

belonging as a citizen again signals the entwining recognition and redistribution as a dimension of 

participatory parity as Fraser (2008) presented.  

3.3.3. Representation 

The third dimension of social justice, presented by Fraser (2008), is representation. She extended the 

initial dualism of recognition and redistribution framed by political representation. As Fraser puts it, 

ǊŜǇǊŜǎŜƴǘŀǘƛƻƴ ƛǎ ǘƘŜ ǇƻƭƛǘƛŎŀƭ ΨǎǘŀƎŜ ƻƴ ǿƘƛŎƘ ǎǘǊǳƎƎƭŜǎ ƻǾŜǊ ŘƛǎǘǊibution and recognition are played 

ƻǳǘΩ όFraser, 2007, p. 313). This dimension then seeks out fair political representation and equal voice 

in processes that make the rules and decisions within society.  

CǊŀǎŜǊ ǇǊŜǎŜƴǘǎ ǘƘŀǘ ǘƘŜ ΨŦǳƭƭ ǇŀǊǘƛŎƛǇŀǘƛƻƴΩ ƻŦ ƛƴŘividuals in the society can be deeply affected 

by factors that: 

Χ ŘŜƴȅ ǘƘŜƳ Ŝǉǳŀƭ ǾƻƛŎŜ ƛƴ ǇǳōƭƛŎ ŘŜƭƛōŜǊŀǘƛƻƴǎ ŀƴŘ ŘŜƳƻŎǊŀǘƛŎ ŘŜŎƛǎƛƻƴ ƳŀƪƛƴƎΤ 
in that case they suffer from political injustice or misrepresentation. (Fraser 2008, 
pg. 406). 

Lǘ ǎƛƎƴŀƭǎ ǘƘŜ ƭŀŎƪ ƻŦ ŀ ǇƻƭƛǘƛŎŀƭ ΨǾƻƛŎŜΩ ŦƻǊ ǘƘƻǎŜ ƭŜŦǘ ƻǳǘ ƻŦ ǇƻƭƛǘƛŎŀƭ ǇǊƻŎŜǎǎŜǎ ŀƴŘ ōŜŎƻƳŜǎ ǘƘŜ Ƴŀƛƴ 

barrier to their parity. By this, Fraser (2008) subsumes the political struggles for representation faced 
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by minority and marginalised groups in the deliberative democracy. Even as individuals achieve 

recognition and redistribution favourably, the lack of representation in the pollical realm can deny 

parity. As Fraser presents:  

Χ ŘƛǎǘǊƛōǳǘƛƻƴ ŀƴŘ ǊŜŎƻƎƴƛǘƛƻƴ ŀǊŜ ǇƻƭƛǘƛŎŀƭΣ ōŜŎŀǳǎŜ ōƻǘƘ ƻŦ ǘƘŜƳ ŎƻƴŎŜǊƴ power 
asymmetries and structures of subordination. (Nash & Bell 2007, pg. 75 ς 
ƛƴǘŜǊǾƛŜǿ ǿƛǘƘ CǊŀǎŜǊΩǎ ǿƻǊŘǎ ǉǳƻǘŜŘύΦ  

For instance, even when certain groups like women and ethnic minorities are members of the 

democratic polity, there is a denial of participation in making the legal frameworks due to the political 

composition of the society (Fernandez 2011). This line of analysis can particularly help understand 

ƳŀǊƎƛƴŀƭƛǎŀǘƛƻƴ ƛƴ ǎƻŎƛŜǘȅ ŀƴŘ ǘƘŜ ǊŜƭŀǘŜŘ ΨǇƻǿŜǊ ǎǘǊǳƎƎƭŜǎΩ ƛƴ ǘƘŜ ŎƻƴǘŜȄǘ ƻŦ ǊŀƳǇŀƴǘ ŘŀǘŀŦƛŎŀǘion that 

Arora (2016) problematises as needing specific attention.  

As a whole, Fraser presents the analytic framework of justice, where the three dimensions of 

participatory parity discussed operate within the same politico-ǎǇŀǘƛŀƭ ΨŦǊŀƳŜΩΦ IŜǊŜΣ ŀ ΨŦǊŀƳŜΩ ƛǎ ǘƘŜ 

typification of a societal setting, not necessarily limited by geographical boundaries. So, when injustice 

ƛƴ ǘƘŜ ǇƻƭƛǘƛŎŀƭ ŘƛƳŜƴǎƛƻƴǎ ƻŎŎǳǊǎ ǿƛǘƘƛƴ ŀ ŦǊŀƳŜΣ ƛǘ ƛǎ ŀƴ ΨƻǊŘƛƴŀǊȅ ǇƻƭƛǘƛŎŀƭ ƳƛǎǊŜǇǊŜǎŜƴǘŀǘƛƻƴΩ ƳǳŎƘ 

like the non-representation of women in legislative bodies (Fraser 2008). But a meta-political injustice 

ŎŀƭƭŜŘ ΨƳƛǎŦǊŀƳƛƴƎΩ ƛǎ ǇǊŜǎŜƴǘŜŘ - ǿƘŜǊŜ ƻƴŜΩǎ ƳŜƳōŜǊǎƘƛǇ ǘƻ ǘƘŜ ŦǊŀƳŜ ƛǘǎŜƭŦ ƛǎ ǘŀƪŜƴ ŀǿŀȅΦ ¢ƘŜƛǊ 

claims to justice through redistribution, recognition or ordinary political representation cannot even 

be made as they are not considered part of the frame. In continuing the above example, misframing 

would be the status of women before universal suffrage or extension of proper rights for women. In 

such a situation, they were denied participation in multiple realms by a legal and political definition 

(which of course, extends unfair subordination into cultural and economic realms).  

At this point, consider the nature of the banopticon as an element of surveillance and being 

the notional border of inclusion (Bigo 2014). As discussed earlier, the normalisation of this border and 

the ban in banopitcon forms part of a political process. Here, fairness of how and who defines the ban 

is brought into question as an issue of political parity. Wrongful, unfair or oppressive definition of the 

border could leave out individuals beyond the border in absolute abandonment (Bauman & Lyon 2013) 

or, as Fraser (2010) ǇǊŜǎŜƴǘǎΣ ǳƴŘŜǊƎƻ ƛƴƧǳǎǘƛŎŜ ƻŦ ΨƳƛǎŦǊŀƳƛƴƎΩΦ ¢Ƙƛǎ ŎƻǳƭŘ ōŜ ǳƴŘŜǊǎǘƻƻŘ ǘƘǊƻǳƎƘ ǘƘŜ 

example of the so-ŎŀƭƭŜŘ ΨƛƭƭŜƎŀƭ ƛƳƳƛƎǊŀƴǘǎΩΣ ǿƘƻ ƘŀǾŜ ƴƻ ǊŜŎƻǳǊǎŜ ǘƻ ƧǳǎǘƛŎŜ ǳƴŘŜǊ ǘƘŜ ƎƛǾŜƴ ŦǊŀƳŜ 

of a nation-state and its laws when their participation as a political entity is unfairly denied.   

Further, as Fraser presents, this frame does not need to be a nation-sǘŀǘŜΦ Lǘ Ŏŀƴ ōŜ ŀ ΨǇƻǎǘ-

²ŜǎǘǇƘŀƭƛŀƴΩ ŜƴǾƛǊƻƴƳŜƴǘΦ CǊŀǎŜǊΩǎ ŎƻƴŎŜǇǘǳŀƭƛǎŀǘƛƻƴ ƻŦ ǘƘŜ ŦǊŀƳŜ ŀŎƪƴƻǿƭŜŘƎŜǎ ƴƻƴ-state actors 

and the claim to justice that need to be made to them in contemporary society. Any lack of parity in 
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the representation in a frame governed by non-ǎǘŀǘŜ ŀŎǘƻǊǎ ŎƻǳƭŘ ōŜ ŎƻƴǎƛŘŜǊŜŘ ŀ ΨƳŜǘŀ-political 

ƳƛǎǊŜǇǊŜǎŜƴǘŀǘƛƻƴΩ όFernandez 2011). For instance, those on Twitter could be considered to be in one 

ŦǊŀƳŜΦ Lƴ ǘƘƛǎ ŜȄŀƳǇƭŜΣ ǎǳǇǇǊŜǎǎƛƻƴ ƻŦ ƻƴŜΩǎ ǎǇŜŎƛŦƛŎ ǇƻƭƛǘƛŎŀƭ ǾƛŜǿǎ ōȅ ǘƘŜ ¢ǿƛǘǘŜǊ ǇƭŀǘŦƻǊƳ maybe by 

deletion of tweets, is an injustice of political misrepresentation, thereby constraining their 

participatory parity. But this misrepresentation is in a meta-political sense, in that recourse to parity is 

not necessarily through the nation-state. Lǘ ƛǎ ǘƘǊƻǳƎƘ ŎƭŀƛƳ ǘƻ ƧǳǎǘƛŎŜ ŘƻƴŜ ǘƻ ¢ǿƛǘǘŜǊΩǎ ƻǿƴ ōȅŜ-laws 

in the first instance. Any failure of that makes it a trans-national legal issue, as numerous Twitter cases 

have played out in contemporary society.  This political justice is of interest, as datafication is run 

through private, non-state actors and the heavy involvement of private platforms and corporates in 

surveillance infrastructures (Cinnamon 2017). 

The nature of representation also needs to be understood beyond the direct political meaning 

of democratic representation of individuals in their civic role. Fraser (2008) also presents this as the 

ΨǇǊƻŎŜŘǳǊŀƭΩ ŀǎǇŜŎǘ ƻŦ ǎŜŜƪƛƴƎ ŜǉǳƛǘŀōƭŜ ǇŀǊǘƛŎƛǇŀǘƛƻƴ ƛƴ ǎƻŎƛŜǘȅΦ ¢Ƙƛǎ ǎǳōǎǳƳŜǎ ǘƘŜ ŘŜŦƛƴƛǘƛƻƴ ƻŦ 

processes and procedures in seeking participation and seeking recourse to justice when participatory 

parity fails. This could be through existing legal frameworks of justice within a nation-state. In a post- 

Westphalian frame this would resort to the agreed terms of participation. As the terms are dictated 

ƻǳǘǎƛŘŜ ŀ ΨƴƻǊƳŀƭΩ ŦǊŀƳŜǿƻǊƪ ƻŦ ƧǳǎǘƛŎŜΣ ǘƘŜǊŜ ƛǎ ǇƻǘŜƴǘƛŀƭ ŦƻǊ ǘƘŜ ǇŀǊǘƛŎƛǇŀǘƛƻƴ ǘƻ ōŜ set on 

ΨŜȄǇƭƻƛǘŀǘƛǾŜ ǘŜǊƳǎ ƻŦ ƛƴǘŜǊŀŎǘƛƻƴ ŀƴŘ ǘƘŜƴ ŜȄŜƳǇǘ ǘƘŜƳ ŦǊƻƳ ŘŜƳƻŎǊŀǘƛŎ ŎƻƴǘǊƻƭΩ όFraser 2010). In 

ŘƛƎƛǘŀƭ ŎƻƴǘŜȄǘǎΣ ƛǘ ƛǎ ǇƻǎǎƛōƭŜ ǘƻ ǳƴŘŜǊǎǘŀƴŘ ǘƘƛǎ ŀǎ ǘƘŜ ΨǘŜǊƳǎ ŀƴŘ ŎƻƴŘƛǘƛƻƴǎΩ ƻŦ ǎƛƎƴƛƴƎ-up to online 

service ς as once would in the case of the earlier presented Twitter example.   

Further, procedural fairness in participation finds a prominent place in the context of 

surveillance and technology. Privacy concerns in surveillance have long been considered under the 

ŦŀƛǊƴŜǎǎ ƻŦ ǇǊƻŎŜŘǳǊŜǎΦ CƻǊ ƛƴǎǘŀƴŎŜΣ ΨƛƴŦƻǊƳŀǘƛƻƴ ŘƛǎŎƭƻǎǳǊŜΩ ŦƻǊ Řŀǘŀ ŎƻƭƭŜŎǘƛƻƴ ŀƴŘ ǇǊƻŎŜǎǎƛƴƎ ƛǎ 

ŎƻƴǎƛŘŜǊŜŘ ǘƘŜ ΨǾƻƛŎŜΩ ƻŦ ǘƘŜ ǳǎŜǊǎ ǊŜǇǊŜǎŜƴǘŜŘ ǘƻ ǘƘŜ ŘŜŎƛǎƛƻƴ-makers (Bies 1993). In the more recent 

ŘŀǘŀŦƛŜŘ ŎƻƴŘƛǘƛƻƴ ƻŦ ǎǳǊǾŜƛƭƭŀƴŎŜΣ ǘƘƛǎ Ƙŀǎ ōŜŜƴ ǊŜŦƭŜŎǘŜŘ ƛƴ ΨƛƴŦƻǊƳŜŘ ŎƻƴǎŜƴǘΩ ǇǊƻŎŜŘǳǊŜǎ ŀƴŘ ƛƴ 

ƻǇǘƛƻƴǎ ŦƻǊ ΨƻǇǘ-ƛƴΩ ƻǊ ΨƻǇǘ-ƻǳǘΩ ŀǎ ŀ ΨŦŀƛǊΩ ŜƭŜƳŜƴǘ ƻŦ ŎƻƭƭŜŎǘƛƴƎ Řŀǘŀ όAshworth & Free 2006, Fuchs 

2011). More recently, Nagtegaal (2021) finds algorithmic decision-making in the public sector as an 

issue of procedural justice. They find that human managers' decisions are perceived more procedurally 

just, than those done by algorithms.  

Interestingly, the procedural aspect of justice is considered crucial to build legitimacy and trust 

for surveillance operations. The showcasing of diligence and transparency in the procedures for using 

exceptional powers related to surveillance is deemed to make those surveilled more accommodating. 

This is found in contexts of policing  (Lee & McGovern 2013), anti-terrorism operations (Cherney & 
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Murphy 2013) and their routine surveillance counterpart at workplaces (Kidwell & Bennett 1994, Ball 

2010).  

For a more relevant direct application for surveillance, procedural fairness can be connected 

to the normalisation of banopticon, which co-opts synoptic techniques. A presentation of fair 

procedural elements justify the exceptional need for securitisation of identity and thereby supporting 

normalisation of an extraordinary surveillant incursion like biometric identification. In the commonly 

presented banoptic example of airport surveillance, it is the synoptic performance of screening as a 

ŘƛƭƛƎŜƴǘ ōǳǘ ŦŀƛǊ ǇǊƻŎŜŘǳǊŜ ŦƻǊ ŜǾŜǊȅƻƴŜΩǎ ǎŀŦŜǘȅ ǘƘŀǘ ŜǾƻƪŜǎ ŎƻƳǇƭƛŀƴŎŜ ŀƴŘ ǘƘŜ ƴƻǊƳŀƭƛǎŀtion of 

extreme vigilance measures (Bigo 2006). More relevant to the digital platform context, Pfeiffer & 

Kawalec (2020) demonstrate similar expectations for performance-related procedural justice as an 

issue of transparency among online and digital platform mediated workers.   

Ultimately, using CǊŀǎŜǊΩǎ όнллуύ theorisation, this section has conceptualised inclusion as participatory 

parity as discussed along the three dimensions of redistribution, recognition and representation. When 

participation and, therefore, inclusion into the society is challenged or disputed, the focus is not 

exclusively on one of the dimensions. But ƛǘΩǎ ƛƴ Ƙƻǿ ǘƘŜ ǘƘǊŜŜ ŘƛƳŜƴǎƛƻƴǎ ŀǊŜ Ƴǳǘǳŀƭƭȅ ŜƴǘǿƛƴŜŘ ŀƴŘ 

influence each other that a complex idea of inclusion is presented (Fraser 2008). Further, the synergy 

of such an understanding of inclusion has been noted for its relevance to surveillance. Gangadharan 

(2017) calls for analysis of the interaction between inclusion and surveillance by invoking a complex 

understanding of social justice specifically as understood by Fraser (2008). By studying surveillance and 

datafication under a nuanced understanding of economic, cultural and political dimensions of 

participation allows for narratives of inclusion ranging from digital financial inclusion to fairness in 

ǇƭŀǘŦƻǊƳΩǎ ǇǊƻŎŜŘǳǊŜǎΦ !ǎ Gangadharan & Niklas (2019) presents, the use of abnormal justice framing 

allows for an intersectional view of inclusive and exclusionary outcomes of digital technology.  

3.4. Conclusion 

In summary, the theoretical foundation espoused is synthesised at two conceptual levels (Figure 1 

below). The first level derives from the theorisation of surveillance presented through crucial concepts 

of banopticon, synopticon and the data-double. The second level then seeks to understand how these 

surveillant elements enable or constrain cultural, economic and political justice dimensions of 

participation, understood as inclusion.  

¢ƘŜ ǘƘŜƻǊŜǘƛŎŀƭ ŦǊŀƳŜǿƻǊƪ ǳǎƛƴƎ ƭŜƴǎŜǎ ƻŦ Ψ[ƛǉǳƛŘ {ǳǊǾŜƛƭƭŀƴŎŜΩ όBauman & Lyon 2013) and 

Ψ!ōƴƻǊƳŀƭ WǳǎǘƛŎŜΩ όFraser 2008) provides the following analytical categories (table 1)  with which to 

approach research. 
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Surveillance ς ŀǎ Ψ[ƛǉǳƛŘ {ǳǊǾŜƛƭƭŀƴŎŜΩ  Inclusion ς ŀǎ ΨtŀǊƛǘȅ ƻŦ tŀǊǘƛŎƛǇŀǘƛƻƴΩ 
 

Banopticon keeping undesirable 

population out and allow inclusion for 

individuals.  

 The need for social identity as cultural 

recognition sought by individuals from state 

and non-state actors. 

Synopticon that seduces the desirable 

individuals to part with data.  

 Betterment in access to financial resources 

such as income, wages and credit as 

economic redistribution.    

Data-double as identity and profiles 

aggregated across the platform ecosystem 

 Voice and procedural fairness in practices of 

platform as political representation. 

Table 3.3: Analytical categories used in research  
- derived from Bauman & Lyon (2013) and Fraser (2008). 

¢ƘŜ ŘƛǎŎƛǇƭƛƴŀǊȅ ǇŀƴƻǇǘƛŎ ΨǘƻǇ-ŘƻǿƴΩ ǇƻǿŜǊ ŀǎ ǘƘŜ Ƴŀƛƴ ǳƴŘŜǊǎǘŀƴŘing of surveillance visibility has 

been replaced with the complex elements of visibility in a liquid surveillant society (Lyon 2010, Lyon 

2016a).  Banopticon enacts individual identification and categorisation to define who is in the right 

category to be included in the society (Bigo 2014). The state and the market frames rules defining how 

and who is considered desirable to be included through such surveillance. Using a social justice lens, 

these rules and the inclusion itself can be viewed to be performed across economic, cultural and 

political domains (Fraser 2008).  

CǳǊǘƘŜǊΣ Ǿƛǎƛōƛƭƛǘȅ ǘƘǊƻǳƎƘ ǘƘŜ ǎȅƴƻǇǘƛŎƻƴ ŀǎ ΨōƻǘǘƻƳ-ǳǇΩ ǾƛŜǿ ƻŦ ǇƻǿŜǊ ƛǎ ŎƻƴŎŜǇǘǳŀƭƛǎŜŘ 

(Mathesien 1997). Here, the individuals watch the powerful entities of the state and the market who 

entice them showing the benefits of being included. Drawn by this, the individual hand over their data 

which becomes a vehicle for further data-driven surveillance (Bauman & Lyon 2013).  

Surveillance is also actively sought as means of recognition by the marginalised individuals, 

especially when a fair procedure is synoptically presented as means of participation. Under liquid 

surveillance recognition is more socially spread as it is accelerated by networks and datafication 

(Bauman & Lyon 2013, De Hert 2012, Cheney-Lippold 2017). These visibilities are strengthened by 

accumulation of data resulting in the datafied representation of the individual (Cheney-Lippold 2017). 

This as a data double acts as the vehicle for further surveillance. As the spread of datafied visibility 

increases, recognition has potential for negative impacts as well (Lash & Featherstone 2001). To 

understand this, the underlying social justice paradigm has to be invoked to see if surveillant visibilities 

and recognition work for the marginalised (Bauman 2001, Lyon 2016).  

By invoking a complex definition of justice that involves the cultural, economic and political 

participation in society, social inclusion of the marginalised can be understood as a more holistic 
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process and intersectional outcome. A closer inspection of the transactions and experiences of 

surveilled individuals using the mentioned concepts can help understand: how datafication is achieved, 

how surveillance is performed, how it spreads, how data can be misused, how and to whom data adds 

economic and non-economic value, and how and if a holistic and intersectional inclusion is achieved.  

Thus, the theoretical foundation provides broad analytical categories of surveillant visibilities and 

dimensions of social justice. These concepts can be employed to conceptualise inclusion under 

surveillance as both positive and negative attention on the marginalised section of the population. The 

analysis is carried forward in this thesis building on the theoretical foundation laid out here, with the 

following chapter detailing the methodology undertaken by this thesis. 
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4. METHODOLOGY  

This chapter presents the research design and its underpinning research philosophy. This study uses 

the research design framework presented by Ritchie et al. (2013) and Saunders et al. (2016), along 

with other works (Creswell 2009, Myers 2009). The following section presents the justification for an 

interpretivist research lens, and then the chapter delves into a detailed discussion of the research 

methods used and a discussion of the data analysis.  

4.1. Research Positioning 

For this research project which entailed studying digital platforms as complex information systems 

with various moving parts and technologies, I aimed to reconcile two specific issues. First, the research 

must subsume that surveillance and inclusion, at their core, are social phenomenon and born out of 

social relationships between people as actors. Secondly, surveillance and its multiple manifestations 

and underlying mechanisms are constructed in a deeply technological context with the prevalence of 

technical and data artefacts.  The point of departure for this research then is that surveillance and 

inclusion are to be studied as complex socio-technological phenomena. This guided my approach 

further to dictate the ontology, epistemology, and methodology of the research.  

In this research, as established by the previous two chapters, I am interested in understanding 

the experience of actors within a platform ecosystem observed through their socio-technological 

interactions with other actors and the mediation by digital technologies, and further how their actions 

and relationships affect the social meanings they perceive, particularly of surveillance and inclusion. 

Ultimately this thesis considers that reality in such a view is in flux and in the process of being socially 

constructed, and thus bearing a tag of social constructivist ontology (Saunders et al. 2016). This 

ontological position has a strong bearing on me as a researcher within information systems. My 

research then probes the context of the social actors and the technology involved to gain knowledge 

of the underlying subjective reality (Richie et al. 2013).   

I adopt an interpretivist epistemology which is quite commonly used with qualitative research 

to understand how reality is constructed through both social and technological aspects (Ritchie et al. 

2013). An interpretivist worldview especially has been applied widely to the study of information 

systems as socio-technological systems. As discussed by Orlikowski & Baroudi (1991), the shift from 

positivist focus to interpretivist research allows the study of 'complexity, ambiguity, and instability' 

within information systems, which is very relevant to the context of my research on platform 

ecosystems. An interpretive lens also considers the implication of choices that researchers make as 

they are not necessarily considered a neutral entity. This is a valid view I took into account in my 



76 
 

research on prevalent digital private and public platforms; I have engaged as a customer, as a citizen 

and as a worker ς all of which contributed as auto-ethnography, supporting other methods of enquiry.   

Particularly interpretivism presents research with a valid means to explore multiple subjective 

realities which are socially constructed (Oates 2006). This then translates that the research must study 

multiple social points of view to understand the contradictions in meanings and interpretations among 

the actors involved. In line with what Klein and Myers (1999) describe, an interpretive study focuses 

on 'social constructions such as language, consciousness, shared meanings, documents, tools, and 

other artefacts. These points are particularly relevant to my choice of readings into literature that 

engages with multiple meanings of surveillance and inclusion, which informs this research heavily.  

My research philosophy guided by the ontological and epistemological dyad directs the choice 

for an approach to data collection. Some of these were easy choices to make and were natural to my 

interpretive leaning.  Unlike positivism with its objective, observable and quantifiable reality, I 

approach reality as a complex subjective construct presented by meanings and interpretation of 

people, in each experiencing their own versions of reality (Goldkuhl 2012).  For this interpretivist 

framing, a qualitative approach with an aim to position research within rich contexts was an obvious 

choice (Andrade 2009, Punch 2013). Further in the approach to connecting qualitative data to 

knowledge, I follow a combination of deductive and inductive approaches to research (Dubois & Gadde 

2014, Saunders et al. 2016). In this, the research perhaps follows the illuminative tenet of Strauss & 

Corbin (1988) as cited by Gasson (2004):  

We are deducing what is going on based on data but also based on our reading of 
that data along with our assumptions about the nature of life, the literature that 
we carry in our heads, and the discussion that we have with colleagues. (This is 
how science is born). In fact, there is an interplay between induction and 
deduction (as in all science)." ( Strauss & Corbin 1988, pg. 136-137) 

Here theory and data iteratively act to inform how knowledge is sought during the research process. 

The connection of this combined deductive-inductive research approach to how theory sensitises the 

way data is understood and interpreted is dealt with in later sections. 

4.2. Interpretive Case Study  

Interpretivist research is compatible with many qualitative research methods. Specifically, in 

information systems research, this perspective has been used with methods such as case study, 

qualitative content analysis, interviews, ethnography/hermeneutics, grounded theory, participant 

observation and action research (Mingers 2003). The research methodology I use in this thesis is 

primarily of interpretive case study supported by ethnographically informed methods of field 
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observation, semi-structured interviewing and an auto-ethnography of when I worked as a 'gig-

worker'.  Further to this, coding was done using 'template analysis' as a way of structuring data and in 

keeping with the use of combined deductive and inductive approaches where data analysis was 

sensitised using defined theoretical frameworks (Flynn & Gregory 2004).   

As I study a contemporary issue of platform ecosystems, with multiple different facets to it, I 

rely on building multiple case studies upon which to theorise. The research uses ŀ ΨƘƻƭƛǎǘƛŎΩ ŎŀǎŜ ǎǘǳŘȅ 

design, where the multiple empirical case contexts are analysed using one unit of analysis. This 

approach of using multiple cases studies is an effective way of achieving validity by comparing 

contrasting findings of different case contexts, adding to the rigour of the research process (Yin 1994, 

2003). Gustafsson (2017) echoes this advantage of a multiple case design but warns of the time and 

resource requirement needed for the completion of each case study. In my overarching research 

process, this was mitigated by undertaking fieldwork and the building of a case study in 2 related but 

distinct phases ς of digital identity platform as a case in phase 1, of gig-work platform in phase 2. The 

data from these were also brought under an overarching platform ecosystem paradigm after the 

fieldwork was completed.  

The holistic nature of my case study research is seen to play out in detail within the presented 

papers. In the paper (number 1) on Aadhaar, the unit of analysis is at a digital identity platform level 

with multiple groups of workers as individual cases. This is repeated in the paper (Krishna 2020) on 

spatiotemporalities by a study of multiple groups of food-delivery workers; all analysed at a digital gig-

work platform level. The third paper on the theoretical construct of 'liquid inclusion' builds on the case 

studies from the two other papers to analyse at a 'platform ecosystem' level involving the contexts of 

workers within both digital identity platform and gig-work platform. Simply put, my case study design 

ǿŀǎ ŀƛƳŜŘ ŀǘ ǳƴŘŜǊǎǘŀƴŘƛƴƎ ǿƻǊƪŜǊǎΩ ǎƻŎƛŀƭ ŜȄǇŜǊƛŜƴŎŜǎ ǿƛǘƘƛƴ ƳǳƭǘƛǇƭŜ ŎŀǎŜ ŎƻƴǘŜȄǘǎΣ ŀƭƭ ŎƻƴǘǊƛōǳǘƛƴƎ 

to a theorisation of their experience as actors of an integrated platform ecosystem case study. Very 

relevantly for my thesis, which seeks answers for 'how' and 'why' questions, case study as a method 

fits well. Especially in studying a contemporary phenomenon of digital platforms, interpretive case 

study also lends itself to the exploration of the complex relationships within the specific case of interest 

(Yin 2009).  

Further, interpretive case studies are deemed a fit for the development of theoretical 

concepts, especially in the use of multiple theoretical strands as has been undertaken here (Dobson 

1999). Using an 'interpretive' means of the analysis of cases also provides the possibility of reducing 

any bias of research as it is possible to synthesise contradictory viewpoints from the empirical data 

(Klein and Myers 1999). To achieve theory building or extension of existing theory as applicable to this 
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research project, case study methodology provides the ability to synthesise qualitative data focused 

on answering well 'scoped' research questions (Eisenhardt & Graebner, 2007). Conversely as 

Eisenhardt (1989) presents in interpretive information systems research, theory can help in both 

guiding design and data collection in the case study and to analysing data in iterative means.  

Walsham (1995) stresses the need for reflection or reflexivity in conducting interpretive case 

studies as the positionality of the researcher makes their own self-critical thought important in 

attaining good research results. This is a very valid concern in my research process as I engaged in the 

field as an auto-ethnographer.   To achieve reflexivity, I fall back on what Alvesson & Skolberg (2017) 

provide as a particularly useful means of approaching interpretive research. They present four levels 

of interpretation (see table 4.1 below), especially to attain a reflexive means of researching ς which 

was applied in building the interpretive case study research.  

The first level is 'interpretation of empirical' data, including interviews and other materials. 

Here the research process must identify the potential multiplicity and pluralism in how interpretations 

occur.  The second level focuses on the actual 'interpretation' of meanings from the accounts. The 

third level is of 'critical interpretation' focusing on building interpretive accounts of power, social 

relationship, opposing views in interpretations and how they affect actors, and considering why certain 

interpretations dominate. Finally, the researcher is to focus on reflection, to understand the data to 

identify authority and marginalisation of voices.   

 

Level of Interpretation Expected focus for the Case Study 

Interaction with empirical 

material 

Interviews accounts, observations, and other empirical 

materials (including text) 

Interpretation Underlying meanings of specific concepts. 

Critical interpretation Power, social relationships, and how they work within the 

given case. 

Reflexive Interpretation Identification of authority, marginalisation and selectivity of 

the voices represented across data including interviews. 

Table 4.1: Approaching interpretive Research  
- developed from Alvesson & Skolberg (2017) and  Pozzebon et al. (2014) 

 

This provides a good reference for interpretive case study, especially in engaging with the 

contradictions within digital platform experiences, seen as aspects of power relations. This is true in 

the experience of both surveillance and inclusion as faced by the marginalised population under study. 

Further, these four levels of interpretation do not occur independently, as they can also interact and 
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be combined to create further reflexive insights.  By espousing interpretivism of such a flavour, this 

research ultimately aims to create an in-depth, complex and rich account of platform ecosystems. 

Particularly, the thesis sought to present a critical appraisal of the social world and its context 

understood through the possibly competing perspectives of the various actors involved.   

4.3. Research Methods 

In this section, I present a description of and the justification for the research methods used. I used 

mixed methods to conduct this research, which included semi-structured interviews with workers and 

auto-ethnographic observations done when I worked as a food-delivery gig-worker within which data 

was captured audio-visually and also using data sources like digital gig-work apps and Whatsapps.  As 

is common within an interpretivist case study approach, the main source of data was from semi-

structured interviews with other methods providing supporting data (Walsham 1995, Yin 2003). Along 

with interviews of workers within the platform ecosystem, I used auto-ethnography by working as a 

food-delivery worker and by undergoing biometric enrolment of Aadhaar. During auto-ethnography, 

data was captured as notes, videos, photos, and audio recordings. Further observations were made in 

critical field sites like Aadhaar support centres, platform company offices and in worker protests and 

union meetings. 

My auto-ethnography as a worker also enabled me to access and observe digital sites of 

interest. This was done through Whatsapp groups, which were intended for local food-delivery groups 

and also during my daily work use of gig-work apps. The data from the use of gig-work platform apps 

included screen capture and scraping of data from the various screens. Finally, documentary materials 

were used in the form of technical articles and blogs, or policy papers published by government 

platforms and in media, specific governmental legislative documents and whitepapers, and 

documentation like privacy policies or terms and conditions of platform services.  

The use of semi-structured interviews, observations and auto-ethnography components were all 

conducted under an 'ethnographically informed' approach. This meant that, as suggested by Robinson 

et al. (2007), my research rejects the explanation of objective truth and that interviews and 

observations were conducted in the 'natural' field settings to understand the subjective realities of the 

interview participants. These aspects were also automatically embedded in how the auto-

ethnographic method was conducted as I experienced the platform ecosystem as a worker directly 

and was able to observe other workers unfettered in their daily work environment. This access has 

provided me with the opportunity to ground the research in local socio-cultural issues and be context-

appropriate, both of which are hallmarks of ethnography even if they are time-limited, particularly as 

seen within research on information technology (Beynon-Davies 1997,  Schultze 2017). 
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4.3.1. Semi-structured Interviews 

Qualitative semi-structured interviews form the main source of data in my approach to case study 

research. As Walsham (1995) prescribes, for an interpretive case study, interviews form the primary 

source to understand subjective contexts and experiences of the participants. Here the interview as 

an interpretive research tool is expected to be open-ended enough so that the interviewee's views and 

experiences, reflections and insights can be captured by the interviewer as part of the interaction 

(Darke et al. 1998). In my research, I used the interviewing style presented by Rubin and Rubin (2011) 

as 'responsive interviewing'. The responsive interviewing model has four main elements for the 

researcher to focus on - learn about experiences of interviewees, follow-up including with multiple 

interviews, treat analysis of interview as ongoing process and place emphasis on interviewee's 

interpretation of the phenomenon. As an approach rooted in interpretive philosophy, responsive 

interviewing technique provided me with a method fit to achieve a deeper understanding of the 

intervieweeΩǎ interpretations and meanings.   

The semi-structured interview uses a set of pre-set themes with which the interviewer can 

direct the conversation. As a hybrid type, it has been considered to have enough flexibility to keep a 

conversation flowing without losing out on the quality of openness of the interaction (Saunders et al. 

2016). It is also considered that the more open the interview, the richer data emanating from it 

(Alvesson & Ashcraft 2012). In this, I placed a premium on the design of the questioning being within 

a broad theme in which the workers were fairly informed so as to get the conversation flowing, and I 

was also adaptive to any emerging or unexpected directions of conversation.  

The interview design then was based on carefully designed research themes conveyed in open-

ended main questions, along with follow-up and probing questions that emerge conversationally. The 

interviews began with an introduction and, in most cases, involved a brief discussion of the 

ǇŀǊǘƛŎƛǇŀƴǘǎΩ ŘŜƳƻƎǊŀǇƘƛŎ ŘŜǘŀƛƭǎΣ ǎǳŎƘ ŀǎ ƴŀƳŜΣ ŀƎŜΣ ǇǊŜǾƛƻǳǎ ƻŎŎǳǇŀǘƛƻƴ ŀƴŘ ƭŜƴƎǘh of work in the 

current job. The questions were broadly on four areas: enrolment into Aadhaar, use of Aadhaar, 

seeking of informal/gig-work using digital platforms, and performing of daily work under platforms.  

The following table (4.2) shows examples of the initial broad questions, used with specific probing 

questions, that guided the conversation deeper. 

Here I acted as what has been termed a 'conversational partner' with my interview participants 

(Rubin & Rubin 2011). In the interpretivist tradition, the interviewer should undertake a conversational 

exchange as part of the interview and engage with relevant topics on social factors like gender or class, 

invoking ethical or social issues.  Ultimately the interview is to produce a rich interpretive output based 

on mutual understanding of the interviewee and interviewer.  Adopting this tenet, I was able to act 
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reflexively to maintain trust and reliability between I as the researcher and the workers who formed a 

major part of my interview participants. This reflection was particularly important given the socio-

cultural specificities of the Indian context. In the field, I needed to acknowledge my privilege, such as 

of education, caste and socio-economic status, in making sure that my interview interactions with the 

worker do not ascribe or communicate any position of power that would influence my relationship 

with them.  

Additionally, I used textual or non-textual aid to direct the conversation. In most cases, this 

took the form of screenshots or real-time screens of digital platform mobile apps either used by the 

workers themselves or by me. These also worked to become qualitative data that were used to 

contextualise the conversation during the coding and analysis phases of the research. 

 

 

Table 4.2: Examples of initial broad questions and specific probing questions 
 

 

Enrolment and use of Aadhaar: 

1. Can you tell me how you got to know about Aadhaar and why you enrolled into it?   
a. Did you need any help or guidance during enrolment? 

2. What were your needs and expectations from Aadhaar?  
a. Were there specific services/ programs which you wanted for which Aadhaar was 

necessary? 
3. What are the issues you faced in enrolling or using Aadhaar? 

a. Where do you seek information when there is any issue with Aadhaar? 
4. What do you see is the difference in use of Aadhaar with the government and for other 

needs? 
a. What are your thoughts on sharing Aadhaar with private companies? 
b. Has anyone told it is compulsory to provide Aadhaar? 

 

Seeking and undertaking employment: 

1. Tell me about why you joined in this particular job (domestic work / cab-driving/ food-
delivery)? 

a. What were your expectations out of this job? 
2. Can you take me through the process of how you registered for the job (on the 

platform/portal)? 
a. How do you feel about finding employment on/working on digital apps/portal? 
b. Did you get help from others in applying for this job? 

3. How do you use the app / portal in a typical work day/cycle? 
a.  What do you find challenging/exciting about working daily on this digital 

technology? 
b. What are all the features you use regularly to undertake your job? 

4. Can you tell me about your interactions with customers/clients/restaurants? 
a. How does the interaction with the customer/clients/restaurant work on and off 

the app/portal? 
b. What information do you get on the app about the customer/clients/restaurant? 
c. Are there other than customer/clients/restaurant that you have to work with?  
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4.3.2. Auto-ethnography  

Auto-ethnography within research has been used by multiple researchers as a way to study personal 

experiences within specific socio-cultural milieus. As a form of data collection and of reflexive research, 

auto-ethnography has congruence with the interpretivist paradigm. Research here is done through the 

researcher's 'both heightened and mundane' experience of the world and the subjective reality seen 

every day (Dunn & Myers 2020).  

While I did not intend this auto-ethnographic phase of research to be heavily digital, given the 

nature of platform ecosystems and my interactions with it as a worker and as a user, there were 

multiple digitally mediated situations that needed capturing. The wider literature on digital forms of 

ethnography or on digital methods echoes this need to account for digital mediation as a major feature 

of contemporary research (Hjorth et al. 2017). In fact, the 'field' for my research was as much within 

apps as in the physical world. This is in line with Soukup's (2013) call to follow alternative digital 

methods in ethnography that can help navigate the digital saturation of contemporary society. Or, as 

Dunn & Myers (2020) argue, all auto-ethnography is digital auto-ethnography because everyday social 

life is now replete with human-computer interactive experiences. In this research, almost all auto-

ethnography was mediated by digital platform apps. So, in my interactions within both governmental 

and commercial digital platform contexts, copious digital texts, audio, and visual material were 

generated as part of the research, and these acted qualitatively to triangulate the observed workers' 

subjective experiences.  

The digital mediation was also evident through how daily work was performed as a gig-worker. 

True to the nature of work under digital platforms, my auto-ethnography as a gig-worker consisted of 

multiple momentary and transactional instances mediated by the gig-work app. Further, gig-work is 

ƎƻǾŜǊƴŜŘ ōȅ ǿƻǊƪŜǊǎΩ ƛƴǘŜǊŀŎǘƛƻƴ ǿƛǘƘ ǳƴŘŜǊƭȅƛƴƎ Řŀǘŀ ƳŀƴƛŦŜǎǘŜŘ ǘƘǊƻǳƎƘ ŀǇǇǎ ǘƘŀǘ Ŏƻƴtrol their 

spatial and temporal movements. This data is opaque and not always directly visible to the workers. 

But traces of the data and the algorithms in use can be gleaned from the multiple screens of the apps 

in use.  

In a bid to capture these fleeting points of data, it was necessary to undertake continuous 

tracking and recording of my own movements and actions. In this, I resorted to an approach taken by 

previous interdisciplinary researchers of platforms, both gig-work and personal surveillance (Lupton 

2016, Moore & Piwek 2017, Waters & Woodcock 2017). These researchers espouse the technique of 

'self-tracking' (Lupton 2016), which entails detailed logging and tracking through data generated 

digitally through mobile phones, global-positioning devices or wearable devices like a smartwatch. In 

this way, tracking can be directed toward capturing one's own life events, routine and schedules, or 



83 
 

physical and spatial movements. This self-tracking as a paradigm is inherent within gig-economy labour 

practices as an imposed measure of control and surveillance. But as a method of research, self-tracking 

has been invoked to replicate opaque data that is held by digital platforms and usually unavailable to 

workers. For instance, Rosenblat &  Stark  (2016) recall how Uber drivers log their schedules and route 

outside of the Uber app in a way to track their own data. Similarly, Water & Woodcock (2017) show 

that self-tracking was used in the case of Deliveroo apps to build knowledge on food delivery workers 

movements around the city.  

Taking a page from such research, I employed self-tracking of my spatial movements and 

temporal data generated within the food-delivery apps during my auto-ethnography.  This let me 

observe and record the data generated as well as accessible traces of algorithmic elements within the 

apps. In a bid to capture the algorithmic and digitally mediated interaction with apps ς such as with 

platform processes, customers, and restaurants ς screenshots and screen video grabs of the 

smartphone were used. Further data from the apps where possible was scrapped with due 

anonymisation and access control was limited to only me as the researcher and the sole user of the 

gig-work apps (Rogers 2013). While many of these data points were quantitative in nature, they were 

used in analysis to support the qualitative narrative of platform apps usage among workers (as can be 

seen in paper number 2 ς Krishna (2020) in the thesis below). 

Another main ethnographic issue I needed to contend with was my own positionality as a 

researcher. A cue for approaching this comes from Butz & Besio (2009) conceptualisation of 

autoethnographic practices as a continuum. Here one end of the continuum is a construct of 'academic 

researcher' as an 'agent' of research but striving to place themselves in the research as subjects within 

a narrative of personal experience. The other end of the continuum is the construct of 'research 

subjects' who are usually 'objects' of research to taking the roles of the narrator where they produce 

a non-academic representation of voices as 'auto-ethnography from below'. This view of academic 

positionality was an important consideration in my research design. Within my auto-ethnographic 

efforts, I placed a premium on the interpretative value gained to contextualise and understand other 

workers' social experience of the platform ecosystem. This helped add richer contexts to the semi-

structured interview data.  

This was also due to my positionality as a researcher, which meant that while my own 

experience as a worker was invaluable, in this thesis, I was not producing a truly auto-ethnographic 

text. Rather, my experience is used to punctuate the voices of workers and deepen understanding of 

the digital context, which is usually opaque when done without the direct experience that this 

approach afforded me. This chimes with the long-established need for researchers to resolve their 
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position as an insider in ethnographic research (Aktinson & Hammersley 1998). So, my auto-

ethnographic technique meets in the middle of the continuum between a personal experience 

narrative and a truly representational voice from below. This Butz & Besio (2009) term is the middle 

ground of an 'insider research' where the researcher works to attain some level of membership within 

the research subject group, to attain 'experiential access' and then build a narrative that gives voice 

and representation to the research subjects.  

Reflecting positionality as discussed above, in my own research, auto-ethnography served four 

related purposes. First, I experienced both biometric enrolment into Aadhaar as a digital identity 

platform and its use to join a gig-work platform. Secondly, I was able to take a deeper look into the 

daily work practices at restaurants, customer locations and on the road as a food-delivery worker. 

Thirdly, I interacted directly with digital gig-work apps and their audio-visual artefacts, and through 

that, experienced the impacts of the underlying algorithms and data. Fourthly, I was able to be part of 

gig-ǿƻǊƪŜǊǎΩ ŦƻǊƳŀƭ ŀƴŘ ƛƴŦƻǊƳŀƭ ǇƘȅǎƛŎŀƭ ŀƴŘ ŘƛƎƛǘŀƭ ƳƛƭƛŜǳǎΦ ¢ƘŜǎŜ ƛƴŎƭǳŘŜŘ ŦƛǊǎǘ-hand observations 

at events like protests and meetings, participation in Whatsapp groups, and visiting platform company 

offices as a gig-worker seeking support. 

4.4. Data Collection  

The total outline of interviews conducted is presented in the tables below (4.3 and 4.4). I visited the 

field beginning with a pilot done in Bangalore during April 2017 that framed the trajectory of the two 

main phases of data collection. The pilot interviews were done as a way to scope out the research, and 

this ultimately determined my research design. The interviews were with two digital platform creators 

who managed the blue-collar recruitment portals with a presence across major cities in India, including 

Chennai. The major issue highlighted within these pilot interviews was the difficulty of access to the 

different stakeholders within the platform ecosystem. At this point, it was clear that recruitment of 

workers for research interviews was quite an achievable goal, but access at that point to platform and 

related technology companies as a PhD student studying surveillance was a difficult proposition. So, 

the research was reframed centring workers' experience.  

4.4.1. Phase 1 

From January to March 2019, I undertook the first phase of my fieldwork. I conducted a total of 36 

interviews. The recruitment was done using snowball or referral sampling (Saunders et al. 2016). I first 

approached leaders of NGOs who support domestic workers (who were all women). Through this 

interaction, I was introduced to domestic worker leaders of self-help groups. I was then invited to two 

different meetings of the domestic workers. These happened in a community meeting space within 
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their area of residence and work. Here I set the stage for future interviews done as individual follow-

ups.   

During the recruitment of the domestic workers, a particular problem that came up was that 

some of the initially contacted workers did not use digital platforms to find work; that is, they did not 

resort to online advertisements. They still used word-of-mouth referrals to seek informal job 

opportunities within their social contacts. Even these workers were enrolled in Aadhaar, the digital 

identitȅ ǇƭŀǘŦƻǊƳΦ {ƻΣ ƛƴ ƻǊŘŜǊ ǘƻ ŎŀǇǘǳǊŜ ǘƘŜ ǿƻǊƪŜǊǎΩ ŜȄǇŜǊƛŜƴŎŜ ƻƴ ŀƴŘ ƻŦŦ ŘƛƎƛǘŀƭ ǇƭŀǘŦƻǊƳs and the 

variation of digital identity use, my sampling strategy included workers with and without online 

recruitment engagement with ΨōƭǳŜ ŎƻƭƭŀǊΩ Ƨƻō ǇƻǊǘŀƭǎ.  

 

Table 4.3: List of interviews in Pilot and Phase 1 data collection 
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The approach taken to recruit cab-drivers under ride-hailing apps was similar, where I approached a 

leader of a nascent labour union. Using his referral, I recruited other cab-drivers. I was also invited to 

attend the planning meeting of the union, which was conducted in a public park. I spent 5 hours 

interacting and observing drivers at the meeting and also conducting one-on-one interviews on that 

day. There were two protest events organised by the union members with the wider cab-driver 

community. They were mainly protesting unfair treatment and falling income within their work with 

ride-hailing platforms of Ola and Uber. I attended both these protests as an observer. Most interviews 

with the drivers were done on the road in between their trips, either within their cabs or in a public 

space like parks and the beach.  

Building on my learnings from fieldwork during phase 1, I identified the gap that, as a 

researcher, I was missing - the context of actual app use among the workers. To a certain extent, this 

gap was bridged by narratives provided by the cab-drivers as gig-workers during interviews, in which 

they provided detailed accounts, showed the apps in action and even shared screenshots when 

describing their experience of use (see figure 4.2). But I wanted to explore deeper the algorithmic and 

data-driven contexts of gig-work. With respect to the digital recruitment platforms, I applied as a 

potential worker and engaged as a customer to look at the data policies and online practices. With the 

ride-hailing apps, I was able to observe the platforms' data practices, their governing policies and their 

apps as a customer. But the experience of gig-workers ς who had a different app, was not translatable 

directly to customers. This informed the approach for fieldwork during phase 2, where I identified a 

clear need and opportunity for auto-ethnographic research as a gig-worker.  

4.4.2. Phase 2 

During phase 2 of my fieldwork, I had an opportunity to apply for funding to undertake a micro-project 

of 3 months. I designed the research in this to bridge the gap of access to direct workers' experience 

of gig-work apps. As I was not professionally a cab-driver and as the barrier to entry into this mode of 

work was very high ς due to licensing and car leasing as pre-requisites, I chose to undertake a direct 

study of food-delivery apps. So, after a detailed and complex ethical review process, I was cleared to 

do my phase 2 fieldwork between December 2019 to February 2020. 
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Table 4.4: List of interviews in Phase 2 data collection 
 

My design for auto-ethnography aimed at capturing the experience of informal workers as they seek 

to enter the platform ecosystem as gig-workers and during their work within the ecosystem on digital 

platform apps. Consequently, I began with my own enrolment into Aadhaar as the digital identity 

platform. Next, I undertook the necessary linkages of Aadhaar to other services that are needed for 

gig-workers. These included linking of Aadhaar to PAN card (for income tax), to bank accounts (for 

opening a bank account and for registering UPI based digital payments), to scooter's vehicle 

registration (for daily work as food delivery worker) and in submitting Aadhaar as a documentary copy 

to gig-work platform companies.  

 At this point, I visited recruitment and support offices of the major food delivery apps, namely 

Uber Eats, Swiggy and Zomato. I was able to join successfully in one of them with training and 

enrolment into gig-work conducted in ǘƘŜ ǇƭŀǘŦƻǊƳΩǎ office. On another platform, I had to seek 

ŜƴǊƻƭƳŜƴǘ ǘƘǊƻǳƎƘ ŀ Ψmiddle-ƳŀƴΩΦ   LΣ ŀǎ ŀ Ǉotential gig-worker, was expected to be pre-screened by 

this individual (and this was also observed as a common practice mentioned by other workers). 

Potential workers are to send photos of all documents, including Aadhaar, personal information and 

bank account details using Whatsapp ς without even having to meet the middle-man. This individual 

created an account on behalf of me as a gig-worker and provided the username and password over 

phone. Acting as a tout, he even expected to retain control of this information. Once this has been 

done, I as a 'pre-screened' gig-worker, visited the offices of the platform company. By mentioning the 
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name of the tout, I was fast-tracked into gig-work employment rather than undergo training and filling 

up of forms as done by other workers. The training videos were sent to me by the tout to be looked at 

later in my own time. He also introduced me over the phone to a local worker who 'trains' new gig-

workers by taking them on their first gig run.  

 Parallel to the auto-ethnography, I also recruited food-delivery workers from all 3 of the major 

companies for my interviews/participating in my research. Overall, I interviewed 27 food delivery 

workers. This was done again through snowball sampling. Based on initial observation, I identified 

spots on the roadside where many of the food-delivery workers rested in between their gig runs. I 

approached them and, through repeated meetings and multiple contacts, built trust enough to engage 

a number of workers in the interview process.  

My interaction as part of auto-ethnography with workers also happened at and near 

restaurants, and other food pick up locations, at platform support offices and by the roadside. As 

Indian gig-workers are expected to wear clearly visible uniforms and bags with company branding, this 

became an automatic marker of my belonging to the fraternity. This way, I was able to quickly become 

an ΨinsiderΩ in gig-ǿƻǊƪŜǊǎΩ ǿƻǊƪǎǇŀŎŜǎΦ Lƴ ǘƘŜǎŜ, I treated the interactions as observations rather than 

interviews as I engaged with them organically during gig-work as any other worker would do. I further 

visited two strike action and protest meetings as a researcher (not as a worker), where I was able to 

interact and observe other workers. Further observations were done over two Whatsapp groups, one 

of which was mandated by the platform company to manage local riders, and the other group was set 

up organically by local food delivery workers. This formed further observational data that qualified the 

contextǎ ƻŦ ǿƻǊƪŜǊǎΩ ŜȄǇŜǊƛŜƴŎŜ ŀƭƻƴƎǎƛŘŜ Ƴȅ ƻǿƴ ŀǳǘƻ-ethnographic work. Examples of these 

interactions and data are shown in the figures below (4.2). 

 My own food delivery efforts within gig-work were directed at exploring as many scenarios of 

work within the plŀǘŦƻǊƳ ŜŎƻǎȅǎǘŜƳ ŀǎ ǇƻǎǎƛōƭŜΦ ¢ƘŜ ǿƻǊƪ ǿŀǎ ŘǊƛǾŜƴ ōȅ ΨƻǊŘŜǊǎΩ ǿƘƛŎƘ ŜƴǘŀƛƭŜŘ 

picking up food from a restaurant and delivering it to a customer address. I aimed to achieve gig-work 

targets only in a few days and sessions, as not hitting targets and points of failures where I did not 

complete orders were also of interest. For instance, a long-distance order I had to cancel resulted in a 

follow-up process instituted by the platform company. This provided me with a valuable interaction 

with another food delivery worker who acted as an issue fixer (who in fact, was the same person who 

'trained' me on my first day). Such interactions formed critical exceptional situations to be captured as 

observational data.  

 As part of recording data during auto-ethnography, I used photos (see figure 4.1 for some 

examples), videos, and audio at key points when I deemed it necessary to add context to my own 
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observations. This was also enhanced with the end of day field notes and ad hoc audio recording as a 

memo to self to capture thought and observations during gig-work on the road. This, along with my 

written notes, informed me of my overall movements and interactions. This was supported by digital 

data generated by screenshots and screengrab videos taken at as many feasible points as possible to 

capture the different kinds of interaction I had with the platform apps. This was done as a form of self-

tracking to capture my spatial movements and the prompts for timed schedules that I followed during 

the food delivery processes of order acceptance, food pickup, delivery and even during the wait for 

the next order (see figure 4.2). I also used data scrapping through optical character recognition 

software that isolated textual data on the order information, time taken and GPS locations from apps 

screens for later use. My movements were also continuously tracked by GPS functions on my 

smartphone ς on Google maps and a specific GPS tracking app as a backup.  

I further built a custom app using a free prototyping service called 'Clappia'. This mobile app 

helped to capture auto-ethnographic notetaking and mirror some data points that are only 

momentarily seen by me as a worker during the food delivery process. For instance, ratings given to 

the restaurant or customer asked of me as a worker is not available later to be revisited. I needed a 

way to capture my notes about this during the work session. These notes were not always recorded 

for each gig-work task ς but was used to capture field notes. When I put together all of these disparate 

pieces of data, I was able to construct for myself my total work session, which formed the context for 

the bulk of qualitative data collected.  
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Figure 4.1: Moments during field-work 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

From left top clockwise: 

1. A nondescript multi-restaurant 
kitchen, with a single kitchen-crew 
servicing 4 listed ΨrestaurantsΩ. 
With no on-street or on-map 
information this location was very 
difficult to identify. Establishments 
like this  trade solely on food 
delivery gig-work platforms. 

2. My trusted steed. The scooter 
used for delivery work with the bag 
purchased from the platform 
company. 

3. A scene from the local strike 
when workers did not log-in to gig-
work apps protesting the changes 
in income structures.  

4. A typical scene of traffic I 
negotiated while enroute to 
deliver food.  

From bottom left to right: 

5. Waiting for my first order to be assigned. 

6. Queue of scooters of food delivery gig-workers waiting for their orders to be fulfilled by the takeaway establishment.  

тΦ !ƴ ŜȄŀƳǇƭŜ ƻŦ ŘŜƭƛǾŜǊƛƴƎ ǇŀŎƪŀƎŜŘ Ƙƻǘ ǘŜŀ ŘǳǊƛƴƎ ǇŜŀƪ ŀŦǘŜǊƴƻƻƴ ΨǎƴŀŎƪ ǘƛƳŜΩ ǿƛƴŘƻǿΦ  
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Figure 4.2: Screenshots of apps used during research 
 

 

 

 

From left to right: 

These three screenshots of food delivery gig-work 
app shows various stages of the work process.  

1. Shows the boost multiplies applied in different 
spatial zones in Chennai during the peak lunch time 
window. 

2. Being alerted for an incoming food pick up task 
which is time-limited. 

оΦ !ƴ ŜȄŀƳǇƭŜ ƻŦ ŀ ΨŘƛǎǇǳǘŜŘΩ ŦƻƻŘ ŘŜƭƛǾŜǊȅ ƻǊŘŜǊ 
when I switched off my phone to avoid the work.   

 

From left to right: 

These two screenshots show ongoing interactions 
within gig-worker Whatsapp groups which I was a 
part of.  

4. A worker is warning other workers using 
screenshot of apps and voice note that the 
ǊŜǎǘŀǳǊŀƴǘ Ƙŀǎ ŀ ΨŦƛǊŜΩ ƛƴŎƛŘŜƴǘ ŀƴŘ ǎƻ ǘƘŜ ƎƛƎ-
workers have to call customers and inform to 
cancel their orders.  

5. Social interaction between gig-workers 
discussing their progress to target in that day and 
advising each other about traffic on the roads. 

 

 

From left to right: 

These two screenshots were provided by cab-
drivers showing the performance screens.   

6. Shows comments left by customers but in 
English which the driver cannot read.  

7. Other screens in the cab-ŘǊƛǾŜǊΩǎ ƎƛƎ-work app 
are in Tamil showing login time measured as a 
metric.  

 

 




































































































































































































































































































