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Abstract

Post-quantum cryptography is the field of study and development of cryptographic primitives providing security in the presence of adversaries capable of running large-scale error-tolerant quantum computations. Works in this area span from theoretical analysis of security definitions and protocols, to the research of classical and quantum cryptanalytic algorithms, to the development of cryptographic schemes that can be deployed for real-world usage.

In this thesis, we investigate three topics in practical post-quantum cryptography. First, we research quantum circuit depth-width trade-offs in the case of Grover’s algorithm and how these impact the cost of running key-search attacks against block ciphers. Such attacks have been proposed by the US National Institute of Standards and Technology as benchmarks to define quantum security, and hence their cost should be well understood. Furthermore, Grover speed-ups are a component of many quantum attacks, making the study of these trade-offs of independent interest.

Second, we study the “primal attack” on lattice-based cryptosystems. This consists of using lattice reduction to recover an unusually short vector in a $q$-ary lattice, which results in a break of LWE- and NTRU-based schemes. We compare two alternative heuristics used to estimate the expected cost of this attack due to Gama et al. (Eurocrypt 2008) and Alkim et al. (USENIX 2016) and provide experimental evidence of the validity of the latter. Then, using the techniques introduced in Dachman-Soled et al. (Crypto 2020), we continue this line of work to provide estimates on the full probability distribution of the cost of the attack, providing further experimental validation.

In the last chapter, we move our focus from cryptanalysis to implementation. We implement a lattice-based actively secure key encapsulation mechanism on a currently commercially available smart card from the SLE 78 family by Infineon. We do this by repurposing classic arithmetic techniques that enable us to take advantage of the card’s RSA coprocessor to compute polynomial multiplications in $\mathbb{Z}_q[x]/(x^{256}+1)$. The resulting scheme, a variant of Kyber768, runs key generation in 79.6 ms, encapsulation in 102.4 ms, and decapsulation in 132.7 ms. Our techniques can be adapted to other RSA/ECC coprocessors and demonstrate the feasibility of repurposing already deployed cryptographic coprocessors to run post-quantum encryption with reasonable performances.
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3.2 Bit complexity estimates $\lambda$ for solving Lizard PKE [CKLS16] as given in [CKLS16] and using Kannan’s resp. Bai and Galbraith’s embedding under the 2016 estimate. The dimension of the LWE secret is $n$. In all cases, BKZ-$\beta$ is estimated to cost $\beta^{2\gamma_\beta}$ operations.

3.3 Solving costs for LWE instances underlying HELib as given in [Alb17] and using Kannan’s resp. Bai and Galbraith’s embedding under the 2016 estimate. The dimension of the LWE secret is $n$. In all cases, BKZ-$\beta$ is estimated to cost $8d^{2.292\beta+16.4}$ operations.

3.4 Solving costs for parameter choices in SEAL v2.1 as given in [CLP17], using [Alb17] as implemented in the [APS15] estimator commit 84014b6 ("[Alb17]+"), and using Kannan’s resp. Bai and Galbraith’s embedding under the 2016 estimate. In all cases, BKZ-$\beta$ is estimated to cost $8d^{2.292\beta+16.4}$ operations.

3.5 Bit complexity estimates for solving TESLA parameter sets [ABB+17]. The entry "[ABB+17]+" refers to reproducing the estimates from [ABB+17] using a current copy of the estimator from [APS15] which uses $c = 1$ instead of $c = ||e||$. As a consequence the values in the respective rows are slightly lower than in [ABB+17]. We compare with Kannan’s embedding under the 2016 estimate, Bai and Galbraith’s embedding is not necessary since TESLA uses normal form LWE. Classically, BKZ-$\beta$ is estimated to cost $8d^{2.292\beta+16.4}$ operations; quantumly BKZ-$\beta$ is estimated to cost $8d^{\sqrt{0.0225\beta} \cdot 2.4574\beta/2^{3/4}}$ operations in [ABB+17].
3.6 Solving costs for proposed Ring-LWE parameters in [BCIV17] using Kannan’s resp. Bai and Galbraith’s embedding under the 2016 estimate. In both cases, BKZ-$\beta$ is estimated to cost $8d2^{0.292\beta+16.4}$ operations.

4.1 List of LWE parameters used for testing our uSVP simulators. The instances are in normal form. We use the Bai–Galbraith embedding and the number of samples used, $m_{2016}$, is given by the LWE estimator (commit 428d6ea).

4.2 Security estimates for some lattice schemes. The number of samples $m$ used in the embedding for Kyber and Saber is chosen using the LWE estimator, as to optimise the cost of the attack following the 2016 estimate for BKZ [ADPS16]. In the case of NTRU, the number of samples $m$ is chosen equal to $n$. $\beta_{2016}$ is the block size suggested by the LWE estimator. For BKZ and Progressive BKZ, $E(\text{succ. } \beta)$ and $\sqrt{V}(\text{succ. } \beta)$ are the mean and standard deviation of the distribution of first viable block sizes.

5.1 Parameters proposed to NIST for instantiating Kyber KEM. Sizes of the public key ($|pk|$), secret key ($|sk|$), and ciphertext ($|ctxt|$) are given in bytes. “Bit-sec.” refers to the “quantum” bit security claimed by the designers.

5.2 Performance of our work on the SLE 78 target device in clock cycles.

5.3 Called functions, number of calls, clock cycles, and final sum of clock cycles.

5.4 Comparison of our work with other PKE or KEM schemes on various microcontroller platforms in clock cycles.
Introduction

Cryptography is a field of study that researches techniques to provide various forms of security to communications\(^1\), such as confidentiality, integrity and authenticity. As an academic subject, contemporary cryptography lives in the intersection of computer science, electronic engineering, and (applied) pure mathematics. It enjoys deep connections to, among others, information and complexity theory, algebra, algorithmics, and circuit design.

Outside of the academic world, cryptography has been practised throughout history, and its use has become pervasive since the beginning of the digital age and the mass deployment of personal computing devices. Widespread use of encrypted communications over the Internet, the availability of chip card payment terminals in retail stores and the adoption of cryptographic technology by mobile messaging services means that the general public relies on cryptography during everyday life. Thus, it is fundamental for cryptographic techniques to be practical and secure.

While these two words have multiple possible meanings in the context of information security, in this thesis we consider the following two: a cryptographic primitive or protocol is practical if its use by one or more parties does not hinder their ability to communicate, for example by significantly slowing them down or by increasing their communication costs; it is secure if it does provide a well understood and sufficient amount of security that would otherwise have been missing.

**Hard problems.** At the core of modern cryptography are hardness assumptions. These take the form of mathematical problems that are understood to

\(^1\)And more recently also to delegated computations.
be hard to solve, in the sense that finding the solution to a random instance of
the problem requires a significant amount of computation. Some examples are
the problem of finding the prime factorisation of an integer $N = p \times q$, where
$p$ and $q$ are unknown prime factors of similar size, such that $\log p \approx \log q$; the
problem of finding what elements in some large family of random permutations
$\{f : \{0, 1\}^n \to \{0, 1\}^n\}$ map given known inputs to their known output; the
problem of solving a set of approximate linear equations $Ax \approx b$ over a finite
integer ring $\mathbb{Z}_q$.

The mathematical nature of the hardness assumption may allow for different
cryptographic functionality to be built from it and will affect the resulting
protocols’ practicality, while the assumption’s computational hardness will
affect the protocols’ security. From this point of view, practicality and security
are intrinsically connected: if the hardness of the problem scales badly with
the size of its description, protocol designers may need to either compromise
on the security or the practicality of any constructions derived from it. Ideally,
cryptographers prefer hard problems that allow for a concise description.

Today, most constructions providing advanced functionality such as public-
key encryption or digital signatures rely on one of two (families of) hard
mathematical problems: the Diffie-Hellman (DH) problem [DH76] and the
RSA problem [RSA78]. The first is formulated using finite fields or elliptic
curves and is closely related to the discrete logarithm problem [den90, Mau94,
MW99, JN03], the latter is formulated using integer rings and is closely related
to the factoring problem [BV98, Bro16, AM09].

Their security is established by the extensive cryptanalytic literature exploring
the concrete and asymptotic hardness of these problems [Pol78, LLMP93,
Gor93, BBB+09, BGG+20]. Their practicality is the result of decades of
electronic circuit miniaturisation and arithmetic circuit optimisation that
allow running protocols built on them on both general-purpose computers and
embedded hardware with heavily constrained computational resources.

2Both being technologies that allow parties to communicate securely even if they have
not previously met to agree on a shared secret key.
**Post-quantum cryptography.** In a breakthrough result, in 1994 Peter Shor published an algorithm [Sho94] that allows solving both the factoring and discrete logarithm problems in a short amount of time. To run Shor’s algorithm, however, a radically different kind of computer is required, usually referred to as a *quantum computer*. While first conceived in the 1980s [Ben80, MY80, Fey82, Fey86], practical advancements in quantum computing hardware have been initially slow. In recent years, however, the pace of advancement has increased, and industry investments resulted in the first small-scale noisy quantum computers being built [MQT18, MN18, AAB+19, Gib19, WFG21]. Due to Shor’s algorithm, the availability of large-scale quantum computers would result in a complete loss of security for protocols built on RSA or DH assumptions, making many of the cryptographic constructions we rely on today unfit for purpose.

As a consequence of the potential risk posed by hypothetical future quantum computers, the topic of *post-quantum cryptography*, that is the research and development of cryptographic techniques not rendered insecure by quantum computers, has gained great traction. In 2016, Google conducted its first post-quantum cryptography at-scale test [Lan16]. Later the same year, the US National Institute of Standards and Technology (NIST) started a process to standardise post-quantum public-key encryption and digital signature algorithms [Nat16], to make these technologies available both to industry and to the public.

Whatever we may think of the timeline or even plausibility of the arrival of large-scale general quantum computers, post-quantum cryptography continues gaining momentum. Given the long shelf life of cryptographic standards and the high stakes of standardising primitives, the security of these schemes, and thus the concrete hardness of post-quantum mathematical problems, should be understood in detail.

Some of the most popular mathematical objects used to provide post-quantum security are lattices. Lattices consist of integer linear combinations of a set of

---

3 “Noisy” as in not very precise. Personally, I have no idea whether they are loud, we can only hope.
vectors called a basis. Given a lattice basis, various computational problems can be defined, most famously that of finding the shortest non-zero vector in the lattice it describes. The research presented in this thesis focuses on some aspects of the concrete security and practicality of lattice-based cryptography, cryptography that uses lattice problems as its core hardness assumption.

0.1 Thesis overview

In this thesis, we present research carried out as part of four different publications, the content of each being presented in a different chapter. Overall, our work covers three different topics in post-quantum cryptography, with Chapters 3 and 4 investigating the same topic.

Throughout these chapters, special care has been put in trying to make our work reproducible. In the process of writing the four publications, source code was produced to further our understanding of the subject of study and to verify our hypotheses. In almost all cases this source code has been made publicly available, with any improvements made to third party tools being contributed back to their original projects, and any issues found with them being reported. The only exception has been the smart card implementation in Chapter 5, which could not be published due to intellectual property concerns of collaborators. However, proof of concept code demonstrating the fundamental algorithmic techniques employed in that chapter has been released.

We now give an overview of the content of each chapter.

Chapter 1. This chapter covers mathematical notation and preliminary notions used throughout the thesis. It also provides basic notions about lattices and quantum computation.
Chapter 2. Originally published as

Jaques S., Naehrig M., Roetteler M., Virdia F.
Implementing Grover Oracles for Quantum Key Search on AES and LowMC.

As part of the call for standardisation of post-quantum public-key encryption and signature schemes [Nat16], the US NIST proposed a criterion to determine whether a considered scheme is secure enough. Quantum algorithmic speedups have so far proved less dramatic when attacking block ciphers, such as the Advanced Encryption Standard (AES) [DR01]. Therefore, NIST defined security “categories” that a proposed construction can achieve based on the three versions of AES. The assumption is that any scheme as hard to break as AES should be secure for the foreseeable future, with a scheme as hard to break as AES-256 being more secure (“Category 5”) than one not significantly harder to break than AES-128 (“Category 1”). The comparative nature of these definitions of security means that establishing the cost of attacking AES using a quantum computer becomes an essential step required to carry out the standardisation process, since this cost becomes a criterion for adequacy.

Making use of recently developed tools [SGT+18] for designing and simulating quantum circuits, in Chapter 2 we investigate the non-asymptotic costs of attacking AES using a quantum computer, under a set of assumptions on the architecture of such a machine. Our techniques show that AES is slightly easier to attack than NIST predicted (under the same assumptions), meaning that in this particular model post-quantum security is slightly easier to achieve than first suggested. We also extend our analysis to the LowMC block cipher [ARS+15], which plays an important role as a building block for one of the digital signature schemes proposed for standardisation.

The author of this thesis contributed towards the chapter’s concept, the design and implementation of the Grover oracles, the analysis of the impact on the definitions of security proposed by NIST.
Chapter 3. Originally published as

Albrecht M. R., Göpfert F., Virdia F., Wunderer T.
*Revisiting the Expected Cost of Solving uSVP and Applications to LWE.*

Many lattice-based cryptographic schemes rely on the hardness of the Learning With Errors (LWE) problem, or a variant thereof, to provide security. The two most effective approaches to solving LWE are the *primal* and *dual* lattice attacks. In Chapter 3, we present an experimental investigation of the two different approaches used for estimating the complexity of the primal attack at the time of the chapter’s publication. We verify that results align with the approach presented in [ADPS16], with minor explainable deviations from the expected behaviour. With such experimental evidence, we proceed to implement the [ADPS16] heuristic in the popular “LWE estimator” script\(^4\) [APS15] and use this to demonstrate how the change in heuristic affects the estimated security of some cryptosystems proposed in the literature.

The author of this thesis contributed towards the design, implementation and running of all experiments, the analysis of the results, the analysis of the impact of the [ADPS16] approach on previously proposed cryptographic parameters.

Chapter 4. Originally published as

Postlethwaite E. W., Virdia F.
*On the Success Probability of Solving Unique SVP via BKZ.*
Lecture Notes in Computer Science, vol 12710. Springer, Cham.

The heuristic presented in [ADPS16] for estimating the cost of the primal attack only predicts the expected cost for a random instance of the LWE problem. This however does not allow estimating the probability of the attack being cheaper than expected, a phenomenon sometimes observed in our experiments in Chapter 3. In Chapter 4, we repurpose the refined heuristic for computing

\[^4\]https://bitbucket.org/malb/lwe-estimator.
0.1 Thesis overview

the expected cost proposed in [DDGR20] to account for the probabilistic nature of lattice attacks. This allows us to predict the success probability of cheaper instances of the primal attack. We provide a heuristic analysis and extensive experiments and demonstrate how such an analysis could potentially impact the estimated cost of attacking three key encapsulation schemes proposed to NIST for standardisation.

The author of this thesis contributed towards all aspects of this chapter.

Chapter 5. Originally published as

Implementing RLWE-based Schemes Using an RSA Co-Processor.  
IACR Transactions on Cryptographic Hardware and Embedded Systems, 2019(1).

In Chapter 5, we move our attention to the practicality of lattice-based encryption. We look at the space of embedded devices, which present some of the harshest restrictions on hardware capabilities. These devices are usually augmented with specific hardware arithmetic coprocessors to enable them to efficiently run the expensive computations required by RSA- and DH-based cryptography. We investigate to what extent these “pre-quantum” coprocessors can be used to speed up post-quantum lattice-based public-key encryption. Our experiments suggest that the resulting implementations are fast enough to potentially be used as a transitional approach to deploying post-quantum public-key encryption on embedded hardware while waiting for specialised lattice coprocessors to be developed and certified.

The author of this thesis contributed towards the design of all arithmetic strategies used to run computations on the RSA coprocessor, to their proof of correctness, and to their proof of concept implementation.
In this chapter we set the notation used in the rest of the thesis, and recall some fundamental background that our work builds upon.

1.1 Notation

For \( x \in \mathbb{R} \), we write \( \lfloor x \rfloor \) to mean the closest integer to \( x \) (where \( \lfloor y + \frac{1}{2} \rfloor := y + 1 \) for \( y \in \mathbb{Z} \)). For \( a, b \in \mathbb{Z} \), we write \( a \mod^{(+)} b \) or \([a]_b\) for the unique integer \( \hat{a} \equiv a \mod b \) such that \( 0 \leq \hat{a} < b \). We write \( a \mod^{(-)} b \) for the unique integer \( \hat{a} \equiv a \mod b \) such that \(-b/2 \leq \hat{a} < b/2\). We may refer to an integer \( a \in \mathbb{Z}_b \) as being “small” if \( a \mod^{(-)} b \) is small, smallness depending on the context.

We extend this definition to tuples, vectors, matrices and polynomials over \( \mathbb{Z} \) component-wise. Similarly as for integers, we may refer to a vector \( \mathbf{v} \in \mathbb{Z}_b^n \) as being “short” if \( \mathbf{v} \mod^{(-)} b \) is short. We often write \( \{a, \ldots, b\} \) to mean
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the set \([a, b] \cap \mathbb{Z}\). We denote by \([n]\) the set \(\{1, \ldots, n\}\). We write log to mean logarithms in base 2 and \(\ln\) to mean logarithms in base \(e\). We denote by \(\| \cdot \|_p\) the \(\ell_p\) norm, for \(p \in \{\infty\} \cup \mathbb{Z}_{\geq 1}\). If unspecified, \(p = 2\). We write \(\llbracket \text{condition} \rrbracket := \begin{cases} 1 & \text{if condition is true}, \\ 0 & \text{if condition is false}. \end{cases}\)

**Linear algebra.** We denote vectors by bold lowercase letters such as \(\mathbf{v}\), and matrices by bold uppercase letters such as \(M\), and refer to their entries with a subscript index \(v_i, M_{i,j}\), counting indices from 1. By abuse of notation we consider vectors to be row resp. column vectors depending on context, such that \(\mathbf{v}M\) and \(M\mathbf{v}\) are meaningful. In particular, given column vectors \(\mathbf{v}_1\) and \(\mathbf{v}_2\), we may write the concatenated vector \(\mathbf{w} = (\mathbf{v}_1 \mid \mathbf{v}_2)\) as a row vector implicitly transposing the \(\mathbf{v}_1\) vectors in order to avoid overloading the notation. We write inner products using angular brackets \(\langle \mathbf{v}, \mathbf{w} \rangle\). The transpose of \(\mathbf{v}\) is indicated as \(\mathbf{v}^t\), while the adjoint of \(\mathbf{v}\) (the complex conjugate of its transpose) is indicated as \(\mathbf{v}^\dagger\). We write \(I_m\) for the \(m \times m\) identity matrix over whichever base ring is implied from context. We write \(0_{m \times n}\) for the \(m \times n\) all zero matrix. If the dimensions are clear from the context, we may omit the subscripts. Given a set of vectors \(S\) of size \(n\) and a ring \(R\) (e.g. \(R = \mathbb{Z}\) or \(\mathbb{R}\)), we write \(\text{span}_R(S)\) to mean the \(R\)-span of \(S\), i.e. \(\left\{ \sum_{i=1}^n \mu_i \mathbf{v}_i : \mathbf{v}_i \in S, \mu_i \in R \right\}\).

**Probability.** Given a probability distribution \(D\) with support \(S \subset \mathbb{R}\), we denote sampling an element \(s \in S\) according to \(D\) as \(s \leftarrow D\). If the sampling is done using coins \(r\), we write \(s \leftarrow D\). For a bounded support \(S\), we denote the uniform distribution over \(S\) as \(U(S)\). We denote the mean and variance of \(D\) as \(\mathbb{E}(s)\) or \(\mathbb{E}(D)\), and \(\mathbb{V}(s)\) or \(\mathbb{V}(D)\), respectively, where \(s \leftarrow D\) and \(\mathbb{V}(s) = \mathbb{E}(s^2) - \mathbb{E}(s)^2\). We sometimes use \(\sqrt{\mathbb{V}}\) similarly to denote the standard deviation of a random variable. Given a discrete (resp. continuous) probability distribution \(D\), we denote its probability mass function (resp. probability density function) as \(f_D\) and its cumulative mass function (resp. cumulative density function) as \(F_D\). Given \(s \leftarrow D\), by definition \(P[s \leq x] = F_D(x)\).
Rings. We identify polynomials \( f = \sum_i f_i x^i \) of degree \( n - 1 \) with their corresponding coefficient vector \( f = (f_0, f_1, \ldots, f_{n-1}) \). We abuse notation and write \( \|f\| \) to mean the Euclidean norm of \( f \). Unless stated otherwise, we work in the polynomial rings \( R = \mathbb{Z}[x]/(x^n + 1) \) where \( n \) is a power of 2, and \( R_q = R/(q) \) for some positive integer \( q \). We let \( R^k \) (resp. \( R^k_q \)) be a ring module of dimension \( k \) over \( R \) (resp. \( R_q \)). Throughout we identify equivalence classes in \( R_q \) with their representative polynomial with coefficients \( \text{mod}(-) \) \( q \), and their lifted versions in \( R \) and in \( \mathbb{Z}[x] \).

Asymptotic notation. Given two functions \( f, g : \mathbb{R} \rightarrow \mathbb{R} \), following [Knu76] and [CLRS09, § 3.1] we write

- \( f \in O(g) \) if there exists \( y \in \mathbb{R} \) such that \( |f(x)| < cg(x) \) for some \( c > 0 \) and all \( x > y \),
- \( f \in o(g) \) if \( f(x)/g(x) \rightarrow 0 \) as \( x \rightarrow \infty \),
- \( f \in \Omega(g) \) if and only if \( g \in O(f) \),
- \( f \in \omega(g) \) if and only if \( g \in o(f) \),
- \( f \in \Theta(g) \) if \( f \in O(g) \cap \Omega(g) \), meaning that there exists some \( y \in \mathbb{R} \) such that \( c_1 g(x) < f(x) < c_2 g(x) \) for some \( c_2 > c_1 > 0 \) and all \( x > y \) (which implies that \( f \in \Theta(g) \Leftrightarrow g \in \Theta(f) \)).

1.2 Linear algebra

We represent a basis \( \{b_1, \ldots, b_d\} \) of \( \mathbb{R}^d \) as the matrix \( B \) having the basis vectors as rows. Given a basis \( B \), we can derive an orthogonal basis \( B^* \) via the Gram–Schmidt process. The rows of \( B^* \) are

\[
b_i^* = b_i - \sum_{j<i} \mu_{i,j} b_j^* \quad \text{for} \quad i \in [d], \quad \text{where} \quad \mu_{i,j} = (b_i, b_j^*)/\|b_j^*\|^2 \quad \text{for} \quad i > j.
\]
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We may refer to the \( b^*_i \) vectors as the Gram-Schmidt vectors of \( B \). In matrix form, the two bases are related by

\[
\begin{bmatrix}
- b_1 \\
\vdots \\
- b_d \\
\end{bmatrix}
= 
\begin{bmatrix}
1 & \mu_{2,1} & 1 \\
\vdots & \ddots & \ddots \\
\mu_{d,1} & \ldots & \mu_{d,d-1} & 1 \\
\end{bmatrix}
\begin{bmatrix}
- b^*_1 \\
\vdots \\
- b^*_d \\
\end{bmatrix}.
\]

Given a basis \( B \) of \( \mathbb{R}^d \) we denote by \( \pi_{B,k} : \mathbb{R}^d \to \mathbb{R}^d \) the linear operator projecting vectors orthogonally to the subspace span\( \mathbb{R}(\{b_1, \ldots, b_{k-1}\}) \). Note \( \pi_{B,1} \) is the identity on \( \mathbb{R}^d \). We write \( \pi_i \) when the basis is clear from context.

Given a vector space \( V = \text{span}_\mathbb{R}(B) \), its projective subspace \( \pi_k(V) \) of dimension \( d - k + 1 \) has a basis \( \{\pi_k(b_k), \ldots, \pi_k(b_d)\} \), where

\[
\pi_k(b_i) = b_i - \sum_{j<k} \mu_{i,j} b^*_j = b^*_i + \sum_{k \leq j < i} \mu_{i,j} b^*_j \quad \text{for} \quad i \geq k.
\]

By definition, this implies that \( \pi_k(b_k) = b_k^* \), and that \( \pi_j(\pi_k(v)) = \pi_k(v) \) for any \( j \leq k \). Given an orthogonal basis \( B^* \) and a vector \( v = v_1^* b_1^* + \cdots + v_d^* b_d^* \), its projections are given by \( \pi_k(v) = v_k^* b_k^* + \cdots + v_d^* b_d^* \). We abuse notation and write \( \pi_k(B_{[i:j]}) \) to mean the matrix with rows \( \pi_k(b_i), \ldots, \pi_k(b_j) \). For example, the matrix \( \pi_k(B_{[k:d]}) \) is

\[
\begin{bmatrix}
- \pi_k(b_k) \\
\vdots \\
- \pi_k(b_d) \\
\end{bmatrix}
= 
\begin{bmatrix}
1 & \mu_{k+1,k} & 1 \\
\vdots & \ddots & \ddots \\
\mu_{d,k} & \ldots & \mu_{d,d-1} & 1 \\
\end{bmatrix}
\begin{bmatrix}
- b_k^* \\
\vdots \\
- b_d^* \\
\end{bmatrix}.
\]

1.3 Probability

For real valued, independent random variables \( X, Y, Z \) and scalars \( \lambda \in \mathbb{R} \), we have the following useful identities,

\[
\begin{align*}
\mathbb{E}(X + Y) &= \mathbb{E}(X) + \mathbb{E}(Y), \\
\mathbb{E}(X \cdot Y) &= \mathbb{E}(X) \cdot \mathbb{E}(Y), \\
\mathbb{V}(X) &= \mathbb{E}(X^2) - (\mathbb{E}(X))^2, \\
\mathbb{V}(\lambda X) &= \lambda^2 \mathbb{V}(X), \\
\mathbb{V}(X + Y) &= \mathbb{V}(X) + \mathbb{V}(Y), \\
\mathbb{V}(X \cdot Y) &= \mathbb{E}(X)^2 \mathbb{V}(Y) + \mathbb{E}(Y)^2 \mathbb{V}(X) \\
&\quad + \mathbb{V}(X) \mathbb{V}(Y).
\end{align*}
\]
We recall the conditional probability chain rule. If \( E_1, \ldots, E_n \) are events, then
\[
P[E_1 \cap \cdots \cap E_n] = P[E_1|E_2 \cap \cdots \cap E_n]P[E_2 \cap \cdots \cap E_n].
\]

### 1.3.1 The Gaussian distribution

We recall some properties of the continuous Gaussian distribution. We denote by \( N(\mu, \sigma^2) \) the probability distribution over \( \mathbb{R} \) of mean \( \mu \) and standard deviation \( \sigma \), variance \( \sigma^2 \), with density function
\[
f_{N(\mu, \sigma^2)}(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{x-\mu}{\sigma} \right)^2}.
\]

Given a random variable \( X \sim N(\mu_X, \sigma_X^2) \) and a scalar \( \lambda > 0 \), the random variable \( Y = \lambda \cdot X \) follows a distribution \( N(\lambda \mu_X, \lambda^2 \sigma_X^2) \). Given \( n \) independent and identically distributed random variables \( X_i \sim N(0, 1) \), the random variable \( X_1^2 + \cdots + X_n^2 \) follows a chi-squared distribution \( \chi^2_n \) over \( \mathbb{R}_{\geq 0} \) of mean \( n \) and variance \( 2n \), with probability density function
\[
f_{\chi^2_n}(x) = \frac{1}{2^{n/2} \Gamma(n/2)} x^{n/2-1} e^{-x/2},
\]
where \( \Gamma \) denotes the gamma function
\[
\Gamma(x) = \int_0^\infty t^{x-1} e^{-t}dt \quad \text{for} \quad x > 0.
\]

Given \( n \) independent and identically distributed random variables \( Y_i \sim N(0, \sigma^2) \), the random variable \( Y_1^2 + \cdots + Y_n^2 \) follows a distribution \( \sigma^2 \cdot \chi^2_n \) of mean \( n \sigma^2 \) and variance \( 2n \sigma^4 \), that is, a chi-squared distribution where every sample is scaled by a factor of \( \sigma^2 \). We call this a scaled chi-squared distribution.

**Discrete Gaussians.** We denote by \( D_{\mu, \sigma} \) the discrete Gaussian distribution over \( \mathbb{Z} \) with mean \( \mu \in \mathbb{R} \) and standard deviation \( \sigma \in \mathbb{R}^+ \). It has probability mass function \( f_{D_{\mu, \sigma}}: \mathbb{Z} \to [0, 1], x \mapsto f_{N(\mu, \sigma^2)}(x)/f_{N(\mu, \sigma^2)}(Z) \), where \( f_{N(\mu, \sigma^2)}(Z) = \sum_{x \in Z} f_{N(\mu, \sigma^2)}(x) \). Discrete Gaussian distributions with \( \mu = 0 \), or the distributions these imply over \( \mathbb{Z}_q \) for some modulus \( q \), are widely used in lattice-based cryptography to sample entries of error and secret vectors from. In our analyses in Chapters 3 and 4, we will work with vectors \( \mathbf{v} \) sampled
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coefficient-wise from a discrete Gaussian distribution, and with their projections \(\pi_i(v)\). We model the the squared norms \(\|\pi_i(v)\|^2\) as continuous\(^1\) random variables following a scaled chi-squared distribution with the appropriate degrees of freedom. For example, for some vector \(v = (v_1, \ldots, v_d)\) with each \(v_i \leftarrow D_{0,\sigma}\) sampled independently, we model \(\|\pi_{B,i}(v)\|^2 \sim \sigma^2 \cdot \chi^2_{d-i+1}\), where \(B\) is a lattice basis being reduced.

**Rounded Gaussians.** Similarly to the discrete Gaussian distribution, the rounded Gaussian distribution of mean \(\mu\) and variance \(\sigma^2\) is a distribution over \(\mathbb{Z}\) obtained by sampling \(x \leftarrow N(\mu, \sigma^2)\) and returning \(\lfloor x \rfloor\).

**Centered binomial distribution.** The centered binomial distribution (CBD) was proposed for use as an alternative to discrete Gaussian distributions by Alkim et al. [ADPS16], since it results in a similarly shaped mass cumulative function and is faster and easier to sample in a side-channel resistant fashion. Given a parameter \(\eta\), a sample \(x \leftarrow \text{CBD}_\eta\) is distributed over \([-\eta, \eta] \cap \mathbb{Z}\), such that \(x + \eta\) follows a binomial distribution where the yes-no events have equal probability \(P[\text{yes}] = P[\text{no}] = 1/2\), and \(x + \eta\) is the number of “yes” events after \(2\eta\) fair coin flips.

1.4 Lattices

In this section we provide fundamental facts about lattices. For a more comprehensive treatment and proofs, see [MR09, NV10, Gal12].

**Definition 1** (Real and integer lattices). Let \(b_1, \ldots, b_n\) be \(n\) linearly independent row vectors in \(\mathbb{R}^d\), which we collect into a basis \(B\). We say that their integer span

\[\Lambda = \Lambda(B) = \text{span}_{\mathbb{Z}}(b_1, \ldots, b_n) = \{x_1 b_1 + \cdots + x_n b_n : x_i \in \mathbb{Z}\},\]

\(^1\)While \(v\) has integer coefficients, its \(\pi_i(v)\) projections will not necessarily do so.
is a real lattice of dimension, or rank, \( n \). If \( n = d \) we say the lattice is full-rank. If \( \Lambda \subset \mathbb{Z}^d \), we say that \( \Lambda \) is an integer lattice. It should be noted that any real lattice is a subgroup of \((\mathbb{R}^d, +)\), and any integer lattice is a subgroup of \((\mathbb{Z}^d, +)\).

In this thesis, we concern ourselves in particular with \( q \)-ary lattices.

**Definition 2** (\( q \)-ary lattices). Given an integer \( q \), \( \Lambda \) is a \( q \)-ary lattice if it is an integer lattice such that \( q\mathbb{Z}^d \subseteq \Lambda \subseteq \mathbb{Z}^d \).

**Remark 1.** Since a \( q \)-ary lattice \( \Lambda \) has \( q\mathbb{Z}^d \) as a subgroup, for any \( v \in \Lambda \), we have the coset \( v + q\mathbb{Z}^d \subseteq \Lambda \). This means that \( \Lambda \) can be seen as a subgroup of \( \mathbb{Z}_q^d \) rather than \( \mathbb{Z}^d \) by reducing vectors modulo \( q \). Throughout this thesis, we will sometimes abuse notation and make no distinction between considering \( \Lambda \subset \mathbb{Z}^d \) and \( \Lambda \subset \mathbb{Z}_q^d \) when dealing with \( q \)-ary lattices.

A given lattice \( \Lambda \) can have multiple different lattice bases. Indeed \( \Lambda(B) = \Lambda(B') \) if and only if \( B' = UB \) for some unimodular matrix \( U \), that is a \( n \times n \) integer matrix with determinant \( \pm 1 \).

Given a lattice basis, we can define its **fundamental parallelepiped** \( P(B) \).

**Definition 3** (Fundamental parallelepiped). Given a lattice basis \( B \), its fundamental parallelepiped is the set

\[
P(B) := \{ x_1 b_1 + \cdots + x_n b_n : x_i \in [0, 1) \}.
\]

An invariant of a lattice is its volume (also called covolume or determinant).

**Definition 4** (Lattice volume). Given any basis \( B \) for a lattice \( \Lambda \), the volume of \( \Lambda \) is

\[
\text{vol}(\Lambda) := \sqrt{\det(BB^t)}
\]

**Remark 2.** The volume of \( \Lambda \) is exactly the volume of \( P(B) \). In the case of full-rank lattices, this is also exactly \( |\det(B)| \). Similarly, given the Gram-Schmidt vectors \( b_1^*, \ldots, b_n^* \) of the basis \( B \), \( \text{vol}(\Lambda) = \prod_{i=1}^{n} \|b_i^*\| \).

**Definition 5** (Sublattices). Let \( \Lambda \subset \mathbb{R}^n \) be a real lattice of rank \( n \). We call any subgroup \( \Lambda' \subset \Lambda \) a sublattice of \( \Lambda \). Sublattices may potentially have smaller rank or larger volume than \( \Lambda \).
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Example 3. Let $e_1, \ldots, e_n \in \mathbb{R}^n$ be the canonical basis of $\mathbb{R}^n$, where $e_i$ has all coefficients set to 0 except for the $i$-th coefficient set to 1. Let $\Lambda = \text{span}_\mathbb{Z}(e_1, \ldots, e_n)$ be an integer lattice of rank $n$ and volume 1.

- $\text{span}_\mathbb{Z}(e_2, \ldots, e_n)$ is a sublattice of rank $n - 1$ and volume 1.
- $\text{span}_\mathbb{Z}(2 \cdot e_1, e_2, \ldots, e_n)$ is a sublattice of rank $n$ and volume 2.
- $\text{span}_\mathbb{Z}(2 \cdot e_2, e_3, \ldots, e_n)$ is a sublattice of rank $n - 1$ and volume 2.

Of particular interest to us will be working with projective sublattices.

Definition 6 (Projective sublattices). Given a lattice $\Lambda$ of rank $n$ and a basis $b_1, \ldots, b_n$ of $\Lambda$, we denote by $\Lambda_{i,j}^\perp$ the lattice with basis $\pi_i(b_1), \ldots, \pi_i(b_j)$, where $i \leq j$. If $j = n$, we may write $\Lambda_i^\perp$ instead. We say $\Lambda_{i,j}^\perp$ is a projective sublattice.

Remark 4. While we call the $\Lambda_{i,j}^\perp$ projective sublattices, they are not sublattices of $\Lambda$, but rather orthogonal projections of sublattices of $\Lambda$.

A property of interest of a lattice is the set of its successive minima.

Definition 7 (Successive minima). Let $B_d(r)$ be the closed ball of radius $r$ in $\mathbb{R}^d$ centered around 0, and let $i \in [d]$. We define the $i$-th minima of $\Lambda$ as

$$\lambda_i(\Lambda) = \min \{ r \in \mathbb{R}^+ : \Lambda \cap B_d(r) \text{ contains } i \text{ linearly independent vectors} \}.$$

A quantity of interest when working with worst-case bounds on the successive minima of a lattice is Hermite’s constant.

Definition 8 (Hermite’s constant [Her50]). Let $\mathcal{L}_n$ be the set of real lattices of rank $n$. Then Hermite’s constant for rank $n$ lattices, $\gamma_n$, is defined as

$$\gamma_n := \sup_{\Lambda \in \mathcal{L}_n} \frac{\lambda_1(\Lambda)^2}{\text{vol}(\Lambda)^{2/n}}.$$

Hermite’s constant is known for a few values of $n$ [Mar03, § 6]. In particular, $\gamma_2 = \sqrt{4/3}$. A classical bound on Hermite’s constant is given by Hermite’s inequality.
Theorem 1 (Hermite’s inequality [Her50]). Let \( n \geq 2 \) be an integer. Then
\[
\gamma_n \leq \gamma_2^{n-1}.
\]

Corollary 2. Given any lattice \( \Lambda \) of rank \( n \), it contains a vector \( v \) of norm
\[
\|v\| \leq \gamma_2^{(n-1)/2} \cdot \operatorname{vol}(\Lambda)^{1/n}.
\]

A generalisation to Hermite’s inequality is given by Mordell.

Theorem 3 (Mordell’s inequality [Mor44]). Let \( k \geq 2 \) and \( n \geq k \) be integers. Then
\[
\gamma_k^{n-1} \leq \gamma_n^{k-1}.
\]

While Hermite’s and Mordell’s inequalities can be used to provide provable bounds on the norm of the shortest vector in any lattice, these bounds are not necessarily tight on average. However, heuristic estimates on the length of the shortest vector in random lattices can be obtained. Indeed, a lattice can be tessellated by centring a copy of the fundamental parallelepiped on each lattice point, and this fact can be used to approximate the number of lattice points in some “nice enough” measurable set. Using this intuition, the Gaussian heuristic says that the number of lattice points in a measurable set \( S \) is approximately \( \operatorname{vol}(S)/\operatorname{vol}(\Lambda) \). This can be used to approximate the first minimum \( \lambda_1(\Lambda) \), by assuming its value is the radius of the ball of volume \( \operatorname{vol}(\Lambda) \).

Heuristic 1 (Gaussian heuristic for the shortest vector). Given a lattice \( \Lambda \) of rank \( n \), the Gaussian heuristic approximates the first minimum of \( \Lambda \) as the radius of the smallest \( n \)-dimensional ball of volume \( \operatorname{vol}(\Lambda) \),
\[
\lambda_1(\Lambda) \approx \frac{\Gamma(1 + n/2)^{1/n}}{\sqrt{\pi}} \operatorname{vol}(\Lambda)^{1/n}
\approx (\pi n)^{1/n} \sqrt{\frac{n}{2\pi e}} \operatorname{vol}(\Lambda)^{1/n} \quad \text{by [Fel68, \S II.9].}
\]

Hermite’s constant and the Gaussian heuristic tell us something about the first minimum of a lattice. However, in general it is not easy to find a vector realising the first minimum from a random lattice basis. In Section 1.4.1.2 we will look at worst-case guarantees and average-case heuristics on the norm of vectors that can be found from a basis using lattice reduction.
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**Computational problems.** Various computational problems can be defined using lattices. In this thesis we will often mention the following problems, and we will discuss lattice reduction as a means to solve some of them.

**Definition 9** (Shortest Vector Problem (SVP)). Given a lattice $\Lambda$ find a vector $v \in \Lambda$ of norm $\lambda_1(\Lambda)$.

**Definition 10** ($\gamma$-gap Shortest Vector Problem (GapSVP$_\gamma$)). Given a lattice $\Lambda$ and a real $d > 0$, decide whether $\lambda_1(\Lambda) \leq d$ or $\lambda_1(\Lambda) > \gamma \cdot d$.

**Definition 11** ($\gamma$-unique Shortest Vector Problem (uSVP$_\gamma$)). Given a lattice $\Lambda$ such that $\lambda_2(\Lambda) > \gamma \lambda_1(\Lambda)$, find the unique (up to sign) vector $v \in \Lambda$ of norm $\lambda_1(\Lambda)$. Unless specified, $\gamma = 1$.

**Definition 12** ($\gamma$-approximate Shortest Vector Problem (approx-SVP$_\gamma$)). Given a lattice $\Lambda$, find a non-zero vector $v \in \Lambda$ of norm $\leq \gamma \cdot \lambda_1(\Lambda)$.

**Definition 13** ($\zeta$-Hermite Shortest Vector Problem (Hermite-SVP$_\zeta$)). Given a lattice $\Lambda$ of rank $n$, find a non-zero vector $v \in \Lambda$ of norm $\leq \zeta \cdot \text{vol}(\Lambda)^{1/n}$.

**Definition 14** ($\alpha$-Bounded Distance Decoding (BDD$_\alpha$)). Given a lattice basis $B$ and a vector $v$ such that $\text{dist}(v, B) < \alpha \lambda_1(B)$ where $\text{dist}(v, B)$ denotes the smallest Euclidean distance between $v$ and any lattice point in $\Lambda(B)$, find the (unique) lattice vector $t \in \Lambda(B)$ closest to $v$.

**Definition 15** ($\gamma$-Shortest Independent Vectors Problem (SIVP$_\gamma$)). Given a lattice $\Lambda$ of rank $n$, find $n$ linearly independent lattice vectors $v_i \in \Lambda$ of norm at most $\gamma \cdot \lambda_n(\Lambda)$.

**Definition 16** ($\beta$-Short Integer Solution problem (SIS$_\beta$)). Given a matrix $A \leftarrow U(\mathbb{Z}_{n \times m})$, find a non-zero vector $v \in \mathbb{Z}^m$ such that $Av = 0 \mod q$ and $\|v\|_p < \beta$. Usually we consider $p = 2$ or $\infty$.

1.4.1 Lattice reduction

Informally, lattice reduction is any algorithmic technique that takes as input a basis of a lattice and finds a basis of better quality. Many different notions of basis reducedness exist, which usually can be intuitively captured by a basis being formed of short and close to orthogonal vectors.
1.4.1.1 Reduction algorithms

A fundamental notion in lattice reduction is that of a size-reduced lattice basis. Size-reduction (Algorithm 1) is a component of many lattice reduction algorithms. Given a lattice basis, it returns a size-reduced basis of the same lattice.

**Definition 17 (Size-reduced).** Let \( \mathbf{B} \) be a lattice basis, \( \{ \mathbf{b}_i^* \} \) its Gram-Schmidt vectors and \( \mu_{i,j} = \langle \mathbf{b}_i, \mathbf{b}_j^* \rangle / \| \mathbf{b}_j^* \|_2^2 \). \( \mathbf{B} \) is size-reduced if \( |\mu_{i,j}| \leq 1/2 \) for \( 1 \leq j \leq i \leq n \).

**Algorithm 1:** Size-reduction.

\[
\text{Input: lattice basis } \mathbf{B} \\
\text{for } i \leftarrow 2 \text{ to } d \text{ do} \\
\text{for } j \leftarrow i - 1 \text{ to } 1 \text{ do} \\
\quad \mu_{ij} \leftarrow \langle \mathbf{b}_i, \mathbf{b}_j^* \rangle / \| \mathbf{b}_j^* \|_2^2 \\
\quad \mathbf{b}_i \leftarrow \mathbf{b}_i - \lfloor \mu_{ij} \rfloor \mathbf{b}_j
\]

The celebrated LLL algorithm [LLL82] (Algorithm 2) achieves the following notion of basis reducedness, while terminating in polynomial time.

**Definition 18 (LLL reduced).** For \( \delta_{L,3} \in (1/4, 1) \) a basis \( \mathbf{B} \) is \( \delta_{L,3} \)-LLL reduced if it is size-reduced and \( \delta_{L,3} \cdot \| \mathbf{b}_i^* \|_2 \leq \| \pi_i (\mathbf{b}_{i+1}) \|_2 \) holds for all \( i \in [d - 1] \), where the second constraint is also called “Lovász’ condition”.

**Algorithm 2:** LLL.

\[
\text{Input: lattice basis } \mathbf{B} \\
\text{Input: } \delta_{L,3} \in (0.25, 1) \\
\text{Run size-reduction on } \mathbf{B} \\
\text{for } i \leftarrow 1 \text{ to } d - 1 \text{ do} \\
\quad \text{if } \delta_{L,3} \cdot \| \mathbf{b}_i^* \|_2 > \| \pi_i (\mathbf{b}_{i+1}) \|_2 \text{ then} \\
\quad \quad \mathbf{b}_i, \mathbf{b}_{i+1} \leftarrow \mathbf{b}_{i+1}, \mathbf{b}_i \\
\quad \text{go to line 1}
\]

In [SE91, SE94], Schnorr and Euchner introduced a generalisation of LLL called BKZ (Algorithm 3). While LLL works on adjacent pairs of basis vectors, checking where the Lovász’ condition does not hold and addressing this by swapping the basis vectors (Lines 3 and 4 of Algorithm 2), BKZ works with blocks of \( \beta \) adjacent basis vectors, and enforces the first Gram-Schmidt vector...
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in the block to be the shortest in a projective sublattice spanned by orthogonal projections of the block’s vectors (Lines 4 to 9 of Algorithm 3).\(^2\) Given a block size \(\beta\), the basis output by BKZ-\(\beta\) is reduced in the following sense.

**Definition 19** (BKZ-\(\beta\) reduced). A basis \(B\) is BKZ-\(\beta\) reduced if it is LLL reduced and \(\|b_i^*\| = \lambda_1 \left( \Lambda_{i,\min(i+\beta-1,d)} \right)\) for all \(i \in [d-1].\(^3\)

In order to do this, an oracle \(O_{\text{SVP}}\) is used, that, given a lattice, finds a vector attaining the lattice’s first minimum. BKZ repeatedly calls \(O_{\text{SVP}}\) on the projective sublattices \(\Lambda_{i,\min(i+\beta-1,d)}\). If the vector \(v\) output by \(O_{\text{SVP}}\) is shorter than \(b_i^*\), it is “lifted” (see Line 6 of Algorithm 3) and inserted into the basis at the beginning of the block. Then LLL is run on the basis to remove linear dependencies introduced by this insertion. In Chapters 3 and 4 we will run several experiments to investigate the behaviour of BKZ. We will make use of the popular implementation of BKZ 2.0 [GNR10, CN11] found in the Fplll library [DT17], which sets \(\delta_{L3} = 0.99\) in the underlying calls to LLL. In its original description, BKZ terminates after a full tour

\begin{algorithm}
\begin{algorithmic}
\State **Input:** LLL reduced lattice basis \(B\)
\State **Input:** block size \(\beta\)
\Repeat
\For {\(i \leftarrow 1\) to \(d\)}
\State \(j \leftarrow \min(i + \beta - 1, d)\)
\State \(v = x_i \pi_i(b_i) + \cdots + x_j \pi_i(b_j) \leftarrow O_{\text{SVP}}(\Lambda_{i,j}^\perp)\)
\If {\(\|v\| < \|b_i^*\|\)}
\State \(v' \leftarrow x_i b_i + \cdots + x_j b_j\)
\State extend \(B\) by inserting \(v'\) into \(B\) at index \(i\)
\State LLL on \(B\) to remove linear dependencies
\State drop row with all zero entries
\EndIf
\EndFor
\If {if no insertion was made then yield \(\top\) else yield \(\bot\)}
\State return
\EndIf
\EndRepeat
\end{algorithmic}
\end{algorithm}

**Algorithm 3:** Simplified view of the BKZ Algorithm. The instructions inside the **repeat** context are called a BKZ tour.

is executed without insertions. We follow algorithmic improvements and do not necessarily run tours until this point. In particular, the notion of early termination (called auto-abort in some implementations [DT17]) was

\(^2\)With \(\beta = 2\), this would be equivalent to checking for Lovász’ condition with \(\delta_{L3} = 1.\) However, it is not known whether LLL terminates in polynomial time for \(\delta_{L3} = 1\) [NV10].

\(^3\)The LLL parameter \(\delta_{L3}\) is left implicit in this definition.
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introduced in [HPS11]. The idea is that the majority of improvement to the basis quality occurs in a few early tours of BKZ, whereas many tours are required before convergence. This approach is sound, since it has been shown that after polynomially many calls to the SVP oracle, the basis does not change much more [HPS11, LN20]. Following experimental analysis of BKZ [Che13, Figure 4.6], Albrecht [Alb17, §2.5] identifies $\tau = 16$ as the number of tours after which little improvement is made to the basis quality for cryptographically-sized parameters. Furthermore, BKZ 2.0 [GNR10, CN11] integrates local block re-randomisation and preprocessing into the originally proposed $O_{\text{SVP}}$ oracle, enumeration. In Chapter 4 we will also consider another variant of BKZ by Aono et al. [AWHT16] that they name Progressive BKZ. Here, the basis is reduced using increasingly larger block sizes $\beta$, running a fixed number of BKZ-$\beta$ tours for each block size and terminating after reaching a predetermined maximum block size.

1.4.1.2 Basis quality

As mentioned at the beginning of Section 1.4.1, lattice reduction is used to improve the quality of a lattice basis. To better reason about basis quality, we first introduce the notion of basis profile.

**Definition 20** (Basis profile). Given a basis $B$ of a lattice of rank $n$, we define the profile of $B$ as the set of squared norms $\{\|b_i^*\|^2\}_{i=1}^n$ of its orthogonal Gram–Schmidt vectors.

Two metrics are usually considered to indicate the quality of a basis: how short its shortest vector $b_1$ is (the shortest, the better), and how quickly the basis profile $\{\|b_i^*\|^2\}_{i=1}^n$ decays (the slower, the better). LLL and block reduction algorithms affect both. In particular, the larger $\beta$ is chosen in BKZ-$\beta$, the slower these norms decay, the closer to orthogonal the basis vectors are, and the shorter the shortest vector in the reduced basis is.

Lattice reduction algorithms usually provide worst-case guarantees and average-case heuristics on the norm of the shortest vector returned $\|b_1\|$. These can be in terms of the first minimum of the lattice or in terms of its volume.
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**Definition 21** (Approximation factor). Let \( A \) be a lattice reduction algorithm and \( \mathcal{L}_n \) be the set of real lattices of rank \( n \). We define the approximation factor of \( A \) as the real-valued random variable \( \eta_{A,n} \) such that

\[
\Pr[\eta_{A,n} \leq x] = \Pr \left[ \frac{\|b_1\|}{\lambda_1(\Lambda)} \leq x : \Lambda \xleftarrow{\$} \mathcal{L}_n; \ b_1, \ldots, b_n \xleftarrow{\$} A(\Lambda) \right],
\]

where by \( \Lambda \xleftarrow{\$} \mathcal{L}_n \) we mean to sample a random basis for a random lattice \( \Lambda \). We say \( \mathbb{E}[\eta_{A,n}] \) (resp. \( \sup \eta_{A,n} \)) is the average-case (resp. worst-case) approximation factor of \( A \) in rank \( n \). We drop the subscripts when the algorithm and the rank are understood from the context. We may abuse notation and write \( \eta \) to mean either \( \mathbb{E}[\eta] \) or \( \sup \eta \).

**Definition 22** (Hermite factor). Let \( A \) be a lattice reduction algorithm and \( \mathcal{L}_n \) be the set of real lattices of rank \( n \). We define the Hermite factor of \( A \) as the real-valued random variable \( \zeta_{A,n} \) such that

\[
\Pr[\zeta_{A,n} \leq x] = \Pr \left[ \frac{\|b_1\|}{\text{vol}(\Lambda)^{1/n}} \leq x : \Lambda \xleftarrow{\$} \mathcal{L}_n; \ b_1, \ldots, b_n \xleftarrow{\$} A(\Lambda) \right],
\]

where by \( \Lambda \xleftarrow{\$} \mathcal{L}_n \) we mean to sample a random basis for a random lattice \( \Lambda \). We say \( \mathbb{E}[\zeta_{A,n}] \) (resp. \( \sup \zeta_{A,n} \)) is the average-case (resp. worst-case) Hermite factor of \( A \) in rank \( n \). We drop the subscripts when the algorithm and the rank are understood from the context. We may abuse notation and write \( \zeta \) to mean either \( \mathbb{E}[\zeta] \) or \( \sup \zeta \).

**Remark 5.** The approximation factor and the Hermite factor can also be found in the literature as the length defect and the Hermite defect of an output basis [NV10, Chap. 3].

**Remark 6.** In Definitions 21 and 22, we implicitly assume a probability distribution over the bases of lattices in \( \mathcal{L}_n \). While defining the notion of a random lattice requires some care [NV10, Chap. 3], in our work we will be concerned with \( q \)-ary lattices generated from cryptographic problems. Since for given parameters the set of such lattices is finite, we can consider a random lattice as a lattice being uniformly sampled from its domain, with a basis deterministically constructed from the problem instance’s description.

We say that an algorithm has an average-case (resp. a worst-case) approximation factor \( \eta \) and an average-case (resp. worst-case) Hermite factor \( \zeta \) if when
provided in input a basis for a lattice $\Lambda$ of rank $n$, it returns on average (resp. in the worst-case) a basis containing a vector $b_1$ (the shortest in the basis) of norm

$$\|b_1\| \approx \eta \cdot \lambda_1(\Lambda), \quad \|b_1\| \approx \zeta \cdot \text{vol}(\Lambda)^{1/n},$$

with $\approx$ replaced by $\leq$ in worst-case bounds. For example, LLL with parameter $\delta_{LLL} \in (1/4, 1)$ has worst-case approximation factor $\eta = (\delta_{LLL} - 1/4)^{-(n-1)/2}$ and worst-case Hermite factor $\zeta = (\delta_{LLL} - 1/4)^{-(n-1)/4}$ [NV10, Chap. 2, Thm. 9].

While worst-case provable bounds give us certain guarantees on the output of lattice reduction, these may be overly pessimistic. In cryptanalysis we are often interested in the hardness of solving an average instance of a hard problem. We will therefore dedicate the rest of this section to discussing the average-case output of lattice reduction algorithms. We will use this opportunity also to discuss a small inconsistency commonly found in the lattice-based cryptography literature, that caused an unfortunate discrepancy in one of the papers [AGVW17, Footnote 7] that led to this thesis. In the following discussion we will omit “average-case” when referring to the average-case Hermite factor, and will assume that we work on lattices of rank $n$.

As mentioned above, a commonly used approach to measure the effectiveness of a lattice reduction algorithm is to compute its Hermite factor $\zeta$. The value of $\zeta$ can be measured experimentally, or derived analytically. For example, famously the LLL algorithm has $\zeta = 1.02^{n-1}$ [NS06], with recent work suggesting a possible analytical derivation of this value using abelian sandpile models [DKTW20]. Similarly, experimental observations [GN08b] on the Hermite factor of BKZ-$\beta$ are supported by the analytical result by Chen [Che13] who for BKZ-$\beta$-reduced bases of rank $n$ derives the limit

$$\lim_{n \to \infty} \zeta^{1/n} = \left(\frac{\beta}{2\pi e (\pi \beta)^{\frac{1}{2}}}\right)^{\frac{1}{2(\beta - 1)}}. \quad (1.1)$$

The fact that experimentally the Hermite factor for BKZ scales exponentially in the rank of the lattice being reduced was noted in [GN08b, § 3.1]. There, the authors suggest that $\zeta$ appears to scale as $e^{a n + b}$ where $a$ and $b$ are constants that depend on the lattice reduction algorithm (e.g. on the block size $\beta$ in
the case of BKZ). However, they also suggest that approximating $\zeta$ as $c^n$ for some constant $c$ may be sufficient to make “rough estimations”. A similar approximation was already present in [NS06, § 4], where in the case of LLL the authors suggest that the value of $(\delta_{L3} - 1/4)^{-1/4}$ in the worst-case Hermite factor $(\delta_{L3} - 1/4)^{-(n-1)/4}$ should be replaced on the average by $1.02$, “so that the [Hermite factor] becomes $\approx 1.02^n$”. The exponential scaling of the Hermite factor led to the introduction in [LP11, § 5.1] of the root-Hermite factor $\delta$ (not to be confused with the LLL parameter $\delta_{L3}$), a value such that $\zeta =: \delta^{n/4}$. Chen’s limit (1.1) was originally stated as “$\lim_{n \to \infty} \delta(n, \beta)$”.

However, we would like to argue that a more natural definition for the root-Hermite factor may be $\zeta =: \delta^{n-1}$. Indeed, the $n - 1$ exponent would better align with Hermite’s and Mordell’s inequalities, as well as with the provable guarantees on the output of LLL. Indeed, the value of $1.02^n$ proposed in [NS06, § 4] would appear to be an approximation from $1.02^{n-1}$. Similarly, in the case of the “rough estimations” of [GN08b, § 3.1], approximating the Hermite factor as $c^n$ does also not necessarily appear to match the plots in [GN08b, Fig. 3] ($c^n$ implies that the linear fit for log $\zeta$ would cross the origin, which does not seem to be the case).

While this change in definition is a minor difference, we will show that it leads to a more natural expression of $\delta$ under the Geometric Series Assumption (which we will define soon), and hence allows a natural derivation of Chen’s limit (1.1) as an application of the Gaussian heuristic and the Geometric Series Assumption. Using $\delta^{n-1} := \zeta$ as the definition of the root-Hermite factor will also resolve a discrepancy between [AGVW17] and [ADPS16] with respect to the exact formula of the BKZ win condition for solving uSVP reported in [ADPS16], and caused by the implicit assumption that $\zeta = \delta^{n-1}$ in [ADPS16]. Therefore, in the rest of this thesis we will define the root-Hermite factor $\delta$ as

$$\delta := \zeta^{1/(n-1)}.$$ 

So far we have talked about predicting the norm $\|b_1\|$ for bases output by lattice reduction. However, heuristic results also exist about the profile of reduced
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bases for random $q$-ary lattices. A popular such heuristic is the Geometric Series Assumption.

**Heuristic 2** (Geometric Series Assumption (GSA) [Sch03]). Given a basis $B$ output by a lattice reduction algorithm, the norms of the Gram-Schmidt vectors $b_i^*$ satisfy

$$\|b_i^*\| = \alpha^{i-1} \cdot \|b_1\|$$

for some constant $\alpha \in (0, 1)$.

A simple computation allows to deduce the Hermite factor of an algorithm in terms of $\alpha$.

**Lemma 7.** Under the GSA, a lattice reduction algorithm has Hermite factor $\zeta = (\alpha^{-1/2})^{n-1}$.

**Proof.** Let $\Lambda$ be a lattice of rank $n$ and let $b_1, \ldots, b_n$ be a reduced basis of $\Lambda$ satisfying the GSA. By Remark 2 and by direct computation, we have

$$\text{vol}(\Lambda) = \prod_{i=1}^{n} \|b_i^*\| \quad \text{by Remark 2}$$

$$= \prod_{i=1}^{n} (\alpha^{i-1} \cdot \|b_1\|) \quad \text{by the GSA}$$

$$= \alpha^{\sum_{i=1}^{n}(i-1)} \cdot \|b_1\|^n$$

$$= \alpha^{\frac{n(n-1)}{2}} \cdot \|b_1\|^n.$$ 

Taking $n$-th roots and rearranging terms we get the desired result,

$$\|b_1\| = (\alpha^{-1/2})^{n-1} \cdot \text{vol}(\Lambda)^{1/n} = \zeta \cdot \text{vol}(\Lambda)^{1/n}.$$ 

**Remark 8.** Defining the root-Hermite factor as $\delta := \zeta^{1/(n-1)}$ results in $\delta = \alpha^{-1/2}$ under the GSA. Using $\delta := \zeta^{1/n}$ instead would result in a root-Hermite factor $\delta = \alpha^{-\frac{n-1}{2n}}$, slightly dependent on the rank of the lattice being reduced.
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In the case of BKZ-\(\beta\), \(\alpha\) can be also heuristically estimated as a function of \(\beta\).

**Lemma 9.** Under the GSA and the Gaussian heuristic, the basis profile output by BKZ-\(\beta\) follows a geometric series with

\[
\alpha \approx \left( \frac{(\pi \beta)^{1/\beta} \cdot \frac{\beta}{2\pi e}}{\frac{1}{\beta-1}} \right)^{-1/(\beta-1)}.
\]

**Proof.** Let \(\Lambda\) be a lattice of rank \(n\) and let \(b_1, \ldots, b_n\) be a BKZ-\(\beta\) reduced basis of \(\Lambda\) satisfying the GSA. Let \(\Lambda_t^\perp = \text{span}_\mathbb{Z}(\pi_t(b_1), \ldots, \pi_t(b_n))\) be a projective sublattice of rank \(n - i + 1\). By Remark 2 applied to \(\Lambda_t^\perp\) and by direct computation, we have

\[
\text{vol}(\Lambda_t^\perp) = \prod_{j=1}^{n-i+1} \|b_j^*\| \quad \text{by Remark 2 applied to } \pi_t(B[n])
\]

\[
= \prod_{j=1}^{n-i+1} (\alpha^{j-1} \cdot \|b_1\|) \quad \text{by the GSA}
\]

\[
= \alpha^{\sum_{j=1}^{n-i+1} (j-1)} \|b_1\|^n-i+1
\]

\[
= \alpha^{\frac{n(n-1)-(i-1)(i-2)}{2(n-i+1)}} \|b_1\|^{n-i+1}.
\]

We can then compute the ratio

\[
\frac{\|b_i^*\|}{\text{vol}(\Lambda_i^\perp)^{1/(n-i+1)}} = \frac{\alpha^{i-1} \|b_1\|}{\alpha^{i-1} \cdot \|b_1\|^n-i+1} = \alpha \cdot \frac{n(n-1)-(i-1)(i-2)}{2(n-i+1)}.
\]

By Definition 19, at index \(i = n - \beta + 1\) a BKZ-\(\beta\) reduced basis has

\[
\|b^*_n\| = \lambda_1(\Lambda_{n-\beta+1}^\perp).
\]

Using the Gaussian heuristic for \(\Lambda_{n-\beta+1}^\perp\) (which has rank \(\beta\)) we can estimate

\[
\|b^*_n\| \approx (\pi \beta)^{\frac{1}{2\beta}} \sqrt{\frac{\beta}{2\pi e}} \cdot \text{vol}(\Lambda_{n-\beta+1}^\perp)^{1/\beta}.
\]

Together with Equation (1.2) evaluated at \(i = n - \beta + 1\), this gives us

\[
(\pi \beta)^{\frac{1}{2\beta}} \sqrt{\frac{\beta}{2\pi e}} \approx \frac{\|b^*_n\|}{\text{vol}(\Lambda_{n-\beta+1}^\perp)^{1/\beta}} = \alpha \cdot \frac{n(n-1)-(n-\beta)(n-\beta-1)}{2(n-i+1)} = \alpha \cdot \frac{n-\beta+1}{2}.
\]

Taking the \(-\frac{2}{\beta-1}\)-th power we obtain the desired result. \(\square\)

**Remark 10.** It should be noted that while in the proof of Lemma 9 we focused on index \(i = n - \beta + 1\), the condition \(\|b^*_i\| = \lambda_1(\Lambda_{1}^\perp)\) applies for any \(i \geq n - \beta + 1\).
Figure 1.1: Comparison of a GSA prediction for the profile of a BKZ-\(\beta\)-reduced basis for a \(q\)-ary lattice of dimension 183 and volume \(q^{117}\) with \(q = 521\), to the profile output by BKZ-\(\beta\) averaged over 16 bases. The block size \(\beta = 56\).

However, the basis profile of a BKZ-\(\beta\) reduced basis stops closely following the GSA on the last \(\beta\) indices, as can be seen in Figure 1.1. This means that to determine \(\alpha\) the most appropriate index to use is \(i = n - \beta + 1\).

Remark 11. Combining Lemma 7 with Lemma 9, we can obtain the Hermite factor for BKZ-\(\beta\) under the GSA as \(\zeta = \left(\left(\pi\beta\right)^{1/\beta} \frac{\beta}{2\pi e}\right)^{\frac{n-1}{2}}\), which is compatible with Chen’s limit in (1.1). Defining the root-Hermite factor \(\delta\) as \(\zeta^{n-1}\) leaves \(\delta = \left(\left(\pi\beta\right)^{1/\beta} \frac{\beta}{2\pi e}\right)^{\frac{1}{2(n-1)}}\) under the GSA.

We can see an example of how the GSA heuristic compares to bases profiles output by BKZ in Figure 1.1. While the GSA provides a good approximation of the profile of a reduced lattice basis, it does not fully capture the shape of the initial and final indices of the basis. In the case of BKZ-reduced bases, simulator algorithms [CN11, BSW18, LN20] have been designed, that can generate the expected basis profile output by BKZ given an input basis profile, without actually performing lattice reduction. We will describe these algorithms in further detail in Chapter 4, where we will make use of them to estimate the probability that BKZ solves an instance of the uSVP problem, given a certain block size.
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1.4.2 Learning With Errors

In 2005, Regev [Reg05] formalised a computational problem that has since become one of the cornerstones of lattice-based cryptography, the Learning With Errors (LWE) problem. Learning With Errors has since been used to construct provably secure public key encryption [Reg05, LP11, ADPS16], oblivious transfer [PVW08], fully homomorphic encryption [BV11, GSW13], identity-based encryption [GPV08], attribute-based encryption [GVW13, BGG+14], digital signatures [BG14a] and obfuscation of some families of circuits [BVWW16] amongst others. Learning With Errors is conjectured to be average-case hard, with a quantum reduction from worst-case SIVP [Reg05], meaning that an algorithm solving LWE implies an efficient quantum algorithm solving SIVP, and a classical reduction from worst-case GapSVP [Pei09, BLP+13]. We now provide definitions and observations on LWE and its variants, to which we will refer to in Chapters 3, 4 and 5.

**Definition 23** (Learning With Errors (LWE) [Reg05, Reg09]). Let $n$, $q$ be positive integers, $\chi$ be a probability distribution on $\mathbb{Z}$ and $s$ be a secret vector in $\mathbb{Z}_q^n$. We denote the LWE distribution $L_{s,\chi,q}$ as the distribution on $\mathbb{Z}_q^n \times \mathbb{Z}_q$ given by choosing $a \in \mathbb{Z}_q^n$ uniformly at random, choosing $e \in \mathbb{Z}$ according to $\chi$ and considering it as an element of $\mathbb{Z}_q$, and outputting $(a, \langle a, s \rangle + e) \in \mathbb{Z}_q^n \times \mathbb{Z}_q$.

**Decision-LWE** is the problem of distinguishing whether samples $\{(a_i, b_i)\}_{i=1}^m$ are drawn from the LWE distribution $L_{s,\chi,q}$ or uniformly from $\mathbb{Z}_q^n \times \mathbb{Z}_q$.

**Search-LWE** is the problem of recovering the vector $s$ from a collection $\{(a_i, b_i)\}_{i=1}^m$ of samples drawn according to $L_{s,\chi,q}$.

A useful property of LWE is the polynomial-time equivalence of its decision and search formulations [Reg05]. The distribution $\chi$ from which the error is drawn tends to encode some notion of smallness, which is usually required for functionality. As originally defined in [Reg05], the LWE secret vector is sampled uniformly from $\mathbb{Z}_q^n$. A standard transformation [MR09, ACPS09] maps $m$ samples from an LWE distribution $L_{s,\chi,q}$ with $s \leftarrow U(\mathbb{Z}_q^n)$ to $m - n$ samples from an LWE distribution $L_{s',\chi,q}$ where the secret vector $s'$ is sampled coefficient-wise from $\chi$. Such a distribution is said to be in normal form. In general, more efficient key exchange can be built from LWE distributions where
the secret is sampled from a narrow distribution such as \( \chi \) (small secret LWE) or from a narrow distribution also imposing or implying few non zero entries in \( s \) (sparse secret LWE).

Given a fixed number \( m \) of LWE samples \( \{(a_i, b_i) \leftarrow L_{s,\chi,q}\}_{i=1}^{m} \), these can be written in matrix form as \((A, b) \in \mathbb{Z}_{q}^{m \times n} \times \mathbb{Z}_{q}^{m}\), where the \( i \)-th row of \( A \) is set to \( a_i \), and the \( i \)-th component of \( b \) is \( b_i \). Then \( b = As + e \mod q \), where the \( i \)-th component of \( e \) is the error term of the \( i \)-th sample from \( L_{s,\chi,q} \). Note that with high probability\(^5\) any \( n \) samples \((A, b)\) from an LWE distribution with prime modulus \( q \), \( s \leftarrow \chi^n \) and \( e \leftarrow \chi^n \) can be turned into \( n \) LWE samples \((A^{-1}, A^{-1}b)\) where the roles of \( \chi_e \) and \( \chi_s \) are swapped. This can be useful for creating embedding lattices when using \( m \leq n \) samples during attacks is optimal and \( n \) samples are available (to allow inversion of \( A \)).

### 1.4.2.1 Variants

Since LWE leads to public-key sizes at least quadratic in the security parameter, many schemes are based on its ring variant, called Ring-LWE [LPR10] or “RLWE” in short. Below, we give the definition of Polynomial-LWE [SSTX09] (or “PLWE”) which is equivalent to the RLWE definition for power-of-two cyclotomic rings. For e.g. prime cyclotomic ring these two definitions are not equivalent, i.e. the geometry of the error polynomial distribution changes somewhat between the coefficient and canonical embeddings [LPR10]. However, as is common in the literature, we will abuse notation and refer to PLWE as RLWE.

**Definition 24** (RLWE [SSTX09, LPR10]). Let \( q \) be a positive integer, \( R \) be a polynomial ring, \( \chi \) be a probability distribution on \( \mathbb{Z} \) and \( s \) be a secret polynomial in \( R_q \). We denote by \( L_{s,\chi} \) the probability distribution on \( R_q \times R_q \) obtained by choosing \( a \in R_q \) uniformly at random, choosing \( e \in R \) by sampling each of its coefficients according to \( \chi \) and considering it in \( R_q \), and returning \((a, b) = (a, a \cdot s + e) \in R_q \times R_q\).

Decision-RLWE is the problem of deciding whether pairs \((a_i, b_i) \in R_q \times R_q \) are sampled according to \( L_{s,\chi} \) or the uniform distribution on \( R_q \times R_q \).

\(^5\)That is, the probability that a uniformly sampled matrix in \( \mathbb{Z}_q^{n \times n} \) is invertible.
Search-RLWE is the problem of recovering \( s \) from pairs \( (a_i, b_i) = (a_i, a_i \cdot s + e_i) \in R_q \times R_q \) sampled according to \( L_{s,\chi} \).

As in the case of LWE, decision and search variants of RLWE are polynomial-time equivalent (for cyclotomic rings \( R \)) \cite{LPR10}. The increased efficiency of RLWE compared to LWE is achieved by adding algebraic structure. Informally, for a polynomial ring \( R = \mathbb{Z}[x]/(f) \) with \( f \) of degree \( n \), each RLWE sample can be viewed as \( n \) correlated LWE samples. While, so far, no cryptanalytic algorithm is known which exploits this additional structure for appropriate rings \cite{Pei16}, some designs hedge against such hypothetical attacks by considering problems which require the attacker to find short vectors in a lattice of larger module rank \cite{SAB+17, DKRV17}. In particular, Module-LWE (or “MLWE”) interpolates between the plain and the ring variants of LWE.

**Definition 25** (MLWE \cite{LS15}). Let \( q, k \) be positive integers, \( R \) be a polynomial ring, \( \chi \) be a probability distribution on \( \mathbb{Z} \) and \( s \) be a secret module element in \( R_k q \). We denote by \( L_{s,\chi} \) the probability distribution on \( R_k q \times R_q \) obtained by choosing \( a \in R_k q \) uniformly at random, choosing \( e \in R \) by sampling each of its coefficients according to \( \chi \) and considering it in \( R_q \), and returning \( (a, b) = (a, \langle a, s \rangle + e) \in R_k q \times R_q \).

Decision-MLWE is the problem of deciding whether pairs \( (a_i, b_i) \in R_k q \times R_q \) are sampled according to \( L_{s,\chi} \) or the uniform distribution on \( R_k q \times R_q \).

Search-MLWE is the problem of recovering \( s \) from pairs \( (a_i, b_i) = (a_i, \langle a_i, s \rangle + e_i) \in R_k q \times R_q \) sampled according to \( L_{s,\chi} \).

Again, the search and the decision variants of this problem are polynomial-time equivalent \cite[Thm. 4.7]{LS15}.

One can view RLWE and MLWE instances as LWE instances by interpreting the “\( e \), \( s \) and \( b \)” elements in \( R_q \) as their coefficient vectors in \( \mathbb{Z}_q^n \) and the “\( a \)” elements in \( R_q \) as structured matrices \( A \in \mathbb{Z}_q^{n \times n} \) where the \( i \)-th column of \( A \) is the coefficient vector of \( a \cdot x^i \mod f \) (such that the polynomial product \( a \cdot s \) can be computed as a matrix-vector product \( As \)), ignoring their algebraic
structure. This identification with LWE is the standard approach to costing the complexity of solving RLWE and MLWE due to the absence\(^7\) of known cryptanalytic techniques exploiting the algebraic structure for appropriate cyclotomic rings (such as \(R_q = \mathbb{Z}_q[x]/(x^n + 1)\) for \(n\) a power of 2) [Pei16].

### 1.4.3 Solving LWE

A few approaches exist for solving the LWE problem, given access to an LWE oracle returning samples \((a_i, b_i) \leftarrow L_{s,\chi, q}\). We will briefly describe these here. Throughout, we assume that we are given access to \(m\) LWE samples in matrix form \((A, b)\), such that \(b = As + e \mod q\), where the \(i\)-th row of \(A\) is \(a_i\). It should be noted that all these attacks use classical algorithms. Quantum attacks can be derived essentially by speeding up any search subroutines using Grover’s algorithm [Gro96].

The asymptotically cheapest attack on LWE is an algebraic attack by Arora and Ge [AG11]. It uses linearisation to solve the set of equations

\[
\left\{ \prod_{\eta \in \text{Supp}(\chi)} (b_i - \langle a_i, s \rangle - \eta) = 0 \right\}_i
\]

over \(\mathbb{Z}_q\) with \(s\) unknown, where \(\text{Supp}(\chi)\) is the support of the error distribution \(\chi\), and hence solve Search-LWE. While asymptotically the best approach whenever \(\chi\) has width \(O(\sqrt{n})\), for practical parameters it is slower than other methods.

Another method going back to the Learning Parity with Noise (LPN) literature is the BKW algorithm [BKW00]. This attack uses combinatorial techniques to distinguish the distribution of the \(b_i\) from uniform over \(\mathbb{Z}_q\), in other words solving Decision-LWE. Notably, BKW variants [KF15, GJS15] result in a subexponential-time algorithm against LWE with binary secret. However, BKW requires access to a number of samples \(m\) larger than usually available.

\(^7\)In recent years a rich literature on the Ideal-SVP problem has developed [CDW17, DPW19, PHS19]. However, while Ideal-SVP is related to RLWE, it is not known whether techniques for solving the first could be adapted to the RLWE or MLWE settings.
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in the cryptographic setting\(^8\), and often results in higher expected costs than for lattice reduction attacks.

Finally, the most efficient attacks on LWE are lattice reduction attacks. Using the notation of [MR09], in its basic variant the *primal attack* uses lattice reduction to solve Bounded Distance Decoding with respect to \( b \) in the *primal lattice* of \( A \), that is \( \Lambda_q(A) := \{ y \in \mathbb{Z}^m : y = Ax \mod q \text{ for } x \in \mathbb{Z}^n \} \). This results in recovering the vector \( v = As \mod q \), and hence \( e = b - v \mod q \), solving Search-LWE. Also in its basic variant, the *dual attack* uses lattice reduction to find a short vector in the *dual lattice*\(^9\) of \( A \), that is \( \Lambda_q^\perp(A) := \{ y \in \mathbb{Z}^m : y^tA = 0 \mod q \} \), hence solving SIS. Such a vector can be then multiplied with \( b \) resulting in \( c = \langle y, b \rangle \mod q \). If \( b \leftarrow U(\mathbb{Z}_q^m) \), \( c \) will have a relatively large absolute value with respect to \( q \). If \( (A, b) \leftarrow L_{s,\lambda,q} \), then \( c = \langle y, b \rangle = y^tAs + y^te = \langle y, e \rangle \mod q \) will be significantly smaller than \( q \) when considering its residue class in \( [-\frac{q}{2}, \frac{q}{2}) \). Observing the size of \( c \) solves Decision-LWE. Lattice reduction attacks can also be combined with combinatorial strategies that reduce the dimensionality of the problem, resulting in *hybrid* attacks [How07].

Lattice reduction attacks are practically the cheapest attacks on LWE. Given a basis for one of the lattices described above, estimating the cost of the corresponding attack when using block reduction algorithms such as BKZ, requires us to find the *block size* necessary to sufficiently reduce the basis. In the case of the dual attack, the state of the art analysis for doing this estimation can be found in [Alb17]. Chapters 3 and 4 will be dedicated to explaining in detail how this is done for the primal attack.

1.5 Quantum computation

In this section, we provide some fundamental concepts and notation for describing quantum algorithms. For a concise introduction, see Chapters 1 to

---

\(^8\) Although these could possibly be available in a fully homomorphic encryption-with-bootstrapping setting.

\(^9\) In this paragraph we don’t mean \( \Lambda_q^\perp \) as a projective sublattice.
4 of [KLM+07]. For a more comprehensive discussion, see [NC10]. In Chapter 2, we will use these notions to investigate trade-offs in the use of the quantum algorithm for unstructured search by Grover [Gro96] in the setting of non-asymptotic cryptanalysis of block ciphers.

Classical algorithms can be implemented using digital circuits. These encode information as strings of bits valued in \{0, 1\}^n, and perform Boolean logic by applying logic gates. Analogously to their classical counterpart, quantum algorithms can be thought of in terms of quantum circuits. These encode information in qubit registers valued in \((\mathbb{C}^2)^\otimes n\), and perform operations on these by applying quantum gates. We will now describe the basic components of quantum circuits.

Qubits. The fundamental unit of quantum information is the qubit. These are unit vectors in \(\mathbb{C}^2\) (considered with complex inner product), and their state is usually denoted using bra-ket notation as \(|b\rangle\), with the state’s adjoint \(|b\rangle^\dagger\) also written as \(\langle b|\), such that \(\|b\|^2 = \langle b|b\rangle = 1\). Qubits can be grouped into registers by means of tensor products. For example, the state of a register with \(n\) qubits independently set to states \(b_1, \ldots, b_n\) is \(|b_1\otimes\cdots\otimes b_n\rangle\), or using more compact notation, \(|b_1\cdots b_n\rangle\) or \(|b_1\ldots b_n\rangle\). Generally speaking, the state of an \(n\)-qubit register has value in the Hilbert space \(\mathcal{H} = (\mathbb{C}^2)^\otimes n\). As a complex vector space, \(\mathbb{C}^2\) can be given an explicit orthonormal basis \(\{|0\rangle, |1\rangle\}\), where the labels 0 and 1 are used in analogy to classical bits. Then the state of any qubit can be expressed as a linear combination \(|b\rangle = \alpha|0\rangle + \beta|1\rangle\), with \(\alpha, \beta \in \mathbb{C}\) such that \(\|\alpha\|^2 + |\beta|^2 = 1\). This expression is unique up to multiplication by a global phase \(e^{i\theta}\) with \(\theta \in \mathbb{R}\). A basis for \(\mathcal{H}\) can be constructed by tensoring the basis of \(\mathbb{C}^2\) with itself, resulting in the computational basis of \(\mathcal{H}\), \(\{|b_1\ldots b_n\rangle : b_1\ldots b_n \in \{0, 1\}^n\}\). A register of \(n\) qubits will have a state \(|\psi\rangle \in \mathcal{H}\) described by a linear combination of the computational basis of \(\mathcal{H}\). If \(|\psi\rangle\) can be written as a tensor product of qubits, e.g. \(|\psi\rangle = |00\rangle\) where \(n = 2\), we say it is in a separable state. Otherwise, if \(|\psi\rangle\) can’t be expressed as a tensor product, e.g. \(|\psi\rangle = \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle\), we say it is entangled.

\[\text{It should be noted that both classical and quantum circuits can also be built in terms of d-ary logic, where information is stored in terms of digit strings in } [d]^n \text{ or qudit registers in } (\mathbb{C}^d)^\otimes n. \text{ Without loss of generality, in this thesis we assume binary logic.}\]
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Gates. Operations on $n$ qubits are expressed in the form of unitary operators acting on $\mathcal{H}$. Fixing the computational basis for $\mathcal{H}$, these operators can be described as matrices $U \in \mathbb{C}^{2^n \times 2^n}$ such that $U^\dagger U = UU^\dagger = I$, where $U^\dagger$ indicates the adjoint of $U$. Quantum gates are reversible, and for every quantum gate $U$, its inverse gate is described as $U^\dagger$. This also means that in theory no information is lost by the application of a quantum gate$^{11}$. Applying a gate with operator $U$ on a register in state $|\psi\rangle$ results in the register being put in state $U|\psi\rangle$. The identity matrix can be seen as the no-op operator, which leaves the value in a register intact. Similarly to quantum states, operators can themselves be tensored, to construct operators acting on larger registers in parallel (an example will be given in the paragraph on circuits, below). In the case of classical circuits, a universal set of gates is a set of logic gates such that for every truth table a circuit can be obtained using only the gates in the set. For example, the sets $\{\text{AND, NOT}\}$ and $\{\text{NAND}\}$ are two universal sets. In the case of quantum circuits, a universal set of gates is a set of unitary operators such that every unitary operator can be approximated to arbitrary precision using only the gates in the set. One such set is the “Clifford+T” set of gates, that is the set comprised of 1-qubit Clifford gates (including NOT, with symbol $\oplus$), controlled-NOT (or CNOT, with symbol $\bullet$), and T, the 1-qubit gate with $\exp(\pm i\pi/8)$ on the diagonal and 0 otherwise (up to a global phase) in the computational basis. One quantum gate of particular interest is the Toffoli gate, also known as the controlled-controlled-NOT gate (CCNOT). Classically, Toffoli maps bits $(b_1, b_2, b_3)$ to $(b_1, b_2, b_3 \oplus b_1 \cdot b_2)$. By fixing $b_3 = 1$, this results in the NAND gate, which is classically universal. This means that any classical truth table $f: \{0, 1\}^n \rightarrow \{0, 1\}^m$ can be implemented as a quantum circuit by first transforming it into the reversible function $\hat{f}: (x, y) \mapsto (x, y \oplus f(x))$ (which is self-inverse), and then implementing $\hat{f}$ using Toffoli gates.

Measurements. As we mentioned above, the state $|\psi\rangle$ of an $n$-qubit register can be expressed as a linear combination of the computational basis of $\mathcal{H}$, $|\psi\rangle = \sum_{i \in \{0, 1\}^n} \alpha_i |i\rangle$ with $\langle \psi | \psi \rangle = \sum_{i \in \{0, 1\}^n} |\alpha_i|^2 = 1$. Whenever $\alpha_i \neq 0$ for more than one index $i$, we say that $|\psi\rangle$ is in superposition. As part of quantum computation, a state can be operated on in two ways. One is via quantum gates, $^{11}$In practice, quantum circuits will not be closed systems, hence this modelling won’t exactly apply.
and the other is via state measurement. While applying a quantum operator $U$ on a state $|\psi\rangle$ will result in a possibly superposed state $U|\psi\rangle$, measuring $|\psi\rangle$ will result in a non-superposed state from the computational basis $|i\rangle$, for some $i \in \{0, 1\}^n$. In particular, it will result in $|i\rangle$ with probability $|\alpha_i|^2$. This operation allows one to write non-superposed states to a classical bit string of length $n$ by measuring them, but will result in a loss of information whenever $|\psi\rangle$ was in a superposed state. Measurement of part of an entangled register will affect the other components in the register, as to satisfy the output of the measurement. For example, if measuring the first qubit of a register in state $|\psi\rangle = (|00\rangle + |01\rangle + |11\rangle)/\sqrt{3}$ returned a value of $|0\rangle$, after the measurement the register would be in the state $|\psi'\rangle = (|00\rangle + |01\rangle)/\sqrt{2}$, reducing the probability of measuring $|1\rangle$ on the second qubit from $2/3$ to $1/2$. On the other hand, if measuring the first qubit returned a value of $|1\rangle$, this would leave the register in the state $|\psi'\rangle = |11\rangle$, causing measurements of the second qubit to return $|1\rangle$ with probability $1$.

**Circuits.** Having introduced quantum registers, gates and measurements, we can now describe a circuit. A quantum circuit consists of a register of $n$ qubits, or wires, usually assumed to be initially set to the state $|0^n\rangle$, and a sequence of gates and measurements performed on the wires in a given order. We can use different metrics to describe the size of the circuit. The circuit width is the number of wires used, the gate count is the number of gates used (this may also include the number of measurements performed on single wires), the depth is the maximum length of any path from an input state to an output state when interpreting the circuit as an undirected graph with gates as its nodes and wires as its edges. Figure 1.2 depicts a small toy circuit comprised of three qubits on which three gates are applied (a T gate, a NOT gate, and a controlled-NOT gate) with input state $|\psi\rangle$ and time flowing from left to right. The circuit has width 3, gate count 3, and depth 2. It maps the input state $|\psi\rangle$ to $U|\psi\rangle$ where $U = (U_{\text{CNOT}} \otimes I_2) \cdot (U_T \otimes I_2 \otimes U_X)$, where $U_{\text{CNOT}}$, $U_T$ and $U_X$ are the unitary matrices for the CNOT, T, and X (also denoted as NOT or $\oplus$) gates respectively. It should be noted that we will be always working on theoretical circuits, without specific constraints on what gates can be applied on which wires. In practice, while the small circuit in Figure 1.2 is described
over three “logical” qubits, likely more qubits would be necessary to implement a noiseless version of it in the real world.

**Copying information.** Due to the no-cloning theorem \[\text{[WZ82, Die82]}\], given a register in state \(|\psi\rangle\), it is not possible to copy its state and obtain a second register in state \(|\psi\rangle\) un-entangled from the first. That is, given a superposed state \(|\psi\rangle\), there is no unitary transformation \(U\) such that \(U |\psi\rangle |0\rangle = |\psi\rangle |\psi\rangle\). Rather, if two separable registers in the same state are required, these should be independently prepared, for example by running the same circuit twice on two different quantum registers. It is however possible to copy classical information using the CNOT gate, which maps \(|x\rangle |y\rangle \mapsto |x\rangle |y \oplus x\rangle\) where \(x, y \in \{0, 1\}\). A simple computation using the matrix form of the CNOT gate \(U_{\text{CNOT}}\) on a superposed qubit state \(|\psi\rangle = \alpha |0\rangle + \beta |1\rangle\) demonstrates the difference between using CNOT and cloning a state:

\[
|\phi\rangle = U_{\text{CNOT}} |\psi\rangle \otimes |0\rangle
= \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} \alpha \\ 0 \\ \beta \\ 0 \end{bmatrix}
= \begin{bmatrix} \alpha \\ 0 \\ \beta \\ 0 \end{bmatrix}
= \alpha |00\rangle + \beta |11\rangle
\neq |\psi\rangle \otimes |\psi\rangle
= \alpha^2 |00\rangle + \alpha \beta |01\rangle + \beta \alpha |10\rangle + \beta^2 |11\rangle.
\]

While measuring the first register of \(|\psi\rangle |\psi\rangle\) would not affect the second register, measuring the first register of \(U_{\text{CNOT}} |\psi\rangle |0\rangle = \alpha |00\rangle + \beta |11\rangle\) will collapse the state in the second register.
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We have described the basic components used to implement quantum algorithms as circuits. We now move our focus to a milestone algorithm in quantum computing, Grover’s algorithm [Gro96].

Definition 26 ((\(N, M\))-unstructured search problem). Given a randomly sorted list \(L\) of size \(N\) and a property \(P\) such that exactly \(M\) elements of \(L\) satisfy \(P\), find one such element.

Classically, the best algorithm for solving the \((N, 1)\)-unstructured search problem has complexity \(O(N)\). Intuitively, this is because the only possible approach is to check every element in \(L\) until we find the one satisfying \(P\), since the list is not sorted in any useful way. This will have an average runtime of \(\frac{N+1}{2}\) checks, and a worst-case runtime of \(N - 1\) checks. In [Gro96], Grover proposed a solution for this problem, using quantum computation. He describes a quantum algorithm for searching such an unstructured list with complexity \(O(\sqrt{N})\). Grover’s algorithm is optimal in the sense that any quantum search algorithm needs at least \(\Omega(\sqrt{N})\) oracle queries to solve the problem [BBHT98]. In [Zal99], Zalka shows that for any number of oracle queries, Grover’s algorithm gives the largest probability to find a solution, meaning that it is the exactly optimal quantum search algorithm (and not just asymptotically). We now provide a description of the algorithm and its runtime. In Chapter 2, we will look in detail at the complexity of Grover’s algorithm from a non-asymptotic point of view, when used to perform cryptanalysis of block ciphers.

**Grover’s circuit components.** For simplicity, we restrict to \(N = 2^k\) and label the elements of \(L\) by their indices in \(\{0, 1\}^k\). Let \(W \subset L\) be the set of solutions to the unstructured search problem, with \(M = \#W\) (we call this the \(M\)-solution version of Grover’s algorithm). Let \(|\psi\rangle = \sum_{i \in L} |i\rangle / \sqrt{N}\) be the fully entangled state\(^{12}\) where the \(|i\rangle\) form the computational basis for \((\mathbb{C}^2)^\otimes k\). We define the superposed state with solutions to the search problem

\(^{12}|\psi\rangle\) can be cheaply constructed as \(|\psi\rangle = H^\otimes k |0\rangle^\otimes k\).
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\[ |w, \phi\rangle = G^j |\psi, \phi\rangle \]

Figure 1.3: The \(|w, \phi\rangle - |\ell, \phi\rangle\) plane \(P\).

\[ |w\rangle := \sum_{i \in W} |i\rangle / \sqrt{M} \]
\[ |\ell\rangle := \sum_{i \in L \setminus W} |i\rangle / \sqrt{N - M}. \]

Given a Boolean function \(f : \{0, 1\}^k \rightarrow \{0, 1\}\) that marks solutions to the search problem, i.e. \(f(x) = 1\) if and only if \(x \in W\), Grover’s algorithm makes use of an operator \(U_f\) implementing \(f\), such that \(U_f|\psi\rangle|\phi\rangle \mapsto (-1)^{f(x)}|\psi\rangle|\phi\rangle\). When \(|y\rangle\) is in the state \(|\phi\rangle := (|0\rangle - |1\rangle)/\sqrt{2}\), then this action can be written as \(|x\rangle|\phi\rangle \mapsto (-1)^{f(x)}|x\rangle|\phi\rangle\). This means that the oracle applies a phase shift to exactly the solutions’ indices. We call \(U_f\) the “Grover oracle” for \(f\). We also define operators \(U_\psi = (2|\psi\rangle\langle\psi| - I_N) \otimes I_2\) and \(G = U_\psi U_f\). Grover’s algorithm amounts to applying \(j\) times the operator \(G\) on a quantum register \(|r\rangle\) initially set to \(|r\rangle \leftarrow |\psi\rangle|\phi\rangle\). The objective is to eventually attain \(|r\rangle \approx |w\rangle|\phi\rangle\), so that measuring the first \(k\) qubits of \(|r\rangle\) results in a solution to the search problem \(x \in W\) with high probability.

The states \(|w\rangle\) and \(|\ell\rangle\) are orthogonal, \(\langle w | \ell \rangle = 0\), since \(W \cap L \setminus W = \emptyset\), and have unit norm. To derive the runtime of Grover’s algorithm, we will be working on the real plane \(P\) spanned by \(|w, \phi\rangle = |w\rangle|\phi\rangle\) and \(|\ell, \phi\rangle = |\ell\rangle|\phi\rangle\) when they are identified with the canonical basis of \(\mathbb{R}^2\), depicted in Figure 1.3. We start by decomposing the initial state \(|\psi, \phi\rangle = |\psi\rangle|\phi\rangle\) as

\[ |\psi, \phi\rangle = \sqrt{\frac{M}{N}} |w, \phi\rangle + \sqrt{\frac{N - M}{N}} |\ell, \phi\rangle. \]

By direct calculation, \(|\psi, \phi\rangle\) and \(|\ell, \phi\rangle\) form an angle

\[ \theta = \arccos (\langle \ell, \phi | \psi, \phi \rangle) = \arccos \left( \sqrt{\frac{N - M}{N}} \right). \]
Applying $G$. As discussed above, the application of $U_f$ maps $|x\rangle|\varphi\rangle \mapsto (-1)^{f(x)}|x\rangle|\varphi\rangle = (-1)^{[x\in W]}|x\rangle|\varphi\rangle$. When looking in particular at the basis of the $|w, \varphi\rangle - |\ell, \varphi\rangle$ plane, we see that

$$U_f |\ell, \varphi\rangle = |\ell, \varphi\rangle \quad \text{and} \quad U_f |w, \varphi\rangle = -|w, \varphi\rangle.$$

This means that given $|w\rangle$ and restricting our attention to the $|w, \varphi\rangle - |\ell, \varphi\rangle$ plane, we can write $U_f|P\rangle = (I_N - 2|w\rangle\langle w|) \otimes I_2$.

By writing $|\psi\rangle$ in terms of $|w\rangle$ and $|\ell\rangle$ we can directly compute $G$’s action on the $|w, \varphi\rangle - |\ell, \varphi\rangle$ plane as

$$G|P\rangle = U_\psi U_f|P\rangle = (2|\psi\rangle\langle\psi| - I_N)(I_N - 2|w\rangle\langle w|) \otimes I_2$$

$$= \left[\begin{array}{c} \left(1 - 2\frac{M}{N}\right)|w\rangle\langle w| + 2\frac{\sqrt{N-M}\sqrt{M}}{N}|w\rangle\langle \ell| \\
-2\frac{\sqrt{N-M}\sqrt{M}}{N}|\ell\rangle\langle w| + \left(1 - 2\frac{M}{N}\right)|\ell\rangle\langle \ell| \end{array}\right] \otimes I_2.$$

By inspection, we can notice that given $\theta$ the angle between $|\psi, \varphi\rangle$ and $|\ell, \varphi\rangle$, $G|P\rangle$ corresponds to the rotation matrix

$$G|P\rangle = \left[\begin{array}{c} \cos 2\theta |w\rangle\langle w| + \sin 2\theta |w\rangle\langle \ell| \\
- \sin 2\theta |\ell\rangle\langle w| + \cos 2\theta |\ell\rangle\langle \ell| \end{array}\right] \otimes I_2,$$

which rotates vectors on the $|w\rangle|\varphi\rangle - |\ell\rangle|\varphi\rangle$ plane by an angle $2\theta$. This means that the registry $|r\rangle$ will always lie on $P$, since it is originally set to $|\psi, \varphi\rangle$.

Runtime of Grover’s algorithm. Given the geometric interpretation above, after $j$ applications of $G$, the register state $|r\rangle \leftarrow G^j|\psi, \varphi\rangle$ will form an angle $\alpha = (2j + 1)\theta$ with $|\ell, \varphi\rangle$. Therefore, when measuring the first $k$ qubits after $j > 0$ iterations of $G$, the success probability $p(j)$ for obtaining one of the solutions is $p(j) = \sin^2((2j + 1)\theta)$ [BBHT98], the squared component of $|r\rangle$ along the $|w, \varphi\rangle$ direction. Since we aim to measure the state when $|r\rangle \approx |w, \varphi\rangle$, the optimal number of iterations should be $j$ such that $\alpha \approx \frac{\pi}{2} \Leftrightarrow j \approx \frac{\pi}{4\theta} - \frac{1}{2}$, which corresponds to $p(j) \approx 1$. Note that whenever $M \ll N$, $\sin \theta$ will be small, and $\theta \approx \sin \theta = \sqrt{M/N}$. This allows us to replace $\theta$ in the expression for $j$ above, and deduce that after $j = \left\lceil \frac{\pi}{4} \sqrt{\frac{N}{M}} \right\rceil$ iterations, measurement yields
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a solution to the search problem with overwhelming probability of at least $1 - \frac{M}{N}$ [BBHT98]. This results in the asymptotic cost $O(\sqrt{N})$, where the $O$ essentially hides the fixed cost of each application of $G$. 
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Grover’s search algorithm gives a quantum attack against block ciphers by searching for a key that matches a small number of plaintext-ciphertext pairs. This attack uses $O(\sqrt{N})$ calls to the cipher to search a key space of size $N$. Previous work in the specific case of AES derived the full gate cost by analysing quantum circuits for the cipher, but focused on minimizing the number of qubits.

In this chapter, we study the cost of quantum key search attacks under a depth restriction and introduce techniques that reduce the oracle depth, even if at the cost of requiring more qubits. As cases in point, we design quantum circuits for the block ciphers AES and LowMC. Our circuits give a lower overall attack cost in both the gate count and depth-times-width cost models when compared to those implied by circuits in the previous literature. In NIST’s post-quantum cryptography standardisation process, security categories are defined based on the concrete cost of quantum key search against AES. We present new, lower cost estimates for each category, so our work has immediate implications for the security assessment of post-quantum cryptography.

As part of the original publication of this chapter, we released Q# implementations of the full Grover oracle for AES-128, -192, -256 and for the three LowMC instantiations used in Picnic, including unit tests and code to reproduce our quantum resource estimates. To the best of our knowledge, these are the first two such full implementations and automatic resource estimations.

## 2.1 Motivation

The prospect of a large-scale, cryptographically relevant quantum computer has prompted increased scrutiny of the post-quantum security of cryptographic primitives. Shor’s algorithm for factoring and computing discrete logarithms introduced in [Sho94] and [Sho97] will completely break public-key schemes
such as RSA, ECDSA and ECDH. But symmetric schemes like block ciphers and hash functions are widely considered post-quantum secure. The only caveat thus far is a security reduction due to key search or pre-image attacks with Grover’s algorithm [Gro96]. As Grover’s algorithm only provides at most a square root speed-up, the rule of thumb is to simply double the cipher’s key size to make it post-quantum secure. Such conventional wisdom reflects the asymptotic behaviour of Grover’s algorithm and only gives a rough idea of the security penalties that quantum computers inflict on symmetric primitives. In particular, the cost of evaluating the Grover oracle is often ignored.

In their call for proposals to the standardisation of post-quantum cryptography [Nat16], the National Institute of Standards and Technology (NIST) proposes security categories for post-quantum public-key schemes such as key encapsulation and digital signatures. Categories are defined by the cost of quantum algorithms for exhaustive key search on the block cipher AES and collision search for the hash function SHA-3, and measure the attack cost in the number of quantum gates. Because the total gate count of Grover’s algorithm increases with parallelisation, they impose a total upper bound on the depth of a quantum circuit, called \textsc{MaxDepth}. There is no bound on circuit width. A submitted algorithm meets the requirements of a specific security category if the best known attack uses more resources (gates) than are needed to solve the reference problem. Hence, a concrete and meaningful definition of these security categories depends on precise resource estimation of the size of the Grover oracle used for key search on AES.

Security categories 1, 3 and 5 correspond to key recovery against AES-128, AES-192 and AES-256, respectively. The NIST proposal derives gate cost estimates from the concrete, gate-level descriptions of the AES oracle by Grassl, Langenberg, Roetteler and Steinwandt [GLRS16]. Grassl \textit{et al}. aim to minimize the circuit width, i.e. the number of qubits needed.

\textbf{Prior work.} Since the publication of [GLRS16], other works have studied quantum circuits for AES, the AES Grover oracle and its use in Grover’s algo-
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Almazrooie, Samsudin, Abdullah and Mutter [ASAM18] improve the quantum circuit for AES-128. As in [GLRS16], the focus is on minimizing the number of qubits. The improvements are a slight reduction in the total number of Toffoli gates and the number of qubits required, by using a binary field inversion circuit that saves one multiplication. Kim, Han and Jeong [KHJ18] discuss time-space trade-offs for key search on block ciphers in general and use AES as an example. They discuss NIST’s MAXDEPTH parameter and hence study parallelisation strategies for Grover’s algorithm to address the depth constraint. They take the Toffoli gate depth as the relevant metric for the MAXDEPTH bound arguing that it is a conservative approximation.

Recently, independent and concurrent to parts of this work, Langenberg, Pham and Steinwandt [LPS20] developed quantum circuits for AES that demonstrate significant improvements over those presented in [GLRS16] and [ASAM18]. The main source of optimization is a different S-box design derived from work by Boyar and Peralta in [BP10] and [BP12], which greatly reduces the number of Toffoli gates in the S-box as well as its Toffoli depth. Another improvement is that fewer auxiliary qubits are required for the AES key expansion. Again, this work aligns with the objectives in [GLRS16] to keep the number of qubits small.

Bonnetain et al. [BNS19] study the post-quantum security of AES within a new framework for classical and quantum structured search. The work cites [GLRS16] for deducing concrete gate counts for reduced-round attacks.

Our contributions. We present implementations of the full Grover oracle for key search on AES and LowMC in Q# [SGT+18], including full implementations of the block ciphers themselves. In contrast to previous work [GLRS16, ASAM18, LPS20], having a concrete implementation allows us to get more precise, flexible and automatic estimates of the resources required to compute these operations. It also allows us to unit test our circuits, to make sure that the implementations are correct.

---

1 As well as for other symmetric primitives such as SHA2/3 [AMG+16].
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All of our code and data can be found at github.com/microsoft/grover-blocks. The source code is available under a free license to allow independent verification of our results, further investigation of different trade-offs and cost models and re-costing as the Q# compiler improves and as automatic optimization software becomes available. We hope that it can serve as a useful starting point for cryptanalytic work to assess the post-quantum security of other schemes.

We review the literature on the parallelisation of Grover’s algorithm [BBHT98, Zal99, GR04, KHJ18] to explore the cost of attacking AES and LowMC in the presence of a bound on the total depth, such as MAXDEPTH proposed by NIST. We conclude that using parallelisation by dividing the search space is advantageous. We also give a rigorous justification for the number of plaintext-ciphertext blocks needed in Grover’s oracle in the context of parallelisation. Smaller values than those proposed by Grassl et al. [GLRS16] are sufficient, as is also pointed out by Langenberg et al. [LPS20].

Our quantum circuit optimization approach differs from those in the previous literature [GLRS16, ASAM18, LPS20] in that our implementations do not aim for the lowest possible number of qubits. Instead, we designed them to minimize the gate-count and depth-times-width cost metrics for quantum circuits under a depth constraint. The gate-count metric is relevant for defining the NIST security categories and the depth-times-width cost metric is a more realistic measure of quantum resources when quantum error correction is deployed. Favouring lower depth at the cost of a slightly larger width in the oracle circuit leads to costs that are smaller in both metrics than for the circuits presented in [GLRS16, ASAM18, LPS20]. Grover’s algorithm does not parallelise well, meaning that minimizing depth rather than width is crucial to make the most out of the available depth.

To the best of our knowledge, our work resulted in the most shallow quantum circuit of AES at the time of publication, and the first ever for LowMC. We chose to also implement LowMC as an example of a quantum circuit for another block cipher. It is used in the Picnic signature scheme [CDG+17, ZCD+17], a round-2 candidate in the NIST standardisation process. Thus, our implementation
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can contribute to more precise cost estimates for attacks on Picnic and to its
post-quantum security assessment.

We present our results for quantum key search on AES in the context of the
NIST post-quantum cryptography standardisation process and derive new and
lower cost estimates for the definition of the NIST security strength categories.
We see a consistent gate cost reduction between 11 and 13 bits, making it
easier for submitters to claim a given quantum security category.

Chapter roadmap. In Section 2.2 we will review the basic idea of attack-
ing block ciphers using Grover’s algorithm. In Section 2.3 we describe the
techniques we will use for quantum circuit design and cost estimation. In
Sections 2.4 and 2.5 we will describe our implementations of AES and LowMC,
respectively. In Section 2.6 we will derive our cost estimates for key search,
compare them to previous work, and discuss their implications. In Section 2.7
we will mention developments in this field since the publication of this chapter
as a paper and future research directions.

2.2 Finding a block cipher key with Grover’s algorithm

Given plaintext-ciphertext pairs created by encrypting a small number of
messages with a block cipher under a common key, Grover’s quantum search
algorithm [Gro96] can be used to find such key [YI00].

In Section 1.5.1, we have introduced Grover’s algorithm. In this section we
describe how it can be applied to the key search problem and how it parallelises
under depth constraints.

2.2.1 Block ciphers

Block ciphers are a versatile cryptographic primitive used extensively in cryptog-
raphy. Mathematically, a block cipher can be seen as a family of permutations
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$C(\cdot)$ over a finite set $\mathcal{M}$, indexed by elements $K$ of a finite set $\mathcal{K}$, called keys. Usually, we let $\mathcal{M} = \{0, 1\}^n$ and $\mathcal{K} = \{0, 1\}^k$, and say that $C(\cdot)$ has key size or key length $k$ and block size $n$. Given a key $K \in \mathcal{K}$, the function $C_K: \mathcal{M} \rightarrow \mathcal{M}$ is a permutation. Ideally, block ciphers are designed such that any $C_K$ is indistinguishable from a random permutation over $\mathcal{M}$.

Block ciphers can be used to build, among others, stream ciphers [KL14, §3.5.1], cryptographic hash functions [MVO96, §9.4.1], message authentication codes [MVO96, §9.5.1] and pseudo-random number generators [DE05, §6.2.1], via various modes of operation.

2.2.2 Key search for a block cipher

Let $C(\cdot)$ be a block cipher with block size $n$ and key length $k$. For a key $K \in \{0, 1\}^k$ denote by $C_K(m) \in \{0, 1\}^n$ the encryption of message block $m \in \{0, 1\}^n$ under the key $K$. Given $r$ plaintext-ciphertext pairs $\{(m_i, c_i)\}_{i=1}^r$, with $c_i = C_K(m_i)$, we aim to apply Grover’s algorithm to find the unknown key $K$ [YI00]. The Boolean function $f$ for the Grover oracle takes a key $K$ as input, and is defined as

$$f(K) = \begin{cases} 1, & \text{if } C_K(m_i) = c_i \text{ for all } 1 \leq i \leq r, \\ 0, & \text{otherwise.} \end{cases}$$

Possibly, there could exist other keys than $K$ that encrypt the known plaintexts to the same ciphertexts. We call such keys spurious keys. If their number is known to be, say, $M - 1$, the $M$-solution version of Grover’s algorithm has the same probability of measuring each spurious key as of measuring the correct $K$.

Spurious keys. We start by determining the probability that a single message encrypts to the same ciphertext under two different keys, for which we make the usual heuristic assumptions about the block cipher $C(\cdot)$. We assume that under a fixed key $K$, the map $\{0, 1\}^n \rightarrow \{0, 1\}^n, m \mapsto C_K(m)$ is a pseudo-random permutation; and under a fixed message block $m$, the map
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\( \{0,1\}^k \rightarrow \{0,1\}^n, K \mapsto C_K(m) \) is a pseudo-random function\(^2\). Now let \( K \) be the correct key, i.e. the one used for the encryption. It follows that for a single message block of length \( n \), \( \Pr_{K \neq K'} (C_K(m) = C_{K'}(m)) = 2^{-n} \).

This probability becomes smaller when the equality condition is extended to multiple blocks. Given \( r \) distinct messages \( m_1, \ldots, m_r \in \{0,1\}^n \), we have

\[
\Pr_{K \neq K'} ((C_K(m_1), \ldots, C_K(m_r)) = (C_{K'}(m_1), \ldots, C_{K'}(m_r))) = \prod_{i=0}^{r-1} \frac{1}{2^{n-i}}, \quad (2.1)
\]

which is \( \approx 2^{-rn} \) for \( r^2 \ll 2^n \). Since the number of keys different from \( K \) is \( 2^k - 1 \), we expect the number of spurious keys for an \( r \)-block message to be \( \approx (2^k - 1)2^{-rn} \). Choosing \( r \) such that this quantity is very small ensures with high probability that there are no spurious keys, such that we can parametrise Grover’s algorithm for a single solution.

**Remark 12.** Grassl et al. [GLRS16, §3.1] work with a similar argument. They take the probability over pairs \((K', K'')\) of keys with \( K' \neq K'' \). Since there are \( 2^{2k} - 2^k \) such pairs, they conclude that about \((2^{2k} - 2^k)2^{-rn}\) satisfy the above condition that the ciphertexts coincide on all \( r \) blocks. But this also counts pairs of keys for which the ciphertexts match each other, but do not match the images under the correct \( K \). Thus, using the number of pairs overestimates the number of spurious keys and hence the number \( r \) of message blocks needed to ensure a unique key.

Based on the above heuristic assumptions, one can determine the probability for a specific number of spurious keys. Let \( X \) be the random variable whose value is the number of spurious keys for a given set of \( r \) message blocks and a given key \( K \). Then, \( X \) is distributed according to a binomial distribution:

\[
\Pr(X = t) = \binom{2^k - 1}{t} p^t (1 - p)^{2^k - 1 - t},
\]

where \( p = 2^{-rn} \). We use the Poisson limit theorem [Fel68, Chapter VI.5] to conclude that this is approximately a Poisson distribution with

\[
\Pr(X = t) \approx e^{-\frac{2^k - 1}{2rn}} \frac{(2^k - 1)^t (2^{-rn})^t}{t!} \approx e^{-2^{k-rn}} \frac{2^{(k-rn)}}{t!}. \quad (2.2)
\]

\(^2\)Intuitively, a pseudo-random function is a function that cannot be easily distinguished from having random output; a similar intuition holds for a pseudo-random permutation. We refer the reader to [KL14, §3.5] for a more thorough formal discussion.
The probability that $K$ is the unique key consistent with the $r$ plaintext-ciphertext pairs is $\Pr(X = 0) \approx e^{-2^{k-rn}}$. Thus we can choose $r$ such that $rn$ is slightly larger than $k$; $rn = k + 10$ gives $\Pr(X = 0) \approx 0.999$. In a block cipher where $k = b \cdot n$ is a multiple of $n$, taking $r = b + 1$ will give the unique key $K$ with probability at least $1 - 2^{-n}$, which is negligibly close to 1 for typical block sizes. If $rn < k$, then $K$ is almost certainly not unique. Even $rn = k - 3$ gives less than a 1% chance of a unique key. Hence, $r$ must be at least $\lceil k/n \rceil$.

The case $k = rn$, when the total message length is equal to the key length, remains interesting if one aims to minimize the number of qubits. The probability for a unique $K$ is $\Pr(X = 0) \approx 1/e \approx 0.3679$, and the probability of exactly one spurious key is the same. Kim et al. [KHJ18, Eq. 7] describe the success probability after a certain number of Grover iterations when the number of spurious keys is unknown. The optimal number of iterations gives a maximum success probability of 0.556, making it likely that the first attempt will not find the correct key and one must repeat the algorithm if aiming for a larger success probability.

**Remark 13.** While for some cryptanalytic applications, it is important to find the correct key, for others, any key that matches the plaintext-ciphertext pairs can be sufficient. For example, the Picnic signature scheme [CDG+17, ZCD+17] uses a block cipher $C(\cdot)$ and encrypts a message $m$ to $c$, and $(m,c)$ is the public key. The signature is a zero-knowledge proof that the signer knows a secret key $K$ such that $C_K(m) = c$. Any other key $K'$ with $C_{K'}(m) = c$ produces a valid signature for the original public key. Thus, to forge signatures, a spurious key works just as well. However, since in general the number of spurious keys for a given plaintext-ciphertext pair is unknown, Grover’s algorithm needs to be adjusted for example as in [BBHT98, §4] or by running a quantum counting algorithm first [BBHT98, §5]. This requires repeated runs of various Grover instances. Under a total depth limitation, this reduces the success probability of the attack compared to when using enough plaintext-ciphertext pairs such that no spurious keys are present.

**Depth constraints for cryptanalysis.** In this chapter, we assume that any quantum adversary is bounded by a constraint on the total depth of
any quantum circuits they can evaluate. In its call for proposals to the post-quantum cryptography standardisation effort [Nat16], NIST introduces the parameter \texttt{MAXDEPTH} as such a bound and suggests that reasonable values\footnote{Suggested \texttt{MAXDEPTH} values are justified by assumptions about the total available time and speed of each gate. The limit $2^{96}$ is given as “the approximate number of gates that atomic scale qubits with speed of light propagation times could perform in a millennium” [Nat16]. An adversary could only run a higher-depth circuit if they were able to use smaller qubits, faster propagation, or had more available time.} are between $2^{40}$ and $2^{96}$. Whenever an algorithm’s overall depth exceeds this bound, parallelisation becomes necessary. We do assume that \texttt{MAXDEPTH} constitutes a hard upper bound on the total depth of a quantum attack, including possible repetitions of a Grover instance.

In general, an attacker can be assumed to have a finite amount of resources, in particular a finite time for an attack. This is equivalent to postulating an upper bound on the total depth of a quantum circuit as suggested by NIST. Unlike in the classical case, the required parallelisation increases the gate cost for Grover’s algorithm, which makes it important to study attacks with bounded depth.

We consider it reasonable to expect that the overall attack strategy is guaranteed to return a solution with high probability close to 1 within the given depth bound. E.g., a success probability of 1/2 for a Grover instance to find the correct key requires multiple runs to increase the overall probability closer to 1. These runs, either sequentially or in parallel, need to be taken into account for determining the overall cost and must respect the depth limit. While this setting is our main focus, it can be adequate to allow and cost a quantum algorithm with a success probability noticeably smaller than 1. Where not given in this chapter, the corresponding analysis can be derived in a straightforward manner.

\subsection{Parallelization}

Grover’s algorithm is known to parallelise badly. Indeed, Zalka [Zal99] concludes that when using $S$ parallel Grover oracles, the number of Grover iterations can be at most reduced by a factor $\Theta(\sqrt{S})$. In particular, we will aim at a
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reduction factor of exactly $\sqrt{S}$, which also matches the trade-off considered by NIST (which we will discuss in Section 2.6.2). Compared to many classical algorithms, this is an inefficient parallelisation, since we must increase the circuit width by a factor of $S$ to reduce the depth by a factor of $\sqrt{S}$.

There are different ways to parallelise Grover’s algorithm. Kim, Han, and Jeong [KHJ18] describe two, which they denote as inner and outer parallelisation. Outer parallelisation runs multiple instances of the full algorithm in parallel. Only one instance must succeed, allowing us to reduce the necessary success probability, and hence number of iterations, for all. Inner parallelisation divides the search space into disjoint subsets and assigns each subset to a parallel machine. Each machine’s search space is smaller, so the number of necessary iterations shrinks. Both methods avoid any communication, quantum or classical, during the Grover iterations. They require communication at the beginning, to distribute the plaintext-ciphertext pairs to each machine and to delegate the search space for inner parallelisation, and communication at the end to collect the measured keys and decide which one, if any, is the true key. The next section discusses why our setting favours inner parallelisation.

Advantages of inner parallelisation. We assume the notation introduced in Section 1.5.1. Consider $S$ parallel machines that run for $j$ iterations, and let us assume for the moment that no spurious keys are present in the search space ($M = 1$). For a single machine, the success probability is $p(j) = \sin^2 ((2j + 1)\theta)$, where $\theta \approx \sin(\theta) = \sqrt{M/N} = \sqrt{N}^{-1}$. Using outer parallelisation, the probability that at least one machine recovers the correct key is $p_S(j) = 1 - (1 - p(j))^S$.

We hope to gain a factor $\sqrt{S}$ in the number of iterations, so instead of iterating $\lceil \frac{\pi}{4\theta} \rceil$ times, we run each machine for $j_S = \left\lceil \frac{\pi}{4\theta \sqrt{S}} \right\rceil$ iterations.

Considering some small values of $S$, we get $S = 1 : \ p_1(j_1) \approx 1$, $S = 2 : \ p_2(j_2) \approx 0.961$ and $S = 3 : \ p_3(j_3) \approx 0.945$. As $S$ gets larger, we use a series expansion to find that

$$p_S(j_S) \approx 1 - \left(1 - \frac{\pi^2}{4S} + O\left(\frac{1}{S^2}\right)\right)^S \xrightarrow{S \to \infty} 1 - e^{-\frac{\pi^2}{16}} \approx 0.915. \quad (2.3)$$
This means that by simply increasing \( S \), it is not possible to gain a factor \( \sqrt{S} \) in the number of iterations if one aims for a success probability close to 1. In contrast, with inner parallelisation, the correct key lies in the search space of exactly one machine. We are running \( jS \) iterations, which is exactly the required number of iterations to find the key in a search space of size \( N/S \). Therefore, this machine has near-certainty of measuring the correct key, while other machines are guaranteed not to measure the correct key. Overall, we have near-certainty of finding the correct key. Inner parallelisation thus achieves a higher success probability than outer parallelisation, while using the same number \( S \) of parallel instances and the same number of iterations.

Another advantage of inner parallelisation is that dividing the search space separates any spurious keys into different subsets and reduces the search problem to finding a unique key. This allows us to reduce the number \( r \) of message blocks in the Grover oracle and was already observed by Kim, Han, and Jeong [KHJ18] in the context of measure-and-repeat methods. In fact, the correct key lies in exactly one subset of the search space. If the spurious keys fall into different subsets, the respective machines measure spurious keys, which can be discarded classically after measurement with access to the appropriate number of plaintext-ciphertext pairs. The only relevant question is whether there is a spurious key in the correct key’s subset of size \( 2^k/S \). The probability for this is

\[
SKP(k, n, r, S) = \sum_{t=1}^{\infty} Pr(X = t) \approx 1 - e^{-\frac{2^k - rn}{S}}, \quad (2.4)
\]

using Equation (2.2) with \( 2^k \) replaced by \( 2^k/S \). If \( k = rn \), this probability is \( 1/S + O(1/S^2) \) as \( S \to \infty \). In general, high parallelisation makes spurious keys irrelevant, and the Grover oracle can simply use the smallest \( r \) such that \( SKP(k, n, r, S) \) is less than a desired bound.

### 2.3 Quantum circuit design

In Section 1.5 we introduced quantum computation in terms of the quantum circuit model. In this section we will discuss methods and criteria for quantum
circuit design, and cost models to estimate quantum resources, as relevant to our application.

### 2.3.1 Fault-tolerant gate set and architecture assumptions

We adopt the computational model presented in [JS19]. The quantum circuits we are concerned with in this chapter operate on qubits. They are composed of so-called Clifford+$T$ gates, which form a commonly used universal fault-tolerant gate set exposed by several families of quantum error-correcting codes [Ter15]. The primitive gates consist of single-qubit Clifford gates, controlled-NOT (CNOT) gates, $T$ gates, and measurements. We make the standard assumption of full parallelism, meaning that a quantum circuit can apply any number of gates simultaneously so long as these gates act on disjoint sets of qubits [GR04, BBG+13].

All quantum circuits for AES and LowMC described in this chapter were designed, tested, and costed in the Q# programming language [SGT+18], which supports all assumptions discussed here. Q# allows to describe circuits in terms of single qubit gates (the Pauli gates $X$, $Y$, $Z$, the Hadamard gate $H$, the phase gate $S$, the $T$ gate, general rotation gates), and controlled gates. Furthermore, it makes classical control logic around quantum operations transparent, so that loops and conditional statements based on measurement output can be easily expressed. The Q# compiler allows us to compute circuit depth automatically by moving gates around through a circuit if the qubits it acts on were previously idle. In particular, this means that the depth of two circuits applied in series may be less than the sum of the individual depths of each circuit. The Q# language allows the circuit to allocate auxiliary qubits as needed, which adds new qubits initialized to $|0\rangle$. If an auxiliary qubit is returned to the state $|0\rangle$ after it has been operated on, the circuit can release it. Such a qubit is no longer entangled with the state used for computation and the circuit can now maintain or measure it.

Grover’s algorithm is a far-future quantum algorithm, making it difficult to decide on the right cost for each gate. Previous work assumed that $T$ gates
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constitute the main cost [GLRS16, ASAM18, LPS20]. They are exceptionally expensive for a surface code [FMMC12]; however, for a future error-correcting code, $T$ gates may be transversal and cheap while a different gate may be expensive. Thus, we present costs when both costing depth in terms of $T$ gates only, and when costing all gates equally.

We ignore all concerns of layout and communication costs for the Grover oracle circuit. Though making this assumption is unrealistic for a surface code, where qubits can only interact with neighbouring ones, other codes may not have these issues. A single oracle circuit uses relatively few logical qubits ($< 2^{20}$), so these costs are unlikely to dominate. This allows us to compare our work with previous proposals, which also ignore these costs. This also implies that uncontrolled swaps are free, since the classical controller can simply track such swaps and rearrange where it applies subsequent gates.

2.3.2 Realising the AND gate.

Previous work on quantum circuits for AES such as [GLRS16, ASAM18, LPS20] mainly uses Toffoli gates to realise the functionality of the classical AND gate, which is used as part of the AES S-box. We instead opt for a different approach, and implement a “quantum AND” gate instead. A quantum AND gate has the same functionality as a Toffoli gate, except the target qubit is assumed to be in the state $|0\rangle$ on input, rather than in an arbitrary state. We use a combination\(^4\) of Selinger’s [Sel13] and Jones’ [Jon13] circuits to express the AND gate in terms of Clifford and $T$ gates. This circuit uses 4 $T$ gates and 11 Clifford gates in $T$-depth 1 and total depth 8. It uses one auxiliary qubit which it immediately releases, while its adjoint circuit is slightly smaller. Of particular interest is that the adjoint operator AND$^\dagger$ has $T$-depth 0, at the cost of requiring the use of one measurement and of executing some gates conditioned on the output of such measurement. Diagrams of quantum AND and its adjoint are shown in Figure 2.1. The result of the measurement in AND$^\dagger$ is uniformly distributed when uncomputing AND, independently of the inputs to the AND gate. This means that for large circuits one can estimate the

\(^4\)We thank Mathias Soeken for providing the implementation of the AND gate circuit.
Figure 2.1: AND gate design used in our circuit. We notice that in Figure 2.1b, the measurement returns a classical bit $b$ and leaves the original qubit in the state $|b\rangle$. The value of $b$ is used to conditionally apply the gates inside the box.

average cost of uncomputing AND by taking the average circuit size of AND\dagger assuming half of the uncomputations execute the gates in box in Figure 2.1b, and half do not.

2.3.3 Automated resource estimation and unit tests

One incentive for producing full implementations of the Grover oracle and its components is to obtain precise resource estimates automatically and directly from the circuit descriptions. Another incentive is to test the circuits for correctness and to compare results on classical inputs against existing classical software implementations that are known (or believed) to be correct. Yet quantum circuits are in general not testable, since they rely on hardware yet to be constructed. To partially address this issue the Q# compiler and runtime can classically simulate a subset of quantum circuits, enabling partial test coverage. We thus designed our circuits such that this tool can fully classically simulate them, by using $X$, CNOT, CCNOT, SWAP, and AND gates only, together with measurements (denoted throughout as $M\text{“gates”}$). This approach limits the design space since we cannot use true quantum methods within the oracle. Yet,

---

5Since the publication of the paper that led to this chapter, a problem with the ResourcesEstimator functionality in Q# was reported in https://github.com/microsoft/qsharp-runtime/issues/192 and solved in https://github.com/microsoft/qsharp-runtime/pull/404. Results reported in this chapter describe achievable circuits.
it is worthwhile to implement components that are testable and can be fully simulated to increase confidence in the validity of resource estimates deduced from such implementations.

As part of the development process, we first implemented AES (resp. LowMC) in Python 3, and tested the resulting code against the AES implementation in PyCryptodome 3.8.2 [PyC19] (resp. the C++ reference implementation in [Low19]). Then, we proceeded to write our Q# implementations (running on the .NET Core version 3.1, using the Microsoft Quantum Development Kit (QDK) version 0.15.21011258976), and tested these against our Python 3 implementations, by making use of the IQ# interface [Mic19a, Mic19b]. For the Q# simulator to run, we are required to use the Microsoft QDK standard library’s Toffoli gate for evaluating both Toffoli and AND gates, which results in deeper than necessary circuits. We also have to explicitly SWAP values across wires, which costs 3 CNOT gates, rather than simply keeping track of the necessary free rewiring. Hence, to mitigate these effects, our functions admit a Boolean flag indicating whether the code is being run as part of a unit test by the simulator, or as part of a cost estimate. In the latter case, Toffoli and AND gate designs are automatically replaced by shallower ones, and SWAP instructions are disregarded as free (after manually checking that this does not allow for incompatible circuit optimizations that could result in lower costs than expected). All numbers reporting the total width of a circuit include the initial number of qubits plus the maximal number of temporarily allocated auxiliary qubits within the Q# function. For numbers describing the total depth, all gates such as Clifford gates, CNOT and T gates as well as measurements are assigned a depth of 1.

2.3.4 Current limitations of the Q# resource estimator

The prospect of automating resource estimation makes Q# a very interesting tool. However, being a tool in a relatively early stage of development, issues are to be expected. In this section we explain the issues we faced during the

---

6 The published version of this chapter reports previous versions of the .NET Core and Q# SDK. We report the versions used to compute the updated numbers provided in this chapter.
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development of this chapter, how they affected previous versions of this work, and how we work around those still present. We stress that to the best of our knowledge the numbers output by the current QDK, using our workarounds, faithfully represent the cost of our circuits under the assumptions previously listed in Section 2.3.1.

Attainable depth and width. At the time of publication of this chapter as [JNRV20], the available version of the Microsoft QDK was 0.7.1905.310. The resource estimator at the time had an undocumented feature that would result in the reported depth and width of a circuit not always being attainable at the same time. As an example\(^7\), the Q# code in Figure 2.2 would be estimated as describing a circuit of depth and width 1. A circuit of depth 1 is possible (Figure 2.3a) and similarly a circuit of width 1 is possible (Figure 2.3b). In order to obtain a circuit of depth and width 1 the compiler would need to start from the circuit of width 1, ignore the release and re-allocation of the wire between using statements and simplify \(T^2 = S\). However, the Q# compiler is currently unable to perform the latter simplification, therefore obtaining a circuit of width and depth 1 starting from the given code is not possible as far as the compiler could “see”. We stress that while for this simple example a circuit of depth and width 1 happens to be achievable, this is not true in general, nor what the compiler shipped in version 0.7.1905.310 of the QDK meant by reporting such lower bound on the circuit size.

\[
\begin{align*}
1 \text{ using}(q = \text{Qubit}()) & \{ T(q); \} \\
2 \text{ using}(q = \text{Qubit}()) & \{ T(q); \}
\end{align*}
\]

Figure 2.2: Example circuit reporting incompatible depth and width when using version 0.7.1905.310 of the QDK.

As of version 0.15.2101125897, the resource estimator can be requested to return the size of a circuit of minimal\(^8\) depth or width, with the guarantee that the returned values will be attainable at the same time, as long as measurement output is not used to conditionally execute other gates (see next item).

\(^7\)The example used was taken from https://github.com/microsoft/qsharp-runtime/pull/404.

\(^8\)The circuits are minimal in the sense that the compiler cannot find a smaller (in the selected metric) circuit, not necessarily that a smaller one does not exist.
2.3 Quantum circuit design

\[
\begin{align*}
|0\rangle & \quad \text{using } \{\ldots\} \\
|0\rangle & \quad \text{using } \{\ldots\} \\
\end{align*}
\]

(a) Depth = 1

\[
\begin{align*}
|0\rangle & \quad \text{using } \{\ldots\} \\
|0\rangle & \quad \text{using } \{\ldots\} \\
\end{align*}
\]

(b) Width = 1

Figure 2.3: Attainable circuits of depth 1 or width 1 corresponding to the Q# code in Figure 2.2.

Gates conditioned on measurements. As mentioned in Section 2.3.2, in order to optimise the depth of our AES circuits we use an implementation of the quantum AND gate that has \(T\)-depth 1, and that can be uncomputed without using any \(T\) gates at the cost of introducing measurements. As can be see in Figure 2.1b, part of the uncomputation circuit is executed conditionally on the output of a measurement. As of version 0.15.2101125897, the resource estimator simulates the output of measurements, and is able to add the conditional gates to the quantum circuit depending on the simulated output [Vas21, p. 5], which will result in correct gate counts given the measurement outcomes. However, the estimator is not able to account for the conditional gates not being executable in parallel to the measurement. In our case, this only impacts the uncomputation of the AND gate, since this is the only component in our oracles using measurements to evaluate gates conditionally. In particular, this means that whenever the measurement in Figure 2.1b returns 1, the circuit depth is estimated as 4 rather than 6 (see Figure 2.4 for a diagram of the incorrect circuit produced).

\[
\begin{align*}
\text{H} & \quad \text{S} \\
\text{S} & \quad \text{S} \\
\text{H} & \quad \text{X}
\end{align*}
\]

Figure 2.4: Incorrect AND† circuit, as compiled by the QDK version 0.15.2101125897 when the output of the measurement is \(|1\rangle\). The gate count is correct, but the depth is not.

To work around this fact, when running cost estimates we add on the middle wire a sequence of two rotation gates \(R\) and \(R^\dagger\), to be executed (conditionally) after the second CNOT. This results in the depth being correctly estimated as 6 by the current compiler, and since the number of rotation gates is reported separately, it allows us to discard such gates from the total gate count.
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**Probabilistic estimates.** As mentioned above, the resource estimator in the current QDK assigns measurement outputs randomly. Therefore, when estimating the size of oracle circuits containing AND† gates, the CNOT, 1-qubit Clifford, measurement and depth counts are probabilistic. The Q# simulator does not currently support PRNG seeding for de-randomizing the measurements, which means that re-estimating the same circuit multiple times may result in slightly different numbers. In our case, across multiple runs of resource estimation the final attack costs are essentially not impacted by these lower order fluctuations.

**Circuit optimization.** The Q# compiler’s optimization capabilities are currently limited [Vas21]. For example, the sequential $R$ and $R^\dagger$ evaluations we artificially added to the adjoint AND gate (which essentially amount to a no-op of depth 2), are not automatically simplified and eliminated. Reruns of the same circuit with future improved versions of the compiler may result in smaller estimated costs.

**Large circuit compilation.** The current version of the QDK struggles compiling very large circuits [https://github.com/microsoft/qsharp-compiler/issues/875]. While this is not an issue for most useful applications of quantum computing, it can hinder compiling very large cryptanalytic circuits.

**How our work is affected.** The issues highlighted in this section can luckily be worked around, making this chapter possible. We re-estimated all the circuits in this chapter (except for the largest LowMC parameters, see below) with the current version of the compiler in order to report attainable depth and width values. Furthermore, we tweaked the AND† circuit as described above to report correct depths. To address the probabilistic nature of the estimates, we fixed the probability of values output by the measurement in AND† to be $P[|0\rangle] = P[|1\rangle] = 1/2$, matching the circuit description in Section 2.3.2. The cost estimates of the key search attacks stayed essentially the same across

---

10https://github.com/microsoft/qsharp-compiler/issues/875.
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versions of the QDK: for our circuits the lower bound width was attainable even when generating minimal depth circuits, and having slightly deeper (on average) AND\textsuperscript{†} gates did not impact the overall results. The only exception was the block cipher that we call LowMC L5 (which will be described in Section 2.5). While its circuit used to compile under version 0.7 of the QDK, it does fail under version 0.15.2101125897. However, comparing the cost of our smaller LowMC circuits (L1, L3) in this chapter to those originally generated with version 0.7, they stayed essentially identical. Since the structure of LowMC L5 is identical (only, larger) to that of its smaller parametrisations, only for LowMC L5 we will keep reporting the numbers from our original publication [JNRV20], since we don’t believe they would be affected by the changes made since.

2.3.5 Reversible circuits for linear maps

Linear maps \( f : \mathbb{F}_2^n \to \mathbb{F}_2^m \) for varying dimensions \( n \) and \( m \) are essential building blocks of AES and LowMC. In general, such a map \( f \), expressed as multiplication of an input column vector in \( \mathbb{F}_2^n \) by a constant matrix \( M_f \in \mathbb{F}_2^{m \times n} \), can be implemented as a reversible circuit on \( n \) input wires and \( m \) additional output wires (initialized to \(|0\rangle\)), by using an adequate sequence of CNOT gates: if the \((i, j)\)-th coefficient of \( M_f \) is 1, we set a CNOT gate targeting the \( i \)-th output wire, controlled on the \( j \)-th input wire.

Yet, if a linear map \( g : \mathbb{F}_2^n \to \mathbb{F}_2^n \) is invertible, one can reversibly compute it in-place on the input wires via a PLU decomposition of \( M_g \), \( M_g = P \cdot L \cdot U \). The lower- and upper-triangular components \( L \) and \( U \) of the decomposition can be implemented by using the appropriate CNOT gates in a similar fashion to backward and forward substitution, while the final permutation \( P \) does not require any quantum gates and instead is realized by appropriately keeping track of the necessary rewiring. An example of a linear map decomposed in both ways is shown in Figure 2.5. While rewiring is not easily supported in Q\#, the same effect can be obtained by defining a custom \texttt{REWIRE} operation that computes an in-place swap of any two wires when testing an implementation, and that can be disabled when costing it. We note that PLU decompositions are not generally unique, but it is not clear whether sparser decompositions can be
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\[ M = \begin{pmatrix} 1 & 0 & 1 & 1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 1 \end{pmatrix} \]

\[ = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix} \cdot \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix} \cdot \begin{pmatrix} 1 & 0 & 1 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} = P \cdot L \cdot U \]

(a) Invertible linear transformation \( M \) and its PLU decomposition.

(b) Naive circuit computing \( M \).

c) In-place implementation of \( M \).

Figure 2.5: Alternative circuits implementing the same linear transformation \( M : \mathbb{F}_2^4 \to \mathbb{F}_2^4 \), by using the two strategies described in § 2.3.5. Both are direct implementations, and could potentially be reduced in size by automatic means as in [MSR+19, MSC+19, GKMR14, ZC19], or manually. Figure 2.5b is wider and has a larger gate count, but is shallower, than Figure 2.5c.

For a meaningful cost analysis, we assume that an adversary has fixed constraints on their total available resources, and a specific cost metric they wish to minimize. Without such limits, we might conclude that AES-128 could be broken in under a second using \( 2^{128} \) machines, or broken using only a few thousand qubits but a billion-year runtime. Most importantly, we assume a total depth limit \( D_{\text{max}} \) as explained in Section 2.2.2.

2.3.6 Cost metrics for quantum circuits

For a meaningful cost analysis, we assume that an adversary has fixed constraints on their total available resources, and a specific cost metric they wish to minimize. Without such limits, we might conclude that AES-128 could be broken in under a second using \( 2^{128} \) machines, or broken using only a few thousand qubits but a billion-year runtime. Most importantly, we assume a total depth limit \( D_{\text{max}} \) as explained in Section 2.2.2.
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In this chapter, we use the two cost metrics that are considered by Jaques and Schanck in [JS19]. The first is the total number of gates, the $G$-cost. It assumes non-volatile (“passive”) quantum memory, and therefore models circuits that incur some cost with every gate, but where no cost is incurred in time units during which a qubit is not operated on.

The second cost metric is the product of circuit depth and width, the $DW$-cost. This is a more realistic cost model when quantum error correction is necessary. It assumes a volatile (“active”) quantum memory, which incurs some cost to correct errors on every qubit in each time step, i.e. each layer of the total circuit depth. In this cost model, a released auxiliary qubit would not require error correction, and the cost to correct it could be omitted. But we assume an efficient strategy for qubit allocation that avoids long idle periods for released qubits and thus choose to ignore this subtlety. Instead, we simply cost the maximum width at any point in the oracle, times its total depth. For both cost metrics, we can choose to count only $T$-gates towards gate count and depth, or count all gates equally.

2.3.7 The cost of Grover’s algorithm

We will now reason on the cost of (parallelised) Grover’s algorithm, how this behaves under a maximum depth constraint and how it compares to classical search. We will also give a lower bound for the depth of key search. All our results assume a straightforward\(^{11}\) parallel Grover strategy. We will use the notation laid out in Section 1.5.1 for the runtime of Grover’s algorithm.

Parallel Grover circuits. Let the search space have size $N = 2^k$, the target be unique ($M = 1$) and $\theta \approx \sin(\theta) = \sqrt{M/N} = \sqrt{N}^{-1}$. Suppose we use an oracle $G$ such that a single Grover iteration costs $G_G$ gates, has depth $G_D$, and uses $G_W$ qubits. Let $S = 2^s$ be the number of parallel machines that are used with the inner parallelisation method by dividing the search space in $S$ disjoint parts (see Section 2.2.3). In order to achieve a certain success probability $p$, the

\(^{11}\)Our results do not cover any gains from the Search With Two Oracles technique from [DP19, DP21].
required number of iterations \( j_p \) can be deduced from \( p = \sin^2((2j + 1)\theta) \) which yields \( j_p = \lceil (\arcsin(\sqrt{p})/2 - 1)/2 \rceil \approx (\arcsin(\sqrt{p})/2) \cdot \sqrt{N/S} \) (see Figure 2.6).

Let \( c_p := \arcsin(\sqrt{p})/2 \), then the total depth of a \( j_p \)-fold Grover iteration is

\[
D = j_p G_D \approx c_p \sqrt{N/S} \cdot G_D = c_p 2^{k-s_s} G_D \text{ cycles.} \tag{2.5}
\]

Note that for \( p \approx 1 \) we have \( c_p \approx c_1 = \frac{\pi}{4} \). Each machine uses \( j_p G_G \approx c_p \sqrt{N/S} \cdot G_G = c_p 2^{k-s_s} G_G \) gates, i.e. the total \( G \)-cost over all \( S \) machines is

\[
G = S \cdot j_p G_G \approx c_p \sqrt{N/S} \cdot G_G = c_p 2^{k+s_s} G_G \text{ gates.} \tag{2.6}
\]

Finally, the total width is \( W = S \cdot G_W = 2^s G_W \) qubits, which leads to a \( DW \)-cost

\[
DW \approx c_p \sqrt{N} \cdot S \cdot G_D G_W = c_p 2^{k+s_s} G_D G_W \text{ qubit-cycles.} \tag{2.7}
\]

These cost expressions show that minimizing the number \( S = 2^s \) of parallel machines minimizes both \( G \)-cost and \( DW \)-cost. Thus, under fixed limits on depth, width, and the number of gates, an adversary’s best course of action is to use the entire depth budget and parallelise as little as possible. Under this premise, the depth limit fully determines the optimal attack strategy for a given Grover oracle. Limits on width or the number of gates simply become
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binary feasibility criteria and are either too tight and the adversary cannot finish the attack with the desired success probability, or one of the limits is loose. If one resource limit is loose, we may be able to modify the oracle to use this resource to reduce depth, lowering the overall cost.

**Optimizing the oracle under a depth limit.** Grover’s algorithm parallelises so badly that it is generally preferable to aggressively optimise the oracle’s depth. This allows more iterations within the depth limit, thus reducing the necessary parallelisation.

In order to deduce the number \( S \) of parallel machines required, let \( D_{\text{max}} \) be a fixed depth limit. Given the depth \( G_D \) of the oracle, we are able to run \( j_{\text{max}} = \lfloor D_{\text{max}}/G_D \rfloor \) Grover iterations of the oracle \( G \). For a target success probability \( p \), we obtain the number \( S \) of parallel instances to achieve this probability in the instance whose key space partition contains the key from

\[
p = \sin^2((2j_{\text{max}} + 1)\sqrt{S/N})
\]

\[
S = \left\lceil \frac{N \cdot \arcsin^2(\sqrt{p})}{2 \cdot (D_{\text{max}}/G_D + 1)^2} \right\rceil \approx c_p^2 p^k \frac{G_D^2}{D_{\text{max}}^2}.
\]

Using this in Equation (2.6) gives a total gate count of

\[
G = c_p^2 p^k \frac{G_D G_G}{D_{\text{max}}} \text{ gates.}
\]

It follows that for two oracle circuits \( G \) and \( F \), the total \( G \)-cost is lower for \( G \) if and only if \( G_D G_G < F_D F_G \). That is, we wish to minimize the product \( G_D G_G \). Similarly, the total \( DW \)-cost under the depth constraint is

\[
DW = c_p^2 p^k \frac{G_D^2 G_W}{D_{\text{max}}} \text{ qubit-cycles.}
\]

Here, we wish to minimize \( G_D^2 G_W \) of the oracle circuit to minimize total \( DW \)-cost, with the higher power on \( G_D \) suggesting again that minimizing depth should be prioritized over minimizing \( G_W \).

**Comparing parallel Grover search to classical search.** In the computational model of [JS19], each quantum gate is interpreted as some computation done by a classical controller. For certain parameter settings, these controllers
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may find the key more efficiently through a classical search. Assume, this is
done with a brute force algorithm, which simply iterates through all potential
keys and checks if they are correct. Let $C$ be the classical gate cost to test a
single key. Then for a search space of size $N = 2^k$, the total cost in terms of
classical gate evaluations for the brute force attack to achieve success proba-
bility $p$ is $p2^kC$ (where the attack is trivially parallelisable). Comparing this
cost to the gate cost for Grover’s algorithm in Equation (2.6), we conclude
that if we use $S \geq (pC/(cpG_G))^22^k$ parallel machines, Grover’s algorithm will
require more quantum gates than classical gate evaluations are required to run
exhaustive search on the same hardware.

Since the Grover oracle $G$ includes a reversible evaluation of the block cipher
and since quantum computation of a function is likely more costly than its
classical counterpart, we may assume that the classical gate cost $C$ is smaller
than the quantum gate cost $G_G$ of the Grover oracle, i.e. $C \leq G_G$. From
the definition of $c_p = \arcsin(\sqrt{p})/2$ above, it holds that $p/c_p < 1.45$, so
that $(pC/(cpG_G))^2 < 2.11$. In particular, for $p = 1$ we have $(pC/(cpG_G))^2 =
16/\pi^2 \cdot C^2/G_G^2 \approx 1.62 \cdot C^2/G_G^2 \leq 1.62$. Depending on the actual cost ratio $C/G_G$,
the resulting bound on the number of parallel quantum machines after which
classical search is cheaper may affect the viability of Grover’s algorithm for
key search. This may especially be the case when taking energy or monetary
costs per gate evaluation into consideration.

Communication cost to assemble the results. We briefly discuss the
communication cost incurred by communicating a found solution from one of
the machines in a large network of parallel computers to a central processor.
Here, each machine measures a candidate key after a specified number of Grover
iterations. The classical controller then checks this key against a small number
of given plaintext-ciphertext pairs in order to determine whether it is a valid
solution. If the key is correct, it is communicated to a central processor.

If the number of machines is small, the central processor simply queries each
machine sequentially for the correct key. For a large number of machines, we
instead assume they are connected in a binary tree structure with one machine
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![H-tree arrangement of parallel machines](image)

Figure 2.7: H-tree arrangement of parallel machines. Given $S$ machines, it has area $O(S \cdot G_W)$ and edge $O(\sqrt{S} \cdot G_W)$.

designated as the root. The central processor queries this one for the final result. If it has measured a correct key, it is returned, otherwise it asynchronously queries two other machines which form the roots of equally-sized sub-trees, in which the same process is repeated. For $S$ machines this requires $S$ requests, but only $\log S$ must be sequential.

We assume that the spatial arrangement of the $S$ machines is in a two-dimensional plane in the form of an H-tree (see Figure 2.7). Assuming that in each machine qubits are arranged on a square board, this results in a squared arrangement with area $O(S \cdot G_W)$ [Lei80]. Furthermore, it can be assumed that communication between machines is via classical channels with very small signal propagation times. The total distance any signal must travel is proportional to the square root of the size of this tree, i.e. $\sqrt{S}$. Thus, the total time to recover the final key is $O(\log S) + c_S \sqrt{SG_W}$ cycles, where $c_S \sim \frac{\text{depth}}{\sqrt{G_W}}$ is a constant to account for the ratio between quantum gate application times and classical signal propagation speed, as to keep our unit of measure of computation time in terms of quantum gate cycles. For large $S$, the $O(\log S)$ term is negligible, and therefore we ignore it.

We assume that $c_S \ll 1$, meaning that these classical channels can propagate a signal across a qubit-sized distance much faster than we can apply a gate to that qubit. This means the depth of each Grover search will dwarf the
communication costs so long as
\[ c_S \sqrt{S G_W} \leq D = c_p \sqrt{\frac{N}{S}} \cdot G_D \quad \iff \quad S \leq 2^{k/2} \frac{c_p G_D}{c_S \sqrt{G_W}} \]

Assuming equalities in place of \( \leq \) and letting \( x = D = c_s \sqrt{S G_W} \), the total cost of the attack in terms of depth when including communication in our estimate would become \( 2x \). Replacing \( S \) with \( \lambda^2 S \) for some factor \( \lambda^2 \) would then result in a total depth of \( f(\lambda) = (\lambda + \frac{1}{\lambda}) x \). It is easy to verify that the minimum of \( f \) is at \( \lambda = 1 \), meaning that \( S = 2^{k/2} \frac{c_p G_D}{c_S \sqrt{G_W}} \) gives the minimum possible depth for a quantum search attack as

\[ D_{\text{min}} = c_p \sqrt{\frac{N}{S}} \cdot G_D = 2^{k/2} \sqrt{c_p c_S G_D \sqrt{G_W}} \text{ cycles}, \quad (2.11) \]

Unless we can construct a three-dimensional layout\(^{12}\), we cannot solve the search problem with Grover’s algorithm in depth less than (2.11). Furthermore, this requires using \( \Theta(2^{k/2}/c_S) \) quantum computers. Using the values for \( G_D \) and \( G_W \) listed in Tables 2.9 and 2.10 for the oracles we will design in the next sections, (2.11) implies that for AES-128, 192, and 256 the minimum depths are \( 2^{40.2} c_S^{1/2} \), \( 2^{56.2} c_S^{1/2} \) and \( 2^{72.3} c_S^{1/2} \), respectively. For LowMC-128, 192, and 256 the minimum depths are respectively \( 2^{42.8} c_S^{1/2} \), \( 2^{59.8} c_S^{1/2} \) and \( 2^{76.4} c_S^{1/2} \).\(^{13}\)

### 2.4 A quantum circuit for AES

The Advanced Encryption Standard (AES) [DR99, DR01] is a block cipher standardized by NIST in 2001. Using the notation from the original submission [DR99], AES is composed of an S-box, a Round function (with subroutines ByteSub, ShiftRow, MixColumn, AddRoundKey; with the last round slightly differing from the others), and a KeyExpansion function (with subroutines SubByte, RotByte). The pseudo-code from [DR99, §4.4] is reported in simplified fashion in Algorithm 4.

We note that the FIPS specification for AES [DR01] renamed some of the subroutines from [DR99]. For reference, these are ByteSub to SubBytes,
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ShiftRow to ShiftRows, and MixColumn to MixColumns in the Round function, and SubByte to SubWord and RotByte to RotWord in the KeyExpansion function. In this chapter, we keep using the names from [DR99] as we used at the time of publication of this chapter as [JNRV20], in order to keep our circuits’ descriptions compatible with the Q# implementation available at github.com/microsoft/grover-blocks.

Input: message $m$
Input: key $k$

1. $s \leftarrow m$
2. $ek \leftarrow \text{KeyExpansion}(k)$
3. $s \leftarrow \text{AddRoundKey}(s, k)$
4. for $i \leftarrow 1$ to total rounds $- 1$ do
   4.1. $s \leftarrow \text{Round}(s, ek)$
5. $c \leftarrow \text{FinalRound}(s, ek)$
6. return $c$

Algorithm 4: AES.

Three different instances of AES have been standardized, for key lengths of 128, 192 and 256 bits. Grassl et al. [GLRS16] describe a quantum circuit implementation of the S-box and other components, resulting in a full description of all three instances of AES (but no testable code has been released). They take care to reduce the number of auxiliary qubits required, i.e. reducing the circuit width as much as possible. The recent improvements by Langenberg et al. [LPS20] build on the work by Grassl et al. with similar objectives.

In this section, we describe our implementation of AES in the quantum programming language Q# [SGT+18]. Some of the components are taken from the description in [GLRS16], while others are implemented independently, or ported from other sources. We take the circuit description from [GLRS16] as the basis for our work and compare to the results in [LPS20]. In general, we aim at reducing the depth of the AES circuit, while limitations on width are less important. Width restrictions are not explicitly considered by the NIST call for proposals [Nat16, § 4.A.5].

The internal state of AES contains 128 bits, arranged in four 32-bit (or 4-byte) words. In the rest of this section, when referring to a “word”, we intend a 4-byte word. In all tables below, we denote by $\#\text{CNOT}$, the number of CNOT
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gates, by \#1qCliff the number of 1-qubit Clifford gates, by \#T the number of T gates, by \#M the number of measurement operations, by D the circuit depth when considering all gates, by T-D the circuit depth when considering only T gates and by W the maximum number of qubits used.

2.4.1 S-box, ByteSub and SubByte

The AES S-box is an invertible non-linear transformation on a byte, that interprets the input as an element of \( \mathbb{F}_{256} \), inverts it (mapping 0 to 0), and applies an affine transformation over \( \mathbb{F}_2 \) to the inverted output. The S-box is the only source of T gates in a quantum circuit for AES. On classical hardware, it can be implemented easily using a lookup-table. Yet, on a quantum computer, this is not efficient [BGB+18, LKS18, Gid19]. Alternatively, the inversion can be computed either by using some variant of Euclid’s algorithm (taking care of the special case of 0), or by applying Lagrange’s theorem and raising the input to the \((|\mathbb{F}_{256}|−1)-th\) power (i.e. the 254-th power), which incidentally also takes care of the 0 input. Grassl et al. [GLRS16] suggest an Itoh-Tsujii inversion algorithm [IT88], following [ARS13], and compute all required multiplications over \( \mathbb{F}_2[x]/(x^8 + x^4 + x^3 + x + 1) \). This idea had already been extensively explored in the vast\(^{14}\) literature on hardware design for AES, and requires a different construction of \( \mathbb{F}_{256} \) to be most effective. Following this lead, we ported the S-box circuit by Boyar and Peralta from [BP12] to Q#.

The specified linear program combining AND and XOR operations can be easily expressed as a sequence of equivalent quantum AND and CNOT operations (see Section 2.3.2). We present cost estimates for the AES S-box in Table 2.1. We compare our port of [BP12] to our own Q# implementation of the S-box circuits from [GLRS16] and [LPS20]. ByteSub is a state-wide parallel application of the S-box, requiring new output auxiliary qubits to store the result, while SubByte is a similar word-wide application of the S-box.

Remark 14. Langenberg et al. [LPS20] independently introduced a new AES quantum circuit design using the S-box circuit proposed in [BP10]. They also present a ProjectQ [SHT18] implementation of the S-box, albeit without unit

\(^{14}\)E.g. see [Rij00, SMTM01, BP10, BP+19, JKL10, NNT+10, UHS+15, RTA18, RMTA18, WSH+19].
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<table>
<thead>
<tr>
<th>operation</th>
<th>#CNOT</th>
<th>#1qCliff</th>
<th>#T</th>
<th>#M</th>
<th>T-D</th>
<th>D</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>[GLRS16] S-box</td>
<td>8683</td>
<td>1028</td>
<td>3584</td>
<td>0</td>
<td>217</td>
<td>1692</td>
<td>44</td>
</tr>
<tr>
<td>[BP10] S-box</td>
<td>810</td>
<td>248</td>
<td>164</td>
<td>41</td>
<td>35</td>
<td>511</td>
<td>41</td>
</tr>
<tr>
<td>[BP12] S-box</td>
<td>660</td>
<td>196</td>
<td>136</td>
<td>34</td>
<td>6</td>
<td>100</td>
<td>137</td>
</tr>
</tbody>
</table>

Table 2.1: Comparison of our reconstruction of the original [GLRS16] S-box circuit with the one from [BP10] as used in [LPS20] and the one in this work based on [BP12]. In our implementation of [BP10] from [LPS20], we replace CCNOT gates with AND gates to allow a fairer comparison.

tests. We ported their source code to Q#, tested and costed it. For a fairer comparison, we replaced their CCNOT gates with the AND gate design that our circuits use. Cost estimates can be found in Table 2.1. Overall, the [BP12] S-box leads to a more cost effective circuit for our purposes in both the G-cost and DW-cost metrics, and hence we did not proceed further in our analysis of costs using the [BP10] design. Note that the results obtained here differ from the ones presented in [LPS20, §3.2]. This is due to the difference in counting gates and depth. While [LPS20] counts Toffoli gates, the Q# resource estimator costs at a lower level of T gates and also counts all gates needed to implement a Toffoli gate.

2.4.2 ShiftRow and RotByte

ShiftRow is a permutation on the full 128-bit AES state, happening across its four words [DR99, §4.2.2]. As a permutation of qubits, it can be entirely encoded as rewiring. As in [GLRS16], we consider rewiring as free and do not include it in our cost estimates. Similarly, RotByte is a circular left shift of a word by 8 bits, and can be implemented by appropriate rewiring.

2.4.3 MixColumn

The operation MixColumn interprets each word in the state as a polynomial in \( \mathbb{F}_{256}[x]/(x^4 + 1) \). Each word is multiplied by a fixed polynomial \( c(x) \) [DR99, § 4.2.3]. Since the latter is coprime to \( x^4 + 1 \), this operation can be seen as an
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<table>
<thead>
<tr>
<th>operation</th>
<th>#CNOT</th>
<th>#1qCliff</th>
<th>#T</th>
<th>#M</th>
<th>T-D</th>
<th>D</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-place MixColumn</td>
<td>1108</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>111</td>
<td>128</td>
</tr>
<tr>
<td>[Max19] MixColumn</td>
<td>1248</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>22</td>
<td>318</td>
</tr>
</tbody>
</table>

Table 2.2: Comparison of an in-place implementation of MixColumn (via PLU decomposition) versus the recent shallow out-of-place design in [Max19].

invertible linear transformation, and hence can be implemented in place by a PLU decomposition of a matrix in $\mathbb{F}_2^{32 \times 32}$. To simplify this tedious operation, we use SageMath [S+17] code that performs the PLU decomposition, and outputs equivalent Q# code. Note that Grassl et al. [GLRS16] describe the same technique, while achieving a significantly smaller design than the one we obtain (ref. Table 2.2), but we were not able to reproduce their results. However, highly optimized, shallower circuits have been proposed in the hardware design literature, such as [JMPS17, KLSW17, BFI19, EJMY19, TP19]. Hence, we also chose to use a recent design by Maximov [Max19]. Both circuits are costed independently in Table 2.2. Maximov’s circuit has a much lower depth, but it only reduces the total depth, does not reduce the $T$-depth (which is already 0) and comes at the cost of an increased width. Our estimates show that without a depth restriction, it seems advantageous to use the in-place version to minimize both $G$-cost and $DW$-cost metrics, while for a depth restricted setting, Maximov’s circuit seems better due to the square in the depth term in Equation (2.10).

2.4.4 AddRoundKey

AddRoundKey performs a bitwise XOR of a round key to the internal AES state and can be realized with a parallel application of 128 CNOT gates, controlled on the round key qubits and targeted on the state qubits. Grassl et al. [GLRS16] and Langenberg et al. [LPS20] use the same approach.
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2.4.5 KeyExpansion

Key expansion is one of the two functions in AES using S-boxes, and hence is a source of $T$ gates. Therefore, it might have a strong impact on the overall efficiency of the circuit. A simple implementation of KeyExpansion would allocate enough auxiliary qubits to store the full expanded key, including all round keys. We call this strategy **naive unrolling**. This is easy to implement with relatively low depth, but uses more qubits than necessary. The authors of [GLRS16] amortize this width cost by caching only those key bytes that require S-box evaluations. Instead, we minimize width by not requiring auxiliary qubits at all (other than those used internally by the S-box). At the same time, we reduce the depth in comparison with naive unrolling.

We now describe the design we opt for, which we call **in-place** KeyExpansion. Let $|k\rangle_0$ denote the AES key consisting of $N_k \in \{4, 6, 8\}$ words and let $|k\rangle_i$ be the $i$-th set of $N_k$ consecutive round key words. The first such block $|k\rangle_1$ can be computed in-place as shown in Figure 2.8. The depicted circuits produce the $i$-th set of $N_k$ round key words from the $(i-1)$-th set. Note that for AES-128 these sets correspond to the actual round keys as the key size is equal to the block size, while for AES-192 and AES-256 each $|k\rangle_i$ contains more words than needed for a round key. Let $KE$ denote the operation mapping $|k\rangle_{i-1} \mapsto |k\rangle_i$. We write $KE^l_j$ to denote the part of the operation $KE$ that produces the words $j, \ldots, l$ of the new set. $KE^l_j$ can be used as part of the round strategy that we will describe in Section 2.4.6, to only compute as many words of the round key as necessary at any given time, resulting in an overall narrower and shallower circuit.

**Remark 15.** In addition to improving the S-box circuit over [GLRS16], Langenberg et al. [LPS20, §4] demonstrate significant savings by reducing the number of qubits and the depth of key expansion. This is achieved by an improved scheduling of key expansion during AES encryption, namely by computing round key words only at the time they are required and uncomputing them early. While their method is based on the one in [GLRS16] using auxiliary qubits for the round keys, the approach we use works in place and reduces width and depth at the same time.
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(a) AES-128 in-place key expansion step producing the $i$-th round key.

(b) AES-192 in-place key expansion step producing the $i$-th set of 6 round key words.

(c) AES-256 in-place key expansion step producing the $i$-th set of 8 round key words.

Figure 2.8: In-place AES key expansion for AES-128, AES-192, and AES-256, deriving the $i$-th set of $N_k$ round key words from the $(i-1)$-th set. Each $|k_j⟩_i$ represents the $j$-th word of $|k⟩_i$. SubByte takes the input state on the top wire, and returns the output on the bottom wire, while $\uparrow$ SubByte takes inputs on the bottom wire, and returns outputs on the top. Dashed lines indicate wires that are not used in the $\uparrow$ SubByte operation. RC is the round constant addition (labelled Rcon in [DR99, DR01]), implemented by applying X gates as appropriate.
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<table>
<thead>
<tr>
<th>operation</th>
<th>KE</th>
<th>KE</th>
<th>#CNOT</th>
<th>#1qCliff</th>
<th>#T</th>
<th>#M</th>
<th>T-D</th>
<th>D</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES-128</td>
<td>in-place</td>
<td>291420</td>
<td>83656</td>
<td>54400</td>
<td>13600</td>
<td>120</td>
<td>2827</td>
<td>1785</td>
<td></td>
</tr>
<tr>
<td>AES-192</td>
<td>in-place</td>
<td>328490</td>
<td>92916</td>
<td>60928</td>
<td>15232</td>
<td>120</td>
<td>2976</td>
<td>2105</td>
<td></td>
</tr>
<tr>
<td>AES-256</td>
<td>in-place</td>
<td>403040</td>
<td>115102</td>
<td>75072</td>
<td>18768</td>
<td>126</td>
<td>3356</td>
<td>2425</td>
<td></td>
</tr>
<tr>
<td>AES-128</td>
<td>naive</td>
<td>293694</td>
<td>83084</td>
<td>54400</td>
<td>13600</td>
<td>132</td>
<td>2986</td>
<td>3065</td>
<td></td>
</tr>
<tr>
<td>AES-192</td>
<td>naive</td>
<td>331448</td>
<td>92944</td>
<td>60928</td>
<td>15232</td>
<td>132</td>
<td>3133</td>
<td>3577</td>
<td></td>
</tr>
<tr>
<td>AES-256</td>
<td>naive</td>
<td>406304</td>
<td>114974</td>
<td>75072</td>
<td>18768</td>
<td>138</td>
<td>3384</td>
<td>4089</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.3: Size comparison for AES quantum circuits using in-place KeyExpansion vs naive unrolling. In both cases, an “in-place” MixColumn circuit is used. We notice that the difference in width between equivalent circuits corresponds to \(4 \cdot 32 \cdot (N_r + 1) - 32 \cdot N_k\) qubits, where \(N_r\) (resp. \(N_k\)) is the number of AES rounds (resp. words in the AES key), see [DR99].

**In-place KeyExpansion vs. naive unrolling.** While in-place KeyExpansion clearly saves width by not requiring auxiliary qubits for the expansion, it may look as going against our design choice of minimizing depth. In particular, one may think that a naive design where a register of enough auxiliary qubits is allocated such that the whole key expansion can be performed before any rounds are run could save in depth, given that it does not need to handle any particular previous state on the qubits. In Table 2.3, we report numbers comparing the sizes of our AES circuits, with the only difference being the naive vs the in-place designs for KeyExpansion, showing that the latter is shallower (and of course narrower). The reason for this is that when using in-place Key expansion, we are able to perform the gates for the KE operations in parallel to the gates used in the round circuit. In particular, the S-box computations required to expand the key can be run in parallel to those executed on the state by ByteSub.

2.4.6 Round, FinalRound and full AES

To encrypt a message block using AES-128 (resp. -192, -256), we initially XOR the input message with the first 4 words of the key, and then execute 10 (resp. 12, 14) rounds consisting of ByteSub, ShiftRow, MixColumn (except in the final round) and AddRoundKey.
The quantum circuits for AES we propose follow the same blueprint with the exception that key expansion is interleaved with the algorithm in such a way that the operations $KE_j$ only produce the key words that are immediately required. The resulting circuits are shown in Figures 2.9 and 2.10. For formatting reasons, we omit the repeating round pattern, and only represent a subset of the full set of qubits used. In AES-128, each round is identical until round 9. In AES-192 rounds 5, 8 and 11 use the same KE call and order as round 2; rounds 6 and 9 do as round 3; rounds 7 and 10 do as round 4. In AES-256, rounds 4, 6, 8, 10, 12 (resp. 5, 7, 9, 11, 13) use the same KE call and order as round 2 (resp. 3). Cost estimates for the resulting AES encryption circuits are in Table 2.4. In contrast to [GLRS16] and [LPS20], we aim to reduce circuit depth, hence uncomputing of rounds is delayed until the output ciphertext is produced. For easier testability and modularity, the Round circuit is divided into two parts: a ForwardRound operator that computes the output state but does not clean auxiliary qubits, and its adjoint. For unit-testing Round in isolation, we compose ForwardRound with its adjoint operator. For testing AES, we first run all ForwardRound instances without auxiliary qubit cleaning, resulting in a similar ForwardAES operator, copy out the ciphertext, and then undo the ForwardAES operation.

Table 2.4 presents circuit size results for the AES circuit for both versions of MixColumn, the in-place implementation using a PLU decomposition as well as Maximov’s out-of-place but lower depth circuit. We use both because each has advantages for different applications. The full depth corresponds to $GD$ as in Section 2.3.6 and Section 2.2.3, while width corresponds to $GW$. While for AES-128 and AES-192, $GDGW$ is smaller for the in-place implementation, $GDGW$ is smaller for Maximov’s circuit. Hence, Section 2.2.3 indicates Maximov’s circuit gives a lower $DW$-cost under a depth restriction. If there is no depth restriction or if we only consider $T$-depth rather than depth, the in-place design has a lower $DW$-cost.
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Figure 2.9: Circuit sketches for the AES-128 and -192 operation. Each wire under the $|k\rangle_0$ label represents 4 words for AES-128 and 2 words for AES-192. CNOT gates represent parallel CNOT gates applied bitwise. BS stands for ByteSub, SR for ShiftRow and MC for MixColumn. In Figure 2.9a, MixColumn acts in-place, in Figure 2.9b it acts out-of-place.

(a) AES-128 operation.

(b) AES-192 operation.
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| $|k\rangle_0$ | $|m\rangle$ | $|0\rangle$ | $|0\rangle$ | $|0\rangle$ | $|0\rangle$ | $|0\rangle$ | $|0\rangle$ |...

Figure 2.10: Circuit sketch for the AES-256 operation. Each wire under the $|k\rangle_0$ label represents 4 words of the key. Each subsequent wire (initially labeled $|m\rangle$ and $|0\rangle$) represents 4 words. CNOT gates between word-sized wires should be read as multiple parallel CNOT gates applied bitwise. BS stands for ByteSub, SR for ShiftRow and MC for MixColumn. MixColumn uses an out-of-place implementation, such as Maximov's MixColumn linear program [Max19].
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<table>
<thead>
<tr>
<th>operation</th>
<th>MC</th>
<th>#CNOT</th>
<th>#1qCliff</th>
<th>#T</th>
<th>#M</th>
<th>T-D</th>
<th>D</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES-128</td>
<td>in-place</td>
<td>291420</td>
<td>83656</td>
<td>54400</td>
<td>13600</td>
<td>120</td>
<td>2827</td>
<td>1785</td>
</tr>
<tr>
<td>AES-192</td>
<td>in-place</td>
<td>328490</td>
<td>92916</td>
<td>60928</td>
<td>15232</td>
<td>120</td>
<td>2976</td>
<td>2105</td>
</tr>
<tr>
<td>AES-256</td>
<td>in-place</td>
<td>403040</td>
<td>115102</td>
<td>75072</td>
<td>18768</td>
<td>126</td>
<td>3356</td>
<td>2425</td>
</tr>
<tr>
<td>AES-128 [Max19]</td>
<td></td>
<td>293716</td>
<td>83208</td>
<td>54400</td>
<td>13600</td>
<td>120</td>
<td>2085</td>
<td>2937</td>
</tr>
<tr>
<td>AES-192 [Max19]</td>
<td></td>
<td>331462</td>
<td>92700</td>
<td>60928</td>
<td>15232</td>
<td>120</td>
<td>1878</td>
<td>3513</td>
</tr>
<tr>
<td>AES-256 [Max19]</td>
<td></td>
<td>406638</td>
<td>115018</td>
<td>75072</td>
<td>18768</td>
<td>126</td>
<td>1954</td>
<td>4089</td>
</tr>
</tbody>
</table>

Table 2.4: Circuit size estimates for the AES operator using the [BP12] S-box, for MixColumn design ("MC") either in-place or out-of-place [Max19]. The apparently inconsistent T-depth is discussed in § 2.4.7.

2.4.7 T-depth

Every round of AES (as implemented in Figures 2.9 and 2.10) computes at least one layer of S-boxes as part of ByteSub, which must later be uncomputed. We would thus expect the T-depth of n rounds of AES to be 2n times the T-depth of the S-box. Instead, Table 2.4 shows smaller depths. We find this effect when using either the AND circuit or the unit-testable CCNOT implementation. To test if this is a bug, we used a placeholder S-box circuit which has an arbitrary T-depth d for which the compiler cannot parallelise uses of the T gate (see Figure 2.11 for the design). This “dummy” AES design shows the expected T-depth of 2n · d. Thus we believe the Q# compiler found a non-trivial parallelisation between components of the S-box and the surrounding circuit. This provides a strong case for full explicit implementations of quantum cryptanalytic algorithms in Q# or other languages that allow automatic resource estimates and optimizations; in our case the T-depth of AES-256 is 25% less than naively expected. Unfortunately, Q# cannot yet generate full circuit diagrams for depth-optimized circuits, so we do not know exactly where the parallelisation takes place.\footnote{\url{https://github.com/microsoft/Quantum/issues/462}.}
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Repeat $d$ times

| $|\text{in}\rangle_0$ | $T$ |
| $|\text{in}\rangle_1$ | $T$ |
| $|\text{in}\rangle_2$ | $T$ |
| $|\text{in}\rangle_3$ | $T$ |
| $|\text{in}\rangle_4$ | $T$ |
| $|\text{in}\rangle_5$ | $T$ |
| $|\text{in}\rangle_6$ | $T$ |
| $|\text{in}\rangle_7$ | $T$ |
| $|\text{out}\rangle_0$ | $T$ |
| $|\text{out}\rangle_1$ | $T$ |
| $|\text{out}\rangle_2$ | $T$ |
| $|\text{out}\rangle_3$ | $T$ |
| $|\text{out}\rangle_4$ | $T$ |
| $|\text{out}\rangle_5$ | $T$ |
| $|\text{out}\rangle_6$ | $T$ |
| $|\text{out}\rangle_7$ | $T$ |

Figure 2.11: Dummy S-box design, that tries to forcefully avoid non-parallel calls to the S-box to be partially executed at the same time.

2.5 A quantum circuit for LowMC

LowMC [ARS$^{+}$15, ARS$^{+}$16] is a family of block ciphers aiming for having circuits with low multiplicative complexity. Originally designed to reduce the high cost of binary multiplication in the MPC and FHE scenarios, it has been adopted as a fundamental component by the Picnic signature scheme [CDG$^{+}$17, ZCD$^{+}$17] proposed for standardisation as part of the NIST process for standardizing post-quantum cryptography.

To achieve low multiplicative complexity, LowMC uses an S-box layer of AND-depth 1, which contains a user-defined number of parallel 3-bit S-box computations. In general, any instantiation of LowMC comprises a specific number of rounds. Each round calls an S-box layer, an affine transformation, and a round key addition. Key-scheduling can either be precomputed or computed on the fly. We give in Algorithm 5 a pseudo-code description of the LowMC encryption algorithm.
In this work, we study the original LowMC design. This results in a suboptimal circuit, which can clearly be improved by porting the more recent design from [DKP+19] instead. Even for the original LowMC description, our work shows that the overhead from the cost of the Grover oracle is very small, in particular under the $T$-depth metric. Since LowMC could be standardized as a component of Picnic, we deem it appropriate to point out the differences in Grover oracle cost between different block ciphers and that generalization from AES requires caution.

In this section we describe our Q# implementation of the LowMC instances used as part of Picnic. In particular, Picnic proposes three parameter sets, with $(\text{key size, block size, rounds}) \in \{(128, 128, 20), (192, 192, 30), (256, 256, 38)\}$, all with 10 parallel S-boxes per substitution layer.

### 2.5.1 S-box and S-boxLayer

The LowMC S-box can be naturally implemented using Toffoli (CCNOT) gates. In particular, a simple in-place implementation with depth 5 ($T$-depth 3) is shown in Figure 2.12, alongside a $T$-depth 1 out-of-place circuit, both of which were produced manually. Costs for both circuits can be found in Table 2.5. We use the CCNOT implementation with no measurements from [Sel13]. For LowMC inside of Picnic, the full S-boxLayer consists of 10 parallel S-boxes run on the 30 low order bits of the state.
Figure 2.12: Alternative quantum circuit designs for the LowMC S-box. The in-place design requires auxiliary qubits as part of the concrete CCNOT implementation.

<table>
<thead>
<tr>
<th>operation</th>
<th>#CNOT</th>
<th>#1qCliff</th>
<th>#T</th>
<th>#M</th>
<th>T-D</th>
<th>D</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-place S-box</td>
<td>50</td>
<td>6</td>
<td>21</td>
<td>0</td>
<td>3</td>
<td>23</td>
<td>7</td>
</tr>
<tr>
<td>Shallow S-box</td>
<td>60</td>
<td>6</td>
<td>21</td>
<td>0</td>
<td>1</td>
<td>11</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 2.5: Cost estimates for a single LowMC S-box circuit, following the two designs proposed in Figure 2.12. We note that Figure 2.12 does not display the concrete implementation of CCNOT.
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<table>
<thead>
<tr>
<th>operation</th>
<th>#CNOT</th>
<th>#1qCliff</th>
<th>#T</th>
<th>#M</th>
<th>T-D</th>
<th>D</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>AffineLayer L1 R1</td>
<td>8093</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2365</td>
<td>128</td>
</tr>
<tr>
<td>AffineLayer L3 R1</td>
<td>18080</td>
<td>90</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5301</td>
<td>192</td>
</tr>
<tr>
<td>AffineLayer L5 R1</td>
<td>32714</td>
<td>137</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8603</td>
<td>256</td>
</tr>
</tbody>
</table>

Table 2.6: Costs for in-place circuits implementing the first round (R1) AffineLayer transformation for the three instantiations of LowMC used in Picnic.

2.5.2 LinearLayer, ConstantAddition and AffineLayer

AffineLayer is an affine transformation applied to the state at every round. It consists of a matrix multiplication (LinearLayer) and the addition of a constant vector (ConstantAddition). Both matrix and vector are different for every round and are predefined constants that are populated pseudo-randomly. ConstantAddition is implemented by applying X gates for entries of the vector equal to 1. In Picnic, for every round and every parameter set, all LinearLayer matrices are invertible (due to LowMC’s specification requirements), and hence we use a PLU decomposition for matrix multiplication (Section 2.3.5). Cost estimates for the first round affine transformation in LowMC as used in Picnic are shown in Table 2.6.

2.5.3 KeyExpansion and KeyAddition

To generate the round keys $r_{ki}$, in each round $i$ the LowMC key $k$ is multiplied by a different key derivation pseudo-random matrix $KM_i$. For Picnic, each $KM_i$ is invertible, so we compute $r_{ki}$ from $r_{k_{i-1}}$ as $r_{ki} = KM_i \cdot KM_{i-1}^{-1} \cdot r_{k_{i-1}}$. We compute this in-place using a PLU decomposition of $KM_i \cdot KM_{i-1}^{-1}$. This saves matrix multiplications and qubits compared to computing $r_{ki}$ directly from $k$. We call this operation KeyExpansion. KeyAddition is equivalent to AddRoundKey in AES, and is implemented the same way. Cost estimates for the first round key expansion in LowMC as used in Picnic can be found in Table 2.7.
Table 2.7: Costs for in-place circuits implementing the first round (R1) Key-Expansion (KeyExp.) operation for the three instantiations of LowMC used in Picnic.

<table>
<thead>
<tr>
<th>operation</th>
<th>#CNOT</th>
<th>#1qCliff</th>
<th>#T</th>
<th>#M</th>
<th>T-D</th>
<th>D</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>KeyExp. L1 R1</td>
<td>8104</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2438</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>KeyExp. L3 R1</td>
<td>18242</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4896</td>
<td>192</td>
<td></td>
</tr>
<tr>
<td>KeyExp. L5 R1</td>
<td>32525</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9358</td>
<td>256</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.8: Costs for the full encryption circuit for LowMC as used in Picnic.

<table>
<thead>
<tr>
<th>operation</th>
<th>#CNOT</th>
<th>#1qCliff</th>
<th>#T</th>
<th>#M</th>
<th>T-D</th>
<th>D</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>LowMC L1</td>
<td>689944</td>
<td>4932</td>
<td>8400</td>
<td>0</td>
<td>40</td>
<td>98699</td>
<td>991</td>
</tr>
<tr>
<td>LowMC L3</td>
<td>2271870</td>
<td>9398</td>
<td>12600</td>
<td>0</td>
<td>60</td>
<td>319317</td>
<td>1483</td>
</tr>
<tr>
<td>LowMC L5</td>
<td>5070324</td>
<td>14274</td>
<td>15960</td>
<td>0</td>
<td>76</td>
<td>693471</td>
<td>1915</td>
</tr>
</tbody>
</table>

2.5.4 Round function and full LowMC

The LowMC round function sequentially applies S-boxLayer, AffineLayer and KeyAddition to the state. Our implementation also runs KeyExpansion before AffineLayer. For a full LowMC encryption, we first add the LowMC key \( k \) to the message to produce the initial state, then run the specified number of rounds on it. Costs of the resulting encryption circuits are reported in Table 2.8.

Remark 16. Contrary to what was noticed in the case of AES in Section 2.4.7, the T-depth reported in Table 2.8 is proportional to the number of rounds used in the LowMC instances implemented. This may be due to the simpler S-box and round structure in LowMC being less amenable to compiler optimizations.

2.6 Grover oracles and resource estimates for key search

Equipped with Q# implementations of the AES and LowMC encryption circuits, this section describes the implementation of full Grover oracles for both block
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As discussed in Section 2.2.2 and Section 2.2.3, we must determine the parameter $r$, the number of known plaintext-ciphertext pairs that are required for a successful key-recovery attack. The Grover oracle encrypts $r$ plaintext blocks under the same candidate key and computes a Boolean value that encodes whether all $r$ resulting ciphertext blocks match the given values. A circuit for the block cipher allows us to build an oracle for any $r$ by simply fanning out the key qubits to the $r$ instances and running the $r$ block cipher circuits in parallel. Then a comparison operation with the classical ciphertexts conditionally flips the result qubit and the $r$ encryptions are uncomputed. Figure 2.13 shows the construction for AES and $r = 2$, using the ForwardAES operation from Section 2.4.6.

Figure 2.13: Grover oracle construction from AES using two message-ciphertext pairs. FwAES represents the ForwardAES operator described in § 2.4.6. The middle operator “=” compares the output of AES with the provided ciphertexts and flips the target qubit if they are equal.
The required number of plaintext-ciphertext blocks. In the case of Grover key search with no constraint on circuit depth, the explicit computation of the probabilities in Equation (2.1) shows that using $r = 2$ (resp. 2, 3) for AES-128 (resp. -192, -256) guarantees a unique key with overwhelming probability. The probabilities that there are no spurious keys are $1 - \epsilon$, where $\epsilon < 2^{-128}$, $2^{-64}$, and $2^{-128}$, respectively. Grassl et al. [GLRS16, § 3.1] used $r = 3$, $r = 4$ and $r = 5$, respectively. Hence, their values are too large and the Grover oracle can work correctly with fewer full AES evaluations.

If one is content with a success probability lower than 1, it suffices to use $r = \lceil k/n \rceil$ blocks of plaintext-ciphertext pairs. In this case, it is enough to use $r = 1$, 2, and 3 for AES-128, -192, -256, respectively. Langenberg et al. [LPS20] also propose these values. As an example, if we use $r = 1$ for AES-128, the probability of not having spurious keys is $1/e \approx 0.368$, which could be a high enough chance for a successful attack in certain scenarios, e.g., when there is a strict limit on the width of the attack circuit. Furthermore, when a large number of parallel machines are used in an instance of the attack, as discussed in Section 2.2.3, even the value $r = 1$ can be enough in order to guarantee with high probability that the relevant subset of the key space contains the correct key as a unique solution.

The LowMC parameter sets we consider here all have $k = n$. Therefore, $r = 2$ plaintext-ciphertext pairs are enough for all three sets ($k \in \{128, 192, 256\}$). Then, the probability that the key is unique is $1 - \epsilon$, where $\epsilon < 2^{-k}$, i.e. this probability is negligibly close to 1. With high parallelisation, $r = 1$ is sufficient for a success probability very close to 1.

**Grover oracle cost for AES.** Table 2.9 shows the resources needed for the full AES Grover oracle for the relevant values of $r \in \{1, 2, 3\}$. Even without parallelisation, more than 2 pairs are never required for AES-128 and AES-192. The same holds for 3 or more pairs for AES-256.

**Grover oracle cost for LowMC.** The resources required for our implementation of the full LowMC Grover oracle for the relevant values of $r \in \{1, 2\}$
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<table>
<thead>
<tr>
<th>operation</th>
<th>MC</th>
<th>r</th>
<th>#CNOT</th>
<th>#1qCliff</th>
<th>#T</th>
<th>#M</th>
<th>T-D</th>
<th>D</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES-128</td>
<td>IP</td>
<td>1</td>
<td>292213</td>
<td>84228</td>
<td>54908</td>
<td>13727</td>
<td>121</td>
<td>2830</td>
<td>1665</td>
</tr>
<tr>
<td>AES-192</td>
<td>IP</td>
<td>1</td>
<td>329779</td>
<td>94480</td>
<td>61436</td>
<td>15359</td>
<td>120</td>
<td>2986</td>
<td>1985</td>
</tr>
<tr>
<td>AES-256</td>
<td>IP</td>
<td>1</td>
<td>403895</td>
<td>115798</td>
<td>75580</td>
<td>18895</td>
<td>126</td>
<td>3346</td>
<td>2305</td>
</tr>
<tr>
<td>AES-128</td>
<td>IP</td>
<td>2</td>
<td>584567</td>
<td>168216</td>
<td>109820</td>
<td>27455</td>
<td>121</td>
<td>2830</td>
<td>3329</td>
</tr>
<tr>
<td>AES-192</td>
<td>IP</td>
<td>2</td>
<td>659623</td>
<td>188312</td>
<td>122876</td>
<td>30719</td>
<td>120</td>
<td>2994</td>
<td>3969</td>
</tr>
<tr>
<td>AES-256</td>
<td>IP</td>
<td>2</td>
<td>808371</td>
<td>231724</td>
<td>151164</td>
<td>37791</td>
<td>126</td>
<td>3343</td>
<td>4609</td>
</tr>
<tr>
<td>AES-256</td>
<td>IP</td>
<td>3</td>
<td>1212773</td>
<td>347502</td>
<td>226748</td>
<td>56687</td>
<td>126</td>
<td>3348</td>
<td>6913</td>
</tr>
<tr>
<td>AES-128</td>
<td>M</td>
<td>1</td>
<td>294453</td>
<td>83668</td>
<td>54908</td>
<td>13727</td>
<td>121</td>
<td>2074</td>
<td>2817</td>
</tr>
<tr>
<td>AES-192</td>
<td>M</td>
<td>1</td>
<td>332765</td>
<td>94292</td>
<td>61436</td>
<td>15359</td>
<td>120</td>
<td>1884</td>
<td>3393</td>
</tr>
<tr>
<td>AES-256</td>
<td>M</td>
<td>1</td>
<td>407401</td>
<td>115530</td>
<td>75580</td>
<td>18895</td>
<td>126</td>
<td>1943</td>
<td>3969</td>
</tr>
<tr>
<td>AES-128</td>
<td>M</td>
<td>2</td>
<td>589879</td>
<td>168760</td>
<td>109820</td>
<td>27455</td>
<td>121</td>
<td>2093</td>
<td>5633</td>
</tr>
<tr>
<td>AES-192</td>
<td>M</td>
<td>2</td>
<td>665843</td>
<td>188432</td>
<td>122876</td>
<td>30719</td>
<td>120</td>
<td>1886</td>
<td>6785</td>
</tr>
<tr>
<td>AES-256</td>
<td>M</td>
<td>2</td>
<td>815639</td>
<td>231700</td>
<td>151164</td>
<td>37791</td>
<td>126</td>
<td>1953</td>
<td>7937</td>
</tr>
<tr>
<td>AES-256</td>
<td>M</td>
<td>3</td>
<td>1223521</td>
<td>347158</td>
<td>226748</td>
<td>56687</td>
<td>126</td>
<td>1957</td>
<td>11905</td>
</tr>
</tbody>
</table>

Table 2.9: Costs for the AES Grover oracle operator for \( r = 1, 2 \) and 3 plaintext-ciphertext pairs. “MC” is the MixColumn design, either in-place (“IP”) or Maximov’s [Max19] (“M”).

are shown in Table 2.10. No setting needs more than \( r = 2 \) plaintext-ciphertext pairs. Note that although the circuits in Section 2.5.4 for computing the LowMC cipher do not use AND gates, the comparison operator used to construct the Grover oracle does. This explains why in Table 2.10 a small number of measurements is reported.

### 2.6.2 Cost estimates for block cipher key search

Using the cost estimates for the AES and LowMC Grover oracles from Section 2.6.1, this section provides cost estimates for full key search attacks on both block ciphers. For the sake of a direct comparison to the previous results in [GLRS16] and [LPS20], we first ignore any limit on the depth and present the same setting as in these works. Then, we provide cost estimates with imposed depth limits and the consequential parallelisation requirements.
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<table>
<thead>
<tr>
<th>operation</th>
<th>r</th>
<th>#CNOT</th>
<th>#1qCliff</th>
<th>#T</th>
<th>#M</th>
<th>T-D</th>
<th>D</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>LowMC L1</td>
<td>1</td>
<td>690959</td>
<td>5948</td>
<td>8908</td>
<td>127</td>
<td>41</td>
<td>98705</td>
<td>1585</td>
</tr>
<tr>
<td>LowMC L3</td>
<td>1</td>
<td>2273401</td>
<td>10934</td>
<td>13364</td>
<td>191</td>
<td>61</td>
<td>319323</td>
<td>2377</td>
</tr>
<tr>
<td>LowMC L5</td>
<td>1</td>
<td>5072343</td>
<td>16209</td>
<td>16980</td>
<td>372</td>
<td>77</td>
<td>693477</td>
<td>3049</td>
</tr>
<tr>
<td>LowMC L1</td>
<td>2</td>
<td>1382179</td>
<td>11896</td>
<td>17820</td>
<td>255</td>
<td>41</td>
<td>98711</td>
<td>3169</td>
</tr>
<tr>
<td>LowMC L3</td>
<td>2</td>
<td>4547147</td>
<td>21780</td>
<td>26732</td>
<td>383</td>
<td>61</td>
<td>319329</td>
<td>4753</td>
</tr>
<tr>
<td>LowMC L5</td>
<td>2</td>
<td>10145281</td>
<td>32567</td>
<td>33964</td>
<td>783</td>
<td>77</td>
<td>693483</td>
<td>6097</td>
</tr>
</tbody>
</table>

Table 2.10: Cost estimates for the LowMC Grover oracle operator for \( r = 1 \) and 2 plaintext-ciphertext pairs. LowMC parameter sets are as used in Picnic.

Comparison to previous work. Table 2.11 shows cost estimates for a full run of Grover’s algorithm when using \( \lceil \frac{\pi}{4} \frac{2^k}{2} \rceil \) iterations of the AES Grover operator without parallelisation. We only take into account the costs imposed by the oracle operator \( U_f \) (in the notation of Section 1.5.1) and ignore the costs of the operator \( U_\psi = 2|\psi\rangle\langle\psi| - I \). If the number of plaintext-ciphertext pairs ensures a unique key, this number of operations maximizes the success probability \( p_{\text{succ}} \) to be negligibly close to 1. For smaller values of \( r \) such as those proposed in [LPS20], the success probability is given by the probability that the key is unique\(^{16}\).

The \( G \)-cost is the total number of gates, which is the sum of the first three columns in the table, corresponding to the numbers of 1-qubit Clifford and CNOT gates (both under “Clifford” to more easily compare with other works which similarly collect both numbers), \( T \) gates and measurements. Table 2.11 shows that the \( G \)-cost is always better in our work when comparing values for the same AES instance and the same value for \( r \) and the same holds for the \( DW \)-cost.

Table 2.12 shows cost estimates for LowMC in the same setting. Despite LowMC’s lower multiplicative complexity and a relatively lower number of \( T \) gates, the large number of CNOT gates leads to overall higher \( G \)-cost and \( DW \)-cost than AES, as we count all gates.

\(^{16}\)Technically, this results in an approximate lower bound to the success probability.
## 2.6 Grover oracles and resource estimates for key search

<table>
<thead>
<tr>
<th>Scheme</th>
<th>r</th>
<th>#Clifford</th>
<th>#T</th>
<th>#M</th>
<th>T-D</th>
<th>D</th>
<th>W</th>
<th>G-cost</th>
<th>DW-cost</th>
<th>(p_s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES-128</td>
<td>3</td>
<td>86.63</td>
<td>86.25</td>
<td>—</td>
<td>80.08</td>
<td>81.21</td>
<td>2953</td>
<td>87.45</td>
<td>92.74</td>
<td>1</td>
</tr>
<tr>
<td>AES-192</td>
<td>4</td>
<td>119.23</td>
<td>118.86</td>
<td>—</td>
<td>112.28</td>
<td>113.41</td>
<td>4449</td>
<td>120.06</td>
<td>125.53</td>
<td>1</td>
</tr>
<tr>
<td>AES-256</td>
<td>5</td>
<td>151.87</td>
<td>151.50</td>
<td>—</td>
<td>144.53</td>
<td>145.65</td>
<td>6681</td>
<td>152.70</td>
<td>158.36</td>
<td>1</td>
</tr>
</tbody>
</table>

| AES oracle iterations for attacks with high success probability, disregarding \textsc{maxdepth}. CNOT and 1-qubit Clifford gate counts are added to allow easier comparison to the previous work from [GLRS16, LPS20], who report both kinds of gates under “Clifford”. [LPS20] uses the S-box design from [BP10]. In this table we only use the in-place MixColumn design (see § 2.4.3). The circuit sizes for AES-128 (resp. -192, -256) in the second block have been extrapolated from Grassl et al. by multiplying gate counts and circuit width by 1/3 (resp. 1/2, 2/5), while keeping depth values intact. \(p_s\) reports the approximate success probability.

Table 2.11: Comparison of cost estimates for Grover’s algorithm with \(\left\lceil \frac{\pi 2^{k/2}}{4}\right\rceil\) AES oracle iterations for attacks with high success probability, disregarding \textsc{maxdepth}. CNOT and 1-qubit Clifford gate counts are added to allow easier comparison to the previous work from [GLRS16, LPS20], who report both kinds of gates under “Clifford”. [LPS20] uses the S-box design from [BP10]. In this table we only use the in-place MixColumn design (see § 2.4.3). The circuit sizes for AES-128 (resp. -192, -256) in the second block have been extrapolated from Grassl et al. by multiplying gate counts and circuit width by 1/3 (resp. 1/2, 2/5), while keeping depth values intact. \(p_s\) reports the approximate success probability.
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<table>
<thead>
<tr>
<th>scheme</th>
<th>( r )</th>
<th># CNOT</th>
<th>#1qCliff</th>
<th>#T</th>
<th>#M</th>
<th>T-D</th>
<th>D</th>
<th>( G )-cost</th>
<th>( DW )-cost</th>
<th>( \approx p_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LowMC L1</td>
<td>1</td>
<td>83.05</td>
<td>76.19</td>
<td>76.77</td>
<td>70.64</td>
<td>69.01</td>
<td>80.24</td>
<td>1585</td>
<td>90.87</td>
<td>1/e</td>
</tr>
<tr>
<td>LowMC L3</td>
<td>1</td>
<td>116.77</td>
<td>109.07</td>
<td>109.36</td>
<td>103.23</td>
<td>101.58</td>
<td>113.94</td>
<td>2377</td>
<td>125.15</td>
<td>1/e</td>
</tr>
<tr>
<td>LowMC L5</td>
<td>1</td>
<td>149.93</td>
<td>141.63</td>
<td>141.70</td>
<td>136.19</td>
<td>133.92</td>
<td>147.06</td>
<td>3049</td>
<td>158.63</td>
<td>1/e</td>
</tr>
<tr>
<td>LowMC L1</td>
<td>2</td>
<td>84.05</td>
<td>77.19</td>
<td>77.77</td>
<td>71.65</td>
<td>69.01</td>
<td>80.24</td>
<td>3169</td>
<td>84.08</td>
<td>91.87</td>
</tr>
<tr>
<td>LowMC L3</td>
<td>2</td>
<td>117.77</td>
<td>110.06</td>
<td>110.36</td>
<td>104.23</td>
<td>101.58</td>
<td>113.94</td>
<td>4753</td>
<td>125.15</td>
<td>1</td>
</tr>
<tr>
<td>LowMC L5</td>
<td>2</td>
<td>150.93</td>
<td>142.64</td>
<td>142.70</td>
<td>137.26</td>
<td>133.92</td>
<td>147.06</td>
<td>6097</td>
<td>158.63</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.12: Cost estimates for Grover’s algorithm with \( \left\lceil \frac{\pi}{4} 2^{k/2} \right\rceil \) LowMC oracle iterations for attacks with high success probability, without a depth restriction.

Cost estimates under a depth limit. Tables 2.14 and 2.15 show cost estimates for running Grover’s algorithm against AES and LowMC under a given depth limit. This restriction is proposed in the NIST call for proposals for standardisation of post-quantum cryptography [Nat16]. We use the notation and example values for \( \text{MAXDEPTH} \) from the call. Imposing a depth limit forces the parallelisation of Grover’s algorithm, which we assume uses inner parallelisation, see Section 2.2.3.

The values in the table follow Section 2.3.6. Given cost estimates \( G_G \), \( G_D \) and \( G_W \) for the oracle circuit, we determine the maximal number of Grover iterations that can be carried out within the \( \text{MAXDEPTH} \) limit. Then the required number \( S \) of parallel instances is computed via Equation (2.8) and the \( G \)-cost and \( DW \)-cost follow from Equations (2.9) and (2.10). The number \( r \) of plaintext-ciphertext pairs is the minimal value such that the probability SKP for having spurious keys in the subset of the key space that holds the target key is less than \( 2^{-20} \).

The impact of imposing a depth limit on the key search algorithm can directly be seen by comparing, for example Table 2.14 with Table 2.11 in the case of AES. Key search against AES-128 without depth limit has a \( G \)-cost of \( 2^{83.42} \) gates and a \( DW \)-cost of \( 2^{86.82} \) qubit-cycles. Now, setting \( \text{MAXDEPTH} = 2^{40} \) increases both the \( G \)-cost and the \( DW \)-cost by a factor of roughly \( 2^{34} \) to \( 2^{117.09} \) gates and \( 2^{120.80} \) qubit-cycles. For \( \text{MAXDEPTH} = 2^{64} \), the increase is by a factor of roughly \( 2^{10} \). We note that for \( \text{MAXDEPTH} = 2^{96} \), key search on AES-128 does not require any parallelisation.
2.6 Grover oracles and resource estimates for key search

Implications for post-quantum security categories. The security strength categories 1, 3 and 5 in the NIST call for proposals [Nat16] are defined by the resources needed for key search on AES-128, AES-192 and AES-256, respectively. For a cryptographic scheme to satisfy the security requirement at a given level, the best known attack must take at least as many resources as key search against the corresponding AES instance.

As guidance, NIST provides a table with gate cost estimates via a formula depending on the depth bound MAXDEPTH. This formula is deduced as follows: assume that non-parallel Grover search requires a depth of \( D = x \cdot \text{MAXDEPTH} \) for some \( x \geq 1 \) and that the circuit has \( G \) gates. Then, about \( x^2 \) machines are needed, each running for a fraction \( 1/x \) of the non-parallel runtime and using roughly \( G/x \) gates, in order for the quantum attack to fit within the depth budget given by MAXDEPTH while attaining the same attack success probability. Hence, the total gate count for a parallelised Grover search is roughly \( (G/x) \cdot x^2 = G \cdot D/\text{MAXDEPTH} \). The cost formula reported in the NIST table (also provided in Table 2.13 for reference) is deduced by using the values for \( G \)-cost and depth \( D \) from Grassl et al. [GLRS16].

However, the above formula does not take into account that parallelisation often allows us to reduce the number of required plaintext-ciphertext pairs, resulting in a \( G \)-cost reduction for search in each parallel Grover instance by a factor larger than \( x \). Note also that [Nat16, Footnote 5] mentions that using the formula for very small values of \( x \) (corresponding to very large values of MAXDEPTH such that \( x = D/\text{MAXDEPTH} < 1 \) and that no parallelisation is required) underestimates the quantum security of AES. This is the case for AES-128 with MAXDEPTH = \( 2^{96} \).

In Table 2.13, we compare NIST’s numbers with our gate counts for parallel Grover search. Our results for each specific setting incorporate the reduction of plaintext-ciphertext pairs through parallelisation, provide the correct cost if parallelisation is not necessary and use improved circuit designs. The table shows that for most situations, AES is less quantum secure than the NIST estimates predict. For each category, we provide a very rough approximation
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formula that could be used to replace NIST’s formula. We observe a consistent reduction in $G$-cost for quantum key search by 11-13 bits.

Since NIST clearly defines its security categories 1, 3 and 5 based on the computational resources required for key search on AES, the explicit required gate counts should be lowered to account for any cheaper attacks (in the same computational model), such as our. This would mean that it is now easier for submitters to claim equivalent security, with the exception of category 1 with $\text{MAXDEPTH} = 2^{96}$. A possible consequence of our work is that some of the NIST submissions might profit from slightly tweaking certain parameter sets to allow more efficient implementations, while at the same time satisfying the (now weaker) requirements for their intended security category.

Remark 17. The $G$-cost results in Table 2.15 show that key recovery against the LowMC instances we implemented requires at least as many gates as key recovery against AES with the same key size. If NIST replaces its explicit gate cost estimates for AES with the ones in this work, these LowMC instances meet the post-quantum security requirements as defined in the NIST call [Nat16]. On the other hand, the same results show that they do not meet the explicit gate count requirements for the original NIST security categories. For example, LowMC L1 can be broken with an attack having $G$-cost $2^{123.32}$ when $\text{MAXDEPTH} = 2^{40}$, while the original bound in category 1 requires a scheme to not be broken by an attack using less than $2^{130}$ gates. In all settings considered here, a LowMC key can be found with a slightly smaller $G$-cost than NIST’s original estimates for AES.$^{17}$ The margin is relatively small. However, we cannot finalize conclusions about the relative security of LowMC and AES until quantum circuits for LowMC are optimized as much as the ones for AES.

2.7 Conclusions

This chapter’s main focus was on exploring the setting proposed by NIST where quantum attacks are limited by a total bound on the depth of quantum circuits.

$^{17}$Except for the case of LowMC L1 in $\text{MAXDEPTH} = 2^{96}$, where the criterium for being in Category 1 appears to be too relaxed due to NIST underestimating the security of AES-128.
Table 2.13: Comparison of our cost estimate results with NIST’s approximations based on Grassl et al. [GLRS16]. The approximation column displays NIST’s formula from [Nat16] and a rough approximation to replace the NIST formula based on our results. Under $\text{MAXDEPTH} = 2^{96}$, AES-128 is a special case as the attack does not require any parallelisation and the approximation underestimates its cost.

Previous works [GLRS16, ASAM18, LPS20] aim to minimize cost under a trade-off between circuit depth and a limit on the total number of qubits needed, say a hypothetical bound $\text{MAXWIDTH}$. Depth limits are not discussed when choosing a Grover strategy. Since it is somewhat unclear what exact characteristics and features a future scalable quantum computer might have, quantum circuit and Grover strategy optimization with the goal of minimizing different cost metrics under different constraints than $\text{MAXDEPTH}$ could be an interesting avenue for future research.

We have studied key search problems for a single target. In classical cryptanalysis, multi-target attacks have to be taken into account for assessing the security of cryptographic systems. We leave the exploration of estimating the cost of quantum multi-target attacks, for example using the algorithm by Banegas and Bernstein [BB17] under $\text{MAXDEPTH}$ (or alternative regimes), as future work.

Further, implementing quantum circuits for cryptanalysis in Q# or another quantum programming language for concrete cost estimation could be worthwhile to increase confidence in the security of proposed post-quantum schemes. For example, quantum lattice sieving and enumeration appear to be prime candidates.
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<table>
<thead>
<tr>
<th>scheme</th>
<th>MC</th>
<th>r</th>
<th>MD</th>
<th>S</th>
<th>SKP</th>
<th>D</th>
<th>W</th>
<th>G-cost</th>
<th>DW-cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES-128</td>
<td>M</td>
<td>1</td>
<td>40</td>
<td>69.34</td>
<td>-69.34</td>
<td>40.00</td>
<td>80.80</td>
<td>117.09</td>
<td>120.80</td>
</tr>
<tr>
<td>AES-192</td>
<td>M</td>
<td>1</td>
<td>40</td>
<td>133.06</td>
<td>-69.06</td>
<td>40.00</td>
<td>144.79</td>
<td>181.13</td>
<td>184.79</td>
</tr>
<tr>
<td>AES-256</td>
<td>M</td>
<td>1</td>
<td>40</td>
<td>197.15</td>
<td>-69.15</td>
<td>40.00</td>
<td>209.11</td>
<td>245.46</td>
<td>249.11</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>scheme</th>
<th>MC</th>
<th>r</th>
<th>MD</th>
<th>S</th>
<th>SKP</th>
<th>D</th>
<th>W</th>
<th>G-cost</th>
<th>DW-cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES-128</td>
<td>IP</td>
<td>2</td>
<td>96</td>
<td>—</td>
<td>—</td>
<td>75.12</td>
<td>11.70</td>
<td>83.42</td>
<td>86.82</td>
</tr>
<tr>
<td>AES-192</td>
<td>M</td>
<td>2</td>
<td>96</td>
<td>21.07</td>
<td>—</td>
<td>96.00</td>
<td>33.79</td>
<td>126.13</td>
<td>129.79</td>
</tr>
<tr>
<td>AES-256</td>
<td>M</td>
<td>2</td>
<td>96</td>
<td>85.17</td>
<td>-85.17</td>
<td>96.00</td>
<td>98.12</td>
<td>190.47</td>
<td>194.12</td>
</tr>
</tbody>
</table>

### (a) The depth cost metric is the full depth $D$.

<table>
<thead>
<tr>
<th>scheme</th>
<th>MC</th>
<th>r</th>
<th>MD</th>
<th>S</th>
<th>SKP</th>
<th>T-D</th>
<th>W</th>
<th>G-cost</th>
<th>T-DW-cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES-128</td>
<td>IP</td>
<td>1</td>
<td>40</td>
<td>61.14</td>
<td>-61.14</td>
<td>40.00</td>
<td>71.84</td>
<td>112.99</td>
<td>111.84</td>
</tr>
<tr>
<td>AES-192</td>
<td>IP</td>
<td>1</td>
<td>40</td>
<td>125.12</td>
<td>-61.12</td>
<td>40.00</td>
<td>136.07</td>
<td>177.14</td>
<td>176.07</td>
</tr>
<tr>
<td>AES-256</td>
<td>IP</td>
<td>1</td>
<td>40</td>
<td>189.26</td>
<td>-61.26</td>
<td>40.00</td>
<td>200.43</td>
<td>241.51</td>
<td>240.43</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>scheme</th>
<th>MC</th>
<th>r</th>
<th>MD</th>
<th>S</th>
<th>SKP</th>
<th>T-D</th>
<th>W</th>
<th>G-cost</th>
<th>T-DW-cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES-128</td>
<td>IP</td>
<td>2</td>
<td>64</td>
<td>13.14</td>
<td>—</td>
<td>64.00</td>
<td>24.84</td>
<td>89.99</td>
<td>88.84</td>
</tr>
<tr>
<td>AES-192</td>
<td>IP</td>
<td>2</td>
<td>64</td>
<td>77.12</td>
<td>—</td>
<td>64.00</td>
<td>89.07</td>
<td>154.14</td>
<td>153.07</td>
</tr>
<tr>
<td>AES-256</td>
<td>IP</td>
<td>2</td>
<td>64</td>
<td>141.26</td>
<td>-141.26</td>
<td>64.00</td>
<td>153.43</td>
<td>218.51</td>
<td>217.43</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>scheme</th>
<th>MC</th>
<th>r</th>
<th>MD</th>
<th>S</th>
<th>SKP</th>
<th>T-D</th>
<th>W</th>
<th>G-cost</th>
<th>T-DW-cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES-128</td>
<td>IP</td>
<td>2</td>
<td>96</td>
<td>—</td>
<td>—</td>
<td>70.57</td>
<td>11.70</td>
<td>83.42</td>
<td>82.27</td>
</tr>
<tr>
<td>AES-192</td>
<td>IP</td>
<td>2</td>
<td>96</td>
<td>13.12</td>
<td>—</td>
<td>96.00</td>
<td>25.07</td>
<td>122.14</td>
<td>121.07</td>
</tr>
<tr>
<td>AES-256</td>
<td>IP</td>
<td>2</td>
<td>96</td>
<td>77.26</td>
<td>-77.26</td>
<td>96.00</td>
<td>89.43</td>
<td>186.51</td>
<td>185.43</td>
</tr>
</tbody>
</table>

### (b) The depth cost metric is the $T$-depth $T-D$ only.

Table 2.14: Cost estimates for parallel Grover key search against AES under a depth limit $\text{MAXDEPTH}$ with inner parallelisation (see § 2.2.3). MC is the MixColumn circuit used (in-place or Maximov’s [Max19]), $r$ is the number of plaintext-ciphertext pairs used in the Grover oracle, $\text{MD}$ is $\text{MAXDEPTH}$, $S$ is the number of subsets into which the key space is divided, SKP is the probability that spurious keys are present in the subset holding the target key, $W$ is the qubit width of the full circuit, $D$ the full depth, $T-D$ the $T$-depth, $DW$-cost uses the full depth and $T-DW$-cost the $T$-depth. After the Grover search is completed, each of the $S$ measured candidate keys is classically checked against 2 (resp. 2, 3) plaintext-ciphertext pairs for AES-128 (resp. -192, -256).
2.7 Conclusions

<table>
<thead>
<tr>
<th>scheme</th>
<th>r</th>
<th>MD</th>
<th>$S$</th>
<th>SKP</th>
<th>$D$</th>
<th>$W$</th>
<th>$G$-cost</th>
<th>$DW$-cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>LowMC L1</td>
<td>1</td>
<td>40</td>
<td>80.48</td>
<td>−80.48</td>
<td>40.00</td>
<td>91.11</td>
<td>123.32</td>
<td>131.11</td>
</tr>
<tr>
<td>LowMC L3</td>
<td>1</td>
<td>40</td>
<td>147.87</td>
<td>−147.87</td>
<td>40.00</td>
<td>159.09</td>
<td>190.72</td>
<td>199.09</td>
</tr>
<tr>
<td>LowMC L5</td>
<td>1</td>
<td>40</td>
<td>214.11</td>
<td>−214.11</td>
<td>40.00</td>
<td>225.68</td>
<td>256.99</td>
<td>265.68</td>
</tr>
<tr>
<td>LowMC L1</td>
<td>1</td>
<td>64</td>
<td>32.48</td>
<td>−32.48</td>
<td>64.00</td>
<td>43.11</td>
<td>99.32</td>
<td>107.11</td>
</tr>
<tr>
<td>LowMC L3</td>
<td>1</td>
<td>64</td>
<td>99.87</td>
<td>−99.87</td>
<td>64.00</td>
<td>111.09</td>
<td>166.72</td>
<td>175.09</td>
</tr>
<tr>
<td>LowMC L5</td>
<td>1</td>
<td>64</td>
<td>166.11</td>
<td>−166.11</td>
<td>64.00</td>
<td>177.68</td>
<td>232.99</td>
<td>241.68</td>
</tr>
</tbody>
</table>

(a) The depth cost metric is the full depth $D$.

<table>
<thead>
<tr>
<th>scheme</th>
<th>r</th>
<th>MD</th>
<th>$S$</th>
<th>SKP</th>
<th>$T$-$D$</th>
<th>$W$</th>
<th>$G$-cost</th>
<th>$T$-$DW$-cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>LowMC L1</td>
<td>2</td>
<td>96</td>
<td>—</td>
<td>—</td>
<td>80.24</td>
<td>11.63</td>
<td>84.08</td>
<td>91.87</td>
</tr>
<tr>
<td>LowMC L3</td>
<td>1</td>
<td>96</td>
<td>35.87</td>
<td>−35.87</td>
<td>96.00</td>
<td>47.09</td>
<td>134.72</td>
<td>143.09</td>
</tr>
<tr>
<td>LowMC L5</td>
<td>1</td>
<td>96</td>
<td>102.11</td>
<td>−102.11</td>
<td>96.00</td>
<td>113.68</td>
<td>200.99</td>
<td>209.68</td>
</tr>
</tbody>
</table>

(b) The depth cost metric is the $T$-depth $T$-$D$ only.

Table 2.15: Cost estimates for parallel Grover key search against LowMC under a depth limit $\text{MAXDEPTH}$ with inner parallelisation (see § 2.2.3). $r$ is the number of plaintext-ciphertext pairs used in the Grover oracle, $\text{MD}$ is $\text{MAXDEPTH}$, $S$ is the number of subsets into which the key space is divided, $\text{SKP}$ is the probability that spurious keys are present in the subset holding the target key, $W$ is the qubit width of the full circuit, $D$ the full depth, $T$-$D$ the $T$-depth, $DW$-cost uses the full depth and $T$-$DW$-cost the $T$-depth. After the Grover search is completed, each of the $S$ measured candidate keys is classically checked against 2 plaintext-ciphertext pairs.
2.7.1 Developments since publication

Since the publication of this chapter as [JNRV20], a few papers covering related topics have been made available that we would like to mention here. In the space of Grover cost estimates, some works have used a similar methodology to ours to estimate attacks against other symmetric primitives. In particular, [AMM20b, CS20, Sch20, AMM+20c] looked at the SIMON, ARIA, Gimli and FSR-based constructions respectively, providing implementations and cost estimates in Qiskit [AAA+19], while [JCKS20, JCK+20] looked at SPECK and at various Korean block ciphers respectively, with implementations and estimates using ProjectQ [SHT18]. [LY20, AMM20a] combined a similar methodology to compare Grover key search on SIMON and SPECK to quantum-aided differential cryptanalysis (with the latter paper providing an implementation in Qiskit). In the space of Grover search against AES specifically, [ZWS+20] introduced a new S-box design requiring fewer qubits, [CLLc20] investigates depth–width trade-offs for the S-box circuit, [DP21] implements the Search With Two Oracles technique from [DP19] in Q#. [HJN+20, BJ20] focused on Shor’s and Simon’s algorithms against elliptic curves and other symmetric primitives respectively, while still providing Q# implementations of the attacked primitives. Finally, [AGPS20] designed Nearest-Neighbour Search quantum circuits to investigate the crossover point between classical and quantum lattice sieving in the depth-unbounded setting.
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On the Expected Cost of Solving uSVP
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Reducing the Learning with Errors problem (LWE) to the unique Shortest Vector Problem (uSVP) and then applying lattice reduction is a commonly relied-upon strategy for estimating the cost of solving LWE-based constructions. In the literature, two different conditions are formulated under which this strategy is successful. One going back to Gama & Nguyen’s work on predicting lattice reduction (Eurocrypt 2008) and the other outlined by Alkim et al. (USENIX 2016). Since these two estimates predict significantly different costs for solving LWE parameter sets from the literature, we revisit the uSVP strategy. We present empirical evidence from lattice reduction experiments exhibiting a behaviour in line with the latter estimate. However, we also observe that in some situations lattice reduction behaves somewhat better than expected from
Alkim et al.’s work and explain this behaviour under standard assumptions. Finally, we show that the security estimates of some LWE-based constructions from the literature need to be revised and give refined expected solving costs.

3.1 Motivation

The Learning with Errors problem (LWE) has attained a central role in cryptography as a key hard problem for building quantum-safe cryptographic constructions, from public key encryption [Reg05, LP11, ADPS16] to obfuscation of some families of circuits [BVWW16].

Recalling from Section 1.4.2, LWE asks to recover a secret vector \( s \in \mathbb{Z}_q^n \), given a matrix \( A \in \mathbb{Z}_q^{m \times n} \) and a vector \( b \in \mathbb{Z}_q^m \) such that \( As + e = b \mod q \) for a short error vector \( e \in \mathbb{Z}_q^m \) sampled coordinate-wise from an error distribution \( \chi \). The decision variant of LWE asks to distinguish between an LWE instance \((A, b)\) and uniformly random \((A, b)\in\mathbb{Z}_q^{m \times n} \times \mathbb{Z}_q^m\). To assess the security provided by a given set of parameters \( n, \chi, q \), two strategies are typically considered: the dual strategy finds short vectors in the lattice \( \{ x \in \mathbb{Z}_q^m | xA \equiv 0 \mod q \} \), i.e. it solves the Short Integer Solutions problem (SIS). Given such a short vector \( v \), we can decide if an instance is LWE by computing \( \langle v, b \rangle \equiv \langle v, e \rangle \mod q \) which is short whenever \( v \) and \( e \) are sufficiently short [MR09]. This strategy was revisited for small, sparse secret instances of LWE [Alb17]. The primal strategy finds the closest vector to \( b \) in the integral column span of \( A \mod q \) [LP11], i.e. it solves the corresponding Bounded Distance Decoding problem (BDD) directly. Writing \([I_n | A']\) for the reduced row echelon form of \( A^t \in \mathbb{Z}_q^{n \times m} \) (with high probability and after appropriate permutation of columns), this task can be reformulated as solving the unique Shortest Vector Problem (uSVP) in the \( m + 1 \) dimensional \( q \)-ary lattice

\[
\Lambda = \mathbb{Z}^{m+1} \cdot \begin{pmatrix}
0 & qI_{m-n} & 0 \\
I_n & A' & 0 \\
-b^t & -c
\end{pmatrix}
\] (3.1)
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by Kannan’s embedding [Kan87] with embedding coefficient $c$. Indeed, BDD and uSVP are polynomial-time equivalent for small approximation factors [LM09]. The lattice $\Lambda$ has volume $c \cdot q^{m-n}$ and contains a vector of norm $\sqrt{\|e\|^2 + c^2}$ which is unusually short, i.e. the gap between the first and second lattice minimum $\lambda_2(\Lambda)/\lambda_1(\Lambda)$ is large.

Alternatively, if the secret vector $s$ is also short, there is a second established embedding reducing LWE to uSVP (cf. (3.7)). When the LWE instance under consideration is in normal form, i.e. the secret $s$ follows the noise distribution, the geometries of the lattices in (3.1) and (3.7) are the same, which is why without loss of generality we only consider (3.1) in this work save for Section 3.4.

To find short vectors, lattice reduction [LLL82, Sch87, GN08a, HPS11, CN11, MW16] can be applied. Thus, to establish the cost of solving an LWE instance, we may consider the cost of lattice reduction for solving uSVP.

Two conflicting estimates for the success of lattice reduction in solving uSVP are available in the literature. The first is going back to [GN08b] and was developed in [AFG14, APS15, Gö16, HKM17] for LWE. This estimate is commonly relied upon by designers in the literature, e.g. [BG14a, CHK+17, CKLS18, CLP17, ABB+17]. The second estimate was outlined in [ADPS16] and is relied upon in [BCD+16, BDK+18]. We will use the shorthand 2008 estimate for the former and 2016 estimate for the latter. As illustrated in Figure 3.1, the predicted costs under these two estimates differ greatly. For example, considering $n = 1024$, $q \approx 2^{15}$ and $\chi$ a discrete Gaussian with standard deviation $\sigma = 3.2$, the former predicts a cost of $\approx 2^{355}$ operations, whereas the latter predicts a cost of $\approx 2^{287}$ operations in the same cost model for lattice reduction.\footnote{Alternatively, we can perform lattice reduction on the $q$-ary lattice spanned by $A^t$, i.e. the lattice spanned by the first $m$ rows of (3.1), followed by an enumeration to find the closest (projected) lattice point to (the projection of) $c$ [LP11, LN13].}

\footnote{Assuming that an SVP oracle call in dimension $\beta$ costs $2^{\beta \cdot 292 / \beta + 16 \cdot 4}$ [BDGL16, APS15], where $+16.4$ takes the place of $o(\beta)$ from the asymptotic formula and is based on experiments in [Laa15].}
Contribution and chapter roadmap. Relying on progress made in publicly available lattice reduction libraries [DT17, FPY17], we revisit the embedding approach for solving LWE resp. BDD under some reasonable assumptions about the LWE error distribution. In Section 3.2 we recall the two competing estimates for the cost of such approach from the literature. Then, in Section 3.3, we expand on the exposition from [ADPS16] followed by presenting the results of running 23,000 core hours worth of lattice reduction experiments in medium to larger block sizes $\beta$. Our results confirm that lattice reduction largely follows the behaviour expected from the 2016 estimate [ADPS16]. However, we also find that in our experiments the attack behaves somewhat better than expected.\footnote{We note that this deviation from the expectation has a negligible impact on security estimates for cryptographic parameters.} In Section 3.3.3, we then explain the observed behaviour of the BKZ algorithm under the Geometric Series Assumption (GSA) and under the assumption that the unique shortest vector is distributed in a random direction relative to the rest of the basis. Finally, using the 2016 estimate, in Section 3.4 we show that some proposed parameters from the literature need to be updated to maintain the originally claimed level of security. In particular, we give reduced costs for solving the LWE instances underlying TESLA [ABB+17] and the somewhat homomorphic encryption scheme in [BCIV17]. We also show
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that under the revised, corrected estimate, the primal attack performs about as well on SEAL v2.1 parameter sets as the dual attack from [Alb17].

All of our code and data can be found at github.com/fvirdia/agvw17-code-data.

3.2 Choosing BKZ block sizes

In this section we illustrate the two approaches used in the lattice literature to estimate the cost of using BKZ (cf. Algorithm 3 in Section 1.4.1) to solve uSVP over full-rank lattices of dimension $d$. The runtime of BKZ-β is dominated by that of the SVP oracle subroutine $O_{\text{SVP}}$, that repeatedly solves the Shortest Vector Problem in $\beta$-dimensional projective sublattices. The SVP oracle is often implemented using lattice point enumeration with preprocessing, which has time complexity $2^{\Theta(\beta \log \beta)}$ [HS07, GNR10, ABF+20], or lattice sieving, which has time and memory complexity $2^{\Theta(\beta)}$ [AKS01, NV08, BDGL16]. Therefore, to estimate the complexity of solving uSVP using lattice reduction, it is crucial to estimate the smallest block size $\beta$ sufficient to recover the unique shortest vector $v \in \Lambda$.

3.2.1 2008 Estimate

In [GN08b], Gama and Nguyen present a systematic experimental investigation into the behaviour of lattice reduction algorithms LLL, DEEP\textsuperscript{4} and BKZ. In particular, they investigate the behaviour of these algorithms for solving Hermite-SVP, approx-SVP and unique-SVP for various families of lattices.

For unique-SVP, the authors performed experiments in small block sizes on two classes of semi-orthogonal lattices and on Lagarias-Odlyzko lattices [LO83], which permit to estimate the gap $\lambda_2(\Lambda)/\lambda_1(\Lambda)$ between the first and second minimum of the lattice. For all three families, [GN08b] observed that LLL and BKZ seem to recover a unique shortest vector with high probability whenever $\lambda_2(\Lambda)/\lambda_1(\Lambda) \geq \tau d^{d-1}$, where $\tau < 1$ is an empirically determined constant that

\textsuperscript{4}That is, LLL with deep insertions [SE94].
depends on the lattice family and algorithm used, and $\delta$ is the root-Hermite factor of the algorithm over the lattice family.

In [AFG14] an experimental analysis of solving LWE based on the same estimate was carried out for lattices of the form (3.1). As mentioned above, this lattice contains an unusually short vector $v = (e | c)$ of squared norm $\lambda_1(\Lambda)^2 = \|v\|^2 = \|e\|^2 + c^2$. Thus, when $c = \|e\|$ resp. $c = 1$ this implies $\lambda_1(\Lambda) \approx \sqrt{2m\sigma}$ resp. $\lambda_1(\Lambda) \approx \sqrt{m\sigma}$, with $\sigma$ the standard deviation of $e_i \leftarrow \chi$. The second minimum $\lambda_2(\Lambda)$ is assumed to correspond to the Gaussian Heuristic for the lattice. Experiments in [AFG14] using LLL and BKZ (with block sizes 5 and 10) confirmed the 2008 estimate, providing constant values for $\tau$ for lattices of the form (3.1), depending on the chosen algorithm, for a 10% success rate. Overall, $\tau$ was found to lie between 0.3 and 0.4 when using BKZ.

Still focusing on LWE, in [APS15] a closed formula for the root-Hermite factor $\delta$ required by an algorithm to solve LWE is given in function of $n, \sigma, q, \tau$, which implicitly assumes $c = \|e\|$. In [Gö16] a bound for $\delta$ in the [GN08b] model for the case of $c = 1$, which is usually used in practice, is given. In [HKM17], a related closed formula is given, directly expressing the asymptotic running time for solving LWE using this approach.

### 3.2.2 2016 Estimate

In [ADPS16], Alkim et al. outline an alternative estimate when using BKZ-$\beta$, which predicts that $e$ can be found if\footnote{In the published version of this chapter [AGVW17], the exponent of $\delta$ in (3.2) is reported as $2\delta - d$. This was obtained by assuming the “$\delta^n$” definition of the root-Hermite factor from [LP11]. Changing the definition to “$\delta^{n-1}$” as argued in §1.4.1, the $2\delta - d - 1$ exponent present in [ADPS16] follows. We have therefore amended this chapter to incorporate the change.}

$$\sqrt{3}\sigma \leq \delta^{2\beta - d - 1} \text{Vol}(\Lambda(\mathbf{B}))^{1/d},$$

under the assumption that the Geometric Series Assumption holds (until a projection of the unusually short vector is found). The brief justification for this estimate given in [ADPS16] notes that this condition ensures that the projection of $e$ orthogonally to the first $d - \beta$ basis vectors is shorter than
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the expectation for $\|b_{d-\beta+1}^*\|$ under the GSA and thus would be found by the SVP oracle when called on the last block of size $\beta$. Hence, for any $\beta$ satisfying (3.2), the actual behaviour would deviate from that predicted by the GSA. The argument can be completed by appealing to the intuition that in principle detecting this deviation would suffice for solving Decision-LWE. We will see in Section 3.3.1 that this also results in a solution to uSVP and hence Search-LWE.

To derive (3.2), we express their argument in general terms. Their approach consists of finding the smallest $\beta$ such that in the final full sized block starting at index $d-\beta+1$,

$$\|\pi_{d-\beta+1}(v)\| \leq \|b_{d-\beta+1}^*\|,$$

resulting in $O_{\text{SVP}}$ recovering the projection of $v$ at index $d-\beta+1$. In [ADPS16], the authors consider normal form LWE, and assume the secret distribution $\chi$ to be centred around 0. Using Kannan’s embedding (3.1), the uSVP solution will be an embedded vector $v = (e | c)$ of dimension $d = m + 1$ for which each entry is drawn i.i.d. from a distribution of standard deviation $\sigma$ and mean $\mu = 0$, with the addition of one final constant entry $c$, usually set to 1. The squared norm $\|v\|^2$ may be modelled as a random variable following a scaled chi-squared distribution $\sigma^2 \cdot \chi^2_{d-1}$ with $d-1$ degrees of freedom, plus a fixed contribution from $c$, resulting in $\mathbb{E}(\|v\|^2) = (d-1)\sigma^2 + c^2$, since $\chi$ is close to a discrete Gaussian distribution (in their case, it is a centered binomial distribution).

In [ADPS16], the authors approximate the left hand side of (3.3) as

$$\|\pi_{d-\beta+1}(v)\| \approx \mathbb{E}(\|v\|) \sqrt{\beta/d} \approx \sigma \sqrt{\beta},$$

by using $^6 \mathbb{E}(\|v\|) \approx \mathbb{E}(\|v\|^2)^{1/2} \approx \sigma \sqrt{d}$ and rescaling by $\sqrt{\beta/d}$ to account for the orthogonal projection from a $d$-dimensional vector space to a $\beta$-dimensional subspace. To approximate the right hand side of (3.3), Alkim et al. make use of the GSA. Assuming that BKZ-$\beta$ returns a first basis vector of length $\ell_1(\beta)$ and that it outputs a basis with GSA factor $\alpha(\beta)$, this becomes

$$\|b_{d-\beta+1}^*\| \approx \alpha(\beta)^{d-\beta} \cdot \ell_1(\beta),$$

$^6$The error in this assumption tends to 0 as $d \to \infty$, so we ignore it. The $\mathbb{E}(\|v\|) \approx \mathbb{E}(\|v\|^2)^{1/2}$ approximation can be avoided altogether by working with squared norms.
which using Lemma 7 and the definition of the root-Hermite factor $\delta$, can be estimated as

$$\alpha(\beta)^{d-\beta} \cdot \ell_1(\beta) = \delta^{2\beta-2d} \cdot \delta^{d-1} \text{Vol}(\Lambda(B))^{1/d} = \delta^{2\beta-d-1} \text{Vol}(\Lambda(B))^{1/d}.$$  

Putting both approximations together, this results in condition (3.2), that $\beta$ must satisfy for solving uSVP using BKZ-$\beta$. We note that technically Alkim et al. define $\delta$ directly using the formula that results from Lemma 9, rather than as the $(d-1)$-th root of the Hermite factor. This does not affect our analysis, since our definition of $\delta$ together with assuming that the GSA holds, implies their definition of $\delta$ by using Lemma 9.

### 3.3 Solving uSVP

Given the significant differences in expected solving time under the two estimates, cf. Figure 3.1, and the progress made in publicly available lattice reduction libraries enabling experiments in larger block sizes [DT17, FPY17], we conduct a more detailed examination of BKZ’s behaviour on uSVP instances. For this, we establish the behaviour we would expect during lattice reduction if the intuition from [ADPS16] is correct, which we then experimentally investigate in Section 3.3.2. Overall, our experiments generally confirm the correctness of the approach from [ADPS16]. However, BKZ behaves somewhat better than expected, as we will explain in Section 3.3.3.

For the rest of this section, let $v$ be a unique shortest vector in some lattice $\Lambda \subset \mathbb{R}^d$, i.e. in case of (3.1) we have $v = (e \mid c)$ where we pick $c = 1$.

### 3.3.1 Prediction

**Projected norm.** In what follows, we assume the unique shortest vector $v$ is drawn from a spherical distribution or is at least “not too skewed” with respect to the current basis. As a consequence, following [ADPS16], we assume that all orthogonal projections of $v$ onto a $k$-dimensional subspace of $\mathbb{R}^d$ have expected
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norm \( \sqrt{k/d \| v \|} \). Note that this assumption can be dropped by adapting (3.2) to \( \| v \| \leq \delta^{2\beta-d-1} \text{Vol}(\Lambda)^{\frac{1}{2}} \) since \( \| \pi_{d-\beta+1}(v) \| \leq ||v|| \).

Finding a projection of the short vector. Assume that \( \beta \) is chosen minimally such that (3.2) holds. When running BKZ-\( \beta \) the length of the Gram-Schmidt basis vectors of the current basis converge to the lengths predicted by the GSA. Therefore, at some point BKZ will find a basis \( B = \{ b_1, \ldots, b_d \} \) of \( \Lambda \) for which we can assume that the GSA holds with root Hermite factor \( \delta \), that is \( \| b^*_\| = \alpha^{d-\beta} \cdot \| v^* \| = \delta \cdot \| b^* \| \) by Remark 8. Now, consider the stage of BKZ where the SVP oracle is called on the last full projected block of size \( \beta \) with respect to \( B \). Note that the projection \( \pi_{d-\beta+1}(v) \) of the shortest vector is contained in the lattice

\[ \Lambda^\perp_{d-\beta+1} := \Lambda(\pi_{d-\beta+1}(b_{d-\beta+1}), \ldots, \pi_{d-\beta+1}(b_d)) \]

since

\[ \pi_{d-\beta+1}(v) = \sum_{i=d-\beta+1}^d \nu_i \pi_{d-\beta+1}(b_i), \text{ where } \nu_i \in \mathbb{Z} \text{ with } v = \sum_{i=1}^d \nu_i b_i. \]

By (3.2), the projection \( \pi_{d-\beta+1}(v) \) is in fact expected to be the shortest non-zero vector in \( \Lambda^\perp_{d-\beta+1} \), since it is shorter than the GSA’s estimate for \( \lambda_1(\Lambda^\perp_{d-\beta+1}) \), i.e.

\[ \| \pi_{d-\beta+1}(v) \| \approx \sqrt{\frac{\beta}{d} \| v \|} \leq \alpha^{d-\beta} \cdot \| b^*_i \| = \delta^{2(d-\beta)} \cdot \delta^{d-1} \text{Vol}(\Lambda)^{\frac{1}{2}}. \]

Hence the SVP oracle will find \( \pm \pi_{d-\beta+1}(v) \) and BKZ inserts

\[ b^\text{new}_{d-\beta+1} = \pm \sum_{i=d-\beta+1}^d \nu_i b_i \]

into the basis \( B \) at position \( d - \beta + 1 \), as already outlined in [ADPS16]. In other words, by finding \( \pm \pi_{d-\beta+1}(v) \), BKZ recovers the last \( \beta \) coefficients \( \nu_{d-\beta+1}, \ldots, \nu_d \) of \( v \) with respect to the basis \( B \).

Finding the short vector. As hinted in Section 3.2.2, the above argument can be extended to an argument for the full recovery of \( v \). Consider the case
On the Expected Cost of Solving uSVP

that in some tour of BKZ-\(\beta\), a projection of \(v\) was found at index \(d - \beta + 1\). Then in the following tour, by arguments analogous to the ones above, a projection of \(v\) will likely be found at index \(d - 2\beta + 2\), since now it holds that

\[
\pi_{d-2\beta+2}(v) \in \Lambda \left( \pi_{d-2\beta+2}(b_{d-2\beta+2}), \ldots, \pi_{d-2\beta+2}(b_{d-\beta+1}^{\text{new}}) \right).
\]

Repeating this argument for smaller indices shows that after a few tours \(v\) will be recovered. Potentially, once \(\pi_{d-\beta+1}(v)\) is recovered by BKZ-\(\beta\) at index \(d - \beta + 1\), recovery of \(v\) could be obtained using BKZ-\(\beta'\) with a smaller block size \(\beta' \ll \beta\) using the same argument as above (since the basis is already BKZ-\(\beta\) reduced), as to make this step into a significantly cheaper post-processing phase. Furthermore, noting that BKZ calls LLL which in turn calls size-reduction, i.e. Babai’s nearest plane [Bab86], at some index \(i > 1\) size-reduction alone will recover \(v\) from \(\pi_i(v)\). In particular, it is well-known (eg. [DD18]) that size-reduction (Algorithm 1) will succeed in recovering \(v\) whenever

\[
v \in b_{d-\beta+1}^{\text{new}} + \left\{ \sum_{i=1}^{d-\beta} c_i \cdot b_i^*: c_i \in \left[ -\frac{1}{2}, \frac{1}{2} \right] \right\}.
\] (3.4)

### 3.3.2 Observation

The above discussion naturally suggests a strategy to verify the expected behaviour. We have to verify that the projected norms \(\|\pi_i(v)\| = \|\pi_i(e\mid 1)\|\) do indeed behave as expected and that \(\pi_{d-\beta+1}(v)\) is recovered by BKZ-\(\beta\) for the minimal \(\beta \in \text{satisfying (3.2)}\). Finally, we have to measure when and how \(v = (e\mid 1)\) is eventually recovered.

Thus, we ran lattice reduction on many lattices constructed from LWE instances using Kannan’s embedding. In particular, we picked the entries of \(s\) and \(A\) uniformly at random from \(\mathbb{Z}_q\), the entries of \(e\) from a discrete Gaussian distribution with standard deviation \(\sigma = 8/\sqrt{2\pi}\), and we constructed our basis as in (3.1) with embedding coefficient \(c = 1\). For parameters \((n, q, \sigma)\), we then estimated the minimal pair (in lexicographical order) \((\beta, m)\) to satisfy (3.2).

**Implementation.** To perform our experiments, we used SageMath 7.5.1 [S+17] in combination with the `fplll 5.1.0` [DT17] and `fpylll 0.2.4dev` [FPY17] li-
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Our BKZ implementation inherits from the implementation in \texttt{fplll} and \texttt{fpylll} of BKZ 2.0 [CN11, Che13] algorithm. As in BKZ 2.0, we restricted the enumeration radius to be approximately the size of the Gaussian Heuristic for the projected sublattice, apply recursive BKZ-$\beta'$ preprocessing with a block size $\beta' < \beta$, make use of extreme pruning [GNR10] and terminate the algorithm when it stops making significant progress. We give simplified pseudo-code of our implementation in Algorithm 6. We ran BKZ for at most 20 tours using \texttt{fplll}'s default pruning and preprocessing strategies and, using \texttt{fplll}'s default auto-abort strategy, terminated the algorithm whenever the slope of the Gram-Schmidt vectors did not improve for five consecutive tours. Additionally, we aborted if a vector of length $\approx \|v\|$ was found in the basis (after line 14 of Algorithm 6).

Implementations of block-wise lattice reduction algorithms such as BKZ make heavy use of LLL [LLL82] and size-reduction. This is to remove linear dependencies introduced during the algorithm, to avoid numerical stability issues [PS08] and to improve the performance of the algorithm by moving short vectors to the front earlier. The main modification in our implementation is that calls to LLL during preprocessing and post-processing are restricted to the current block, not touching any other vector, to aid analysis. That is, in Algorithm 6, LLL is called in lines 7 and 12 and we modified these LLL calls not to touch any row with index smaller than $\kappa$, not even to perform size-reduction.

As a consequence, we only make use of vectors with index smaller than $\kappa$ in lines 3 and 14. Following the implementations in [DT17, FPY17], we call size-reduction from index 1 to $\kappa$ before (line 3) and after (line 14) the innermost loop with calls to the SVP oracle. These calls do not appear in the original description of BKZ. However, since the innermost loop re-randomises the basis when using extreme pruning, the success condition of the original BKZ algorithm needs to be altered. That is, the algorithm cannot break the
Algorithm 6: Simplified BKZ 2.0 Algorithm as used in this chapter’s experiments, see § 3.3.2.

outer loop once it makes no more changes as originally specified. Instead, the algorithm terminates if it does not find a shorter vector at any index \( \kappa \). Now, the calls to size-reduction ensure that the comparison at the beginning and end of each step \( \kappa \) is meaningful even when the Gram-Schmidt vectors are only updated lazily in the underlying implementation. That is, the calls to size-reduction trigger an internal update of the underlying Gram-Schmidt vectors and are hence implementation artefacts. The reader may think of these size-reduction calls as explicating calls otherwise hidden behind calls to LLL and we stress that our analysis applies to BKZ as commonly implemented, our changes merely enable us to more easily predict and experimentally verify the behaviour.

We note that the break condition for the innermost loop at line 5 depends on the pruning parameters chosen, which control the success probability of
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Since it does not play a material role in our analysis, we simply state that some condition will lead to a termination of the innermost loop.

Finally, we recorded the following information. At the end of each step $\kappa$ during lattice reduction, we recorded the minimal index $i$ such that $\pi_i(v)$ is in $\text{span}_\mathbb{R}(b_1, \ldots, b_i)$ and whether $\pm v$ itself is in the basis. In particular, to find the index $i$ in the orthogonalised basis $B^*$ of $\pi_i(v)$ given $v$, we compute the coefficients of $v$ in basis $B^*$ (at the current step) and pick the first index $i$ such that all coefficients with larger indices are zero. Then, we have $\pi_i(b_i) = \lambda \cdot \pi_i(v)$ for some $\lambda \in \mathbb{R}$. From the algorithm, we expect to have found $\pm \pi_i(b_i) = \pi_i(v)$ and call $i$ the index of the projection of $v$.

**Results.** In Figure 3.2, we plot the average norms of $\pi_i(v)$ against the expectation $\sqrt{d-i+1} \approx \sqrt{\frac{d-i+1}{d}} \sqrt{m \cdot \sigma^2 + 1}$, indicating that $\sqrt{d-i+1}$ is a close approximation of the expected lengths except perhaps for the last few indices.

![Figure 3.2: Expected and average observed norms $\|\pi_i(v)\|$ for 16 bases (LLL-reduced) and vectors $v$ of dimension $d = m + 1$ and volume $q^{n-n}$ with LWE parameters $n = 65, m = 182, q = 521$ and standard deviation $\sigma = 8/\sqrt{2\pi}$.](image)

Recall that, as illustrated in Figure 3.3, we expect to find the projection $\pi_{d-\beta+1}(v)$ when $(\beta, d)$ satisfy (3.2), eventually leading to a recovery of $v$.
Figure 3.3: Expected and observed norms for lattices of dimension $d = m + 1 = 183$ and volume $q^{m-n}$ after BKZ-$\beta$ reduction for LWE parameters $n = 65, m = 182, q = 521$ and standard deviation $\sigma = 8/\sqrt{2\pi}$ and $\beta = 56$ (minimal $(\beta, m)$ such that (3.2) holds). Average of Gram-Schmidt lengths is taken over 16 BKZ-$\beta$ reduced bases of random $q$-ary lattices, i.e. without an unusually short vector.

by, say, an extension of the argument for the recovery of $\pi_{d-\beta+1}(v)$. Our experiments, summarised in Table 3.1, show a related, albeit not identical behaviour. Defining a cut-off index $c_{\text{off}} = d - 0.9\beta + 1$ and considering $\pi_{\kappa}(v)$ for $\kappa < c_{\text{off}}$, we observe that the BKZ algorithm typically first recovers $\pi_{\kappa}(v)$ which, unlike what we predicted in Section 3.3.1, is immediately followed by the recovery of $v$ in the same step, as in without need to further tours or calls to $O_{\text{SVP}}$. In more detail, in Figure 3.4 we show the measured probability distribution of the index $\kappa$ such that $v$ is recovered from $\pi_{\kappa}(v)$ in the same step. Note that the mode of this distribution is smaller than $d - \beta + 1$. We explain this bias in Section 3.3.3.

The recovery of $v$ from $\pi_{\kappa}(v)$ can be effected by one of three subroutines: either by a call to LLL, by a call to size-reduction, or by a call to enumeration that recovers $v$ directly (due to hypothetically having $v = \pi_{\kappa}(v)$). Since LLL itself contains many calls to size-reduction, and enumeration being lucky is rather unlikely, size-reduction is a good place to start the investigation. Indeed, restricting the LLL calls in Algorithm 6 as outlined in Section 3.3.2,
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identifies that size-reduction suffices. That is, to measure the success rate of size-reduction recovering \( v \) from \( \pi_\kappa(v) \), we observe size-reduction acting on \( \pi_d(v) \). Here, we consider size-reduction to fail in recovering \( v \) if it does not recover \( v \) given \( \pi_\kappa(v) \) for \( \kappa < c_{off} \) with \( c_{off} = d - 0.9\beta + 1 \), regardless of whether \( v \) is finally recovered at a later point either by size-reduction on a new projection, or by some other call in the algorithm such as an SVP oracle call at a smaller index. As shown in Table 3.1, size-reduction’s success rate is close to 1. Note that the cut-off index \( c \) serves to limit underestimating the success rate; intuitively we do not expect size-reduction to succeed when starting from a projection with larger index, such as \( \pi_{d-\gamma+1}(v) \) with \( \gamma < 10 \). We discuss this in Section 3.3.3.

Overall, Table 3.1 confirms the prediction from [ADPS16]: picking \( \beta = \beta_{2016} \) to be the block size predicted by the 2016 estimate leads to a successful recovery of \( v \) with high probability.
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Table 3.1: Overall success rate (“v”) and success rate of size-reduction (“same step”) for solving LWE instances characterised by $n, \sigma, q$ with $m$ samples, standard deviation $\sigma = \sqrt[2]{\frac{8}{2\pi}}$, minimal ($\beta_{2016}, m_{2016}$) such that $\sqrt{\beta_{2016}} \sigma \leq \eta_{2\beta_{2016} - (m_{2016} + 1) - 1} q^{(m_{2016} - n)/(m_{2016} + 1)}$ with $\delta$ in function of $\beta_{2016}$ following [Che13], see §1.4.1.2. The column “$\beta$” gives the actual block size used in experiments. The “same step” rate is calculated over all successful instances where $v$ is found before the cut-off point $c_{off}$ and for the instances where exactly $\kappa = d - \beta + 1$. The column “time” lists average solving CPU time for one instance, in seconds. Note that our changes to the algorithm and our extensive record keeping lead to an increased running time of the BKZ algorithm compared to [DT17, FPY17]. Furthermore, the occasional longer running time for smaller block sizes is explained by the absence of early termination due to $v$ not being found.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$q$</th>
<th>$\beta_{2016}$</th>
<th>$m_{2016}$</th>
<th>$\beta$</th>
<th>$# v$</th>
<th>same step $\kappa &lt; c_{off}$</th>
<th>$\kappa = d - \beta + 1$</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>521</td>
<td>56 182 56 $10^4$</td>
<td>93.3% 99.7% 99.7%</td>
<td>1,131.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>52.8% 98.8% 97.3%</td>
<td>1,359.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>4.8% 96.4% 85.7%</td>
<td>1,541.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>1031</td>
<td>60 204 60 $10^3$</td>
<td>94.2% 99.6% 100.0%</td>
<td>2,929.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>60.6% 99.3% 96.5%</td>
<td>2,458.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>8.9% 97.6% 100.0%</td>
<td>1,955.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>0.2% 100.0% —</td>
<td>1,568.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>2053</td>
<td>67 243 67 500</td>
<td>88.8% 99.8% 100.0%</td>
<td>28,803.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>39.6% 99.5% 100.0%</td>
<td>19,341.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>5.8% 100.0% 100.0%</td>
<td>7,882.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>0.2% 0.0% —</td>
<td>3,227.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>108</td>
<td>2053</td>
<td>77 261 77 5</td>
<td>100.0% 100.0% 100.0%</td>
<td>351,094.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>78</td>
<td>272 78 5</td>
<td>100.0% 100.0% 100.0%</td>
<td>1,012,634.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.3 Solving uSVP

3.3.3 Explaining observation

As noted above, our experiments indicate that the algorithm behaves better than expected by (3.2). Firstly, the BKZ algorithm does not necessarily recover a projection of \( v \) at index \( d - \beta + 1 \). Instead, the index \( \kappa \) at which we recover a projection \( \pi_\kappa(v) \) follows a distribution with a centre below \( d - \beta + 1 \), cf. Figure 3.4. Secondly, size-reduction usually immediately recovers \( v \) from \( \pi_\kappa(v) \). This is somewhat unexpected, since we do not have the guarantee that \( |c_i| \leq 1/2 \) as required in the success condition of size-reduction given in (3.4). Thirdly, as it can be seen in Table 3.1, picking \( \beta \) as suggested by the 2016 estimate results in recovery of the target vector about 90% of the time. However, somewhat smaller block sizes also present some relatively high success probability.

**Finding the projection.** To explain the bias towards a recovery of \( \pi_\kappa(v) \) for some \( \kappa < d - \beta + 1 \), note that if (3.2) holds then for the parameter sets in our experiments the lines for \( \|\pi_i(v)\| \) and \( \|b^*_i\| \) intersect twice (cf. Figure 3.3). Let \( d - \gamma + 1 \) be the index of the second intersection. Thus, there is a good chance that \( \|\pi_{d-\gamma+1}(v)\| \) is a shortest vector in the lattice spanned by the last projected block of some small rank \( \gamma \) and will be placed at index \( d - \gamma + 1 \). As a consequence, all projections \( \pi_i(v) \) with \( i > d - \gamma + 1 \) will be zero and \( \pi_{d-\beta-\gamma+1}(v) \) will be contained in the \( \beta \)-dimensional lattice

\[
\Lambda \left( \pi_{d-\beta-\gamma+1}(b_{d-\beta-\gamma+1}), \ldots, \pi_{d-\beta-\gamma+1}(b_{d-\gamma+1}) \right),
\]

enabling it to be recovered by BKZ-\( \beta \) at an index \( d - \beta - \gamma + 1 < d - \beta + 1 \) during the successive tour. Thus, BKZ in our experiments behaves better than predicted by (3.2). We note that another effect of this second intersection is that, for very few instances, it directly leads to a recovery of \( v \) from \( \pi_{d-\beta-\gamma+1}(v) \).

Giving a closed formula incorporating this effect akin to (3.2) would entail to predict the index \( \gamma \) and then replace \( \beta \) with \( \beta + \gamma \) in (3.2), while keeping \( \delta \) the root-Hermite factor of BKZ-\( \beta \). However, as illustrated in Figures 3.2 and 3.3, neither the prediction \( \sqrt{d - i + 1} \sigma \) for \( \|\pi_{d-1+1}(v)\| \) nor the GSA hold for the last 50 or so indices of the basis [CN11, Che13]. Furthermore, we stress that
while the second intersection often occurs for parameter sets within reach of practical experiments, it does not always occur for all parameter sets. That is, for many large parameter sets \((n, \sigma, q)\), e.g. those in [ADPS16], a choice of \(\beta\) satisfying (3.2) does not lead to a predicted second intersection at some larger index. Thus, this effect may highlight the pitfalls of extrapolating experimental lattice reduction data from small instances to large instances, and not an inherent property of the primal attack using BKZ.

Finding the short vector. As noticed before, from our experiments it seems that size-reduction is able to recover \(v\) from \(\pi_{d-\beta+1}(v)\) with high probability. From the point of view of costing the primal attack, a conservative choice would be that of assuming that this happens with 100% probability, ignoring the cost of any hypothetical post-processing tours needed to recover \(v\). In addition, it is possible to give a heuristic argument justifying the high success probability of size-reduction under a certain independence assumption, similar to those already used in the study of decoding [LP11, §4] and hybrid attacks [BGPW16, Heuristic 4] and compared in [Wun18, §5.3.2]. In what follows, we assume that the GSA exactly holds and that the projected norms \(\|\pi_i(v)\|\) are equal to their expected value (cf. Figure 3.2). Under these assumptions, we show that size-reduction recovers the short vector \(v\) with high probability. More precisely, we show:

Claim 1. Let \(v \in \mathbf{\Lambda} \subset \mathbb{R}^d\) be a unique (up to sign) shortest vector and \(\beta > 2\) be an integer. Assume that (3.2) holds, that the current basis is \(B = \{b_1, \ldots, b_d\}\) such that \(b^*_k = \pi_k(v)\) for \(k = d - \beta + 1\) and

\[
v = b_k + \sum_{i=1}^{k-1} \nu_i b_i = b^*_k + \sum_{i=1}^{k-1} \nu^*_i b^*_i / \|b^*_i\| = b^*_k + \sum_{i=1}^{k-1} \nu^*_i b^*_i / \|b^*_i\|
\]

for some \(\nu_i \in \mathbb{Z}\) and \(\nu^*_i \in \mathbb{R}\), that \(\|\pi_i(v)\| = \sqrt{d-i+1} \sigma\) for \(i \leq k\), and that the GSA holds for \(B\) until index \(k\). If the size-reduction step of BKZ-\(\beta\) is called on \(b_k\), it recovers \(v\) with high probability over the randomness of the basis.

Note that if BKZ has just found a projection of \(v\) at index \(k\), the current basis is as required by Claim 1. Now, let \(\nu_i \in \mathbb{Z}\) denote the coefficients of \(v\) with
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respect to the basis $B$, i.e.

$$v = b_{d-\beta+1} + \sum_{i=1}^{d-\beta} \nu_i b_i.$$ 

We proceed to size-reduce $b_{d-\beta+1}$ with the basis vectors $b_i$ for $i = d - \beta, d - \beta - 1, \ldots, 1$. Let $b_{d-\beta+1}^{(d-\beta+1)} = b_{d-\beta+1}$, where the superscript denotes a step during size-reduction. Before step $i$ we have

$$b_k^{(i+1)} = \mu_{k,1}^{(i+1)} b_1^* + \cdots + \mu_{k,i}^{(i+1)} b_i^* + \cdots + \mu_{k,k-1}^{(i+1)} b_{k-1}^* + b_k^*$$

$$\pi_i(b_k^{(i+1)}) = \mu_{k,i}^{(i+1)} b_i^* + \cdots + \mu_{k,k-1}^{(i+1)} b_{k-1}^* + b_k^*$$

$$b_i = \mu_{i,1} b_1^* + \cdots + \mu_{i,i-1} b_{i-1}^* + b_i^*,$$

where no changes are being made to the basis vectors $b_i$ for $i < k$, such that the basis with respect to which projections $\pi_i$ are made can be left implicit.

After step $i$, size-reduction produces $b_k^{(i)} \leftarrow b_k^{(i+1)} + \lambda b_i$ for $\lambda \in \mathbb{Z}$ such that $|\mu_{k,i}^{(i)}| = |\langle b_k^{(i)}, b_i^* \rangle|/\|b_i^*\|^2 = |\mu_{k,i}^{(i+1)} + \lambda| \leq 1/2$. Projecting orthogonally to $\text{span}_b(b_1, \ldots, b_{i-1})$, we can see that, equivalently, during step $i$ size-reduction is finding the shortest vector in the coset $L_i := \pi_i(b_k^{(i+1)}) + \mathbb{Z}b_i^*$.

Let $C_i$ be the condition that after step $i$ of size-reduction, $b_k^{(i)} = b_k^{(k)} + \sum_{j=1}^{k-1} \nu_j b_j$. We know that $C_i$ is trivially true for $i = k$. Assuming $C_{i+1}$ is true,

$$\pi_i(v) = \pi_i(b_k^{(k)}) + \sum_{j=1}^{k-1} \nu_j b_j$$

by (3.5)

$$= \pi_i(b_k^{(k)}) + \sum_{j=i+1}^{k-1} \nu_j \pi_i(b_j) + \nu_i \pi_i(b_i)$$

$$= \pi_i(b_k^{(i+1)}) + \nu_i b_i^*$$

by $C_{i+1}$ and $b_i^* = \pi_i(b_i)$

$$\in \pi_i(b_k^{(i+1)}) + \mathbb{Z}b_i^* = L_i.$$ 

Let $E_i$ be the event that $\pi_i(v)$ is the shortest element in the $L_i$ coset. Then, the $i$-th step of size-reduction will recover the $\nu_i$ coefficient and set $b_k^{(i)}$ so that condition $C_i$ is satisfied. By induction, if $\pi_i(v)$ is the shortest element in $L_i$ for all $i$ (which happens with probability $P[E_1 \land \cdots \land E_{k-1}]$), size-reduction finds the shortest vector $v = b_{d-\beta+1}^{(1)}$ and inserts it into the basis at position $d - \beta + 1$, replacing $b_{d-\beta+1}$. If the adversary checks the status of the basis after each call to size-reduction, they can easily detect this event and solve Search-LWE.
It remains to argue that the probability \( p = P[E_1 \land \cdots \land E_{k-1}] \) is high. Let

\[
p_i = P[E_i] = \Pr[\pi_i(v) \text{ is the shortest element in } L_i].
\]

Following the analysis of the success probability of the nearest plane algorithm in [LP11, BGPW16], we assume that the events \( E_i \) are independent when \( v \) is (nearly) spherically distributed, as in our case. Hence, we can proceed to compute \( p = \prod_{i=1}^{d-\beta} p_i \). For each \( i \) the probability \( p_i \) is equal to the probability that

\[
\|\pi_i(v)\| < \min\{\|\pi_i(v) + b_1^*\|, \|\pi_i(v) - b_1^*\|\}
\]

as illustrated in Figure 3.5.

![Figure 3.5: Illustration of a case such that \( \pi_i(v) \) is the shortest element on \( L_i \).](image)

To approximate the probabilities \( p_i \), we model them as follows. By assumption, we have

\[
r_i := \|\pi_i(v)\| = (\sqrt{d - i + 1}/\sqrt{d}) \|v\| \quad \text{and} \quad R_i := \|b_1^*\| = \delta^{-2(i-1)+d-1}\text{Vol}(\Lambda)^{\frac{1}{2}},
\]

and that \( \pi_i(v) \) is uniformly distributed with norm \( r_i \). We can therefore model \( p_i \) as described in the following and illustrated in Figure 3.6.

Pick a point \( w \) with norm \( r_i \) uniformly at random. Then the probability \( p_i \) is approximately the probability that \( w \) is closer to 0 than it is to \( b_1^* \) and to \(-b_1^* \), i.e.

\[
r_i < \min\{\|w - b_1^*\|, \|w + b_1^*\|\}.
\]

Calculating this probability leads to the following approximation of \( p_i \)

\[
p_i \approx \begin{cases} 1 - \frac{2A_{d-i+1}(r_i,h_i)}{A_{d-i+1}(r_i)} & \text{if } R_i < 2r_i \\ 1 & \text{if } R_i \geq 2r_i \end{cases}
\]
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where $A_{d-i+1}(r_i)$ is the surface area of the sphere in $\mathbb{R}^{d-i+1}$ with radius $r_i$ and $A_{d-i+1}(r_i, h_i)$ is the surface area of the hyperspherical cap of the sphere in $\mathbb{R}^{d-i+1}$ with radius $r_i$ of height $h_i$ with $h_i = r_i - R_i/2$. Using the formulas provided in [Li11], an easy calculation leads to

$$p_i \approx \begin{cases} 1 - \frac{2^{d-i-1} \left( \frac{h_i}{r_i} \right)^2}{B(\frac{d-i}{2}, \frac{1}{2})} \int_0^{2h_i - r_i} t^{(d-i)/2-1} (1-t)^{-1/2} dt & \text{if } R_i < 2r_i, \\ 1 & \text{if } R_i \geq 2r_i \end{cases} \quad (3.6)$$

where $B(\cdot, \cdot)$ denotes the Euler beta function. Note that if we assume equality holds in (3.2), the success probability $p$ only depends on the block size $\beta$ and not on the specific lattice dimension, volume of the lattice, or the length of the unique short vector. Indeed, assuming equality in (3.2), the ratios between the predicted norms $\|\pi_{d-\beta+1-j}(v)\|$ and $\|b^*_{d-\beta+1-1}\|$ only depend on $\beta$ for all $j = 1, 2, \ldots$, since

$$\frac{T_{d-\beta+1-j}}{R_{d-\beta+1-j}} = \frac{\|\pi_{d-\beta+1-j}(v)\|}{\|b^*_{d-\beta+1-j}\|} \sqrt{\frac{\beta + j}{\beta}} \frac{\sqrt{\delta^{2(\beta+1)-d-1} \text{Vol}(\Lambda)^{\frac{1}{2}}}}{\sqrt{\delta}}$$

$$= \frac{\sqrt{\beta + j} \sqrt{\delta^{2\beta-d-1} \text{Vol}(\Lambda)^{\frac{1}{2}}}}{\sqrt{\beta}}$$

$$= \frac{\sqrt{\beta + j} \delta^{-2j}}{\sqrt{\beta}}.$$

Figure 3.6: Illustration of the success probability $p_i$ in $\mathbb{R}^2$. If $w$ is on the thick part of the circle, step $i$ of size-reduction is successful.
By (3.6), the estimated success probability only depends on the \( \frac{b_i}{r_i} = 1 - \frac{1}{2} \frac{R_i}{r_i} \) and on \( d - i, \) for \( i \leq d - \beta \). The size-reduction steps are indexed by \( i = d - \beta, \ldots, 1 \). This means that \( p_i \) depends on \( d - i = \beta, \beta + 1, \ldots, \) until index \( i \) such that \( R_i \geq 2 r_i \), from which point onward \( P[E_i] = 1 \). The number of steps of size-reduction where \( P[E_i] < 1 \) is then \( \lfloor s \rfloor \) such that \( R_{d - \beta + 1 - \lfloor s \rfloor} = 2 r_{d - \beta + 1 - \lfloor s \rfloor} \). As long as \( d - \beta + 1 - \lfloor s \rfloor > 0 \) (that is, index \( i \) such that \( P[E_i] = 1 \) is reached during size-reduction), \( p \) is therefore independent of \( d \). In Figure 3.7 we plot the number of steps \( \lfloor s \rfloor \) as a function of the block size, and show that for cryptanalytic block sizes \( \lfloor s \rfloor < \beta/2 \), meaning that likely for any embedding lattice \( d - \beta + 1 - \lfloor s \rfloor < d \) and \( P[E_1 \land \cdots \land E_{k-1}] \) only depends on \( \beta \).

Estimated success probabilities \( p \) for different block sizes \( \beta \) are plotted in Figure 3.8. The prediction given in Figure 3.8 is in line with the measured probability of finding \( v \) in the same step when its projection \( \pi_{d-\beta+1}(v) \) is found, as reported in Table 3.1 for \( \beta = \beta_{2016} \) and \( m = m_{2016} \). Since these probabilities were already very close to 1, we added three more experimental data points by running our code on parameter sets targeting smaller block sizes (\( q = 97, \sigma = 1, \) varying \( n, m \)). We can see that experimentally the success probability seems to grow slower than our formula predicts. However, it should be noticed that our formula is plotted also for small block sizes, where lattice heuristics are known not to hold [GN08b, §4.2], [CN11, §6.1].
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Figure 3.8: Estimated and experimentally measured success probability $p$ for varying block sizes $\beta$, assuming $\beta$ is chosen minimal such that (3.2) holds. The three rightmost data points are from column “same step, $\kappa = d-\beta+1$” of Table 3.1, the three leftmost points were generated using parameters targeting smaller block sizes by picking $q = 97$, $\sigma = 1$ and varying $n$, $m$.

Finally, note that by the above analysis we do not expect to recover $v$ from a projection $\pi_{d-\gamma+1}(v)$ for some small $\gamma \ll \beta$ except with small probability. Indeed, if we were to follow the analysis of Claim 1 starting at index $k = d-\gamma+1$, at step $i = d - \gamma$ of size-reduction we would need $\pi_{d-\gamma}(v)$ being the shortest vector in $L_{d-\gamma} = Z \mathbf{b}^*_{d-\gamma} + \pi_{d-\gamma}(v)$. However, by definition of the second intersection $\|\pi_i(v)\| > \|\mathbf{b}^*_i\|$ for indices $i \in [d - \beta + 2, d - \gamma]$ (c.f. Figure 3.3). This means that likely shorter vectors than $\pi_i(v)$ are present in $L_i$ for some such index $i$, stopping size-reduction from recovering $v$.

Smaller block sizes. In Section 3.2.2, we explained the reasoning behind the 2016 estimate. In such model, Condition (3.2) provides a clear cut answer to what is the smallest viable block size to solve uSVP. In practice however, BKZ 2.0 is a randomised algorithm working on random uSVP instances. While our experiments indicate the overall validity of the 2016 estimate, this does not incorporate the probabilistic nature of the computational problem. In Chapter 4 we will investigate this issue, expanding on work initiated by Dachman-Soled et al. [DDGR20] for predicting the expected behaviour of Progressive BKZ, and will produce simulator algorithms that allow to explain the observed success probability of smaller block sizes at solving uSVP.
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Section 3.3 indicates that (3.2) is a reliable indicator for when lattice reduction will succeed in recovering an unusually short vector. Furthermore, as illustrated in Figure 3.1, applying (3.2) lowers the required block sizes compared to the 2008 model which is heavily relied upon in the literature. Thus, in this section we evaluate the impact of applying the revised estimates to various parameter sets from the literature. Indeed, for many schemes we find that their parameters need to be adapted to maintain the level of security claimed at the time of their publication.

Many of the schemes considered below feature an unusually short secret $s_i \leftarrow U\{-B, \ldots, B\}$ for some small $B \in \mathbb{Z}$. Furthermore, some schemes pick the secret to also be sparse such that most components of $s$ are zero. Thus, before we apply the revised 2016 estimate, we briefly recall the alternative embedding due to Bai and Galbraith [BG14b] which takes these small (and sparse) secrets into account.

### 3.4.1 Bai and Galbraith’s embedding

Consider an LWE instance in matrix form $(A, b) \equiv (A, A \cdot s + e) \in \mathbb{Z}_q^{m \times n} \times \mathbb{Z}_q^m$. By inspection, it can be seen that the vector $(\nu s \mid e \mid c)$, for some non-zero $\nu$ and $c$, is contained in the lattice

$$\Lambda = \left\{ x \in (\nu \mathbb{Z})^n \times \mathbb{Z}^m \times (c \mathbb{Z}) \mid x \cdot \left( \frac{1}{\nu} A \mid I_m \mid -\frac{1}{c} b \right)^t \equiv 0 \mod q \right\}, \quad (3.7)$$

where $\nu$ allows to balance the size of the secret and the noise. An $(n + m + 1) \times (n + m + 1)$ basis $B$ for $\Lambda$ can be constructed as

$$B = \begin{pmatrix} 0 & qI_m & 0 \\ \nu I_n & -A^t & 0 \\ 0 & b^t & c \end{pmatrix}. \quad (3.8)$$

We can see that $B$’s integer row-span is a sublattice of $\Lambda$ by noting that

$$\begin{pmatrix} 0 & qI_m & 0 \\ \nu I_n & -A^t & 0 \\ 0 & b^t & c \end{pmatrix} \left( \frac{1}{\nu} A \mid I_m \mid -\frac{1}{c} b \right)^t = (qI_m \mid A^t - A^t \mid b - b)^t \equiv 0 \mod q.$$
Therefore, given any basis $C \in \mathbb{R}^{(n+m+1) \times (n+m+1)}$ of $\Lambda$, we must have $B = MC$ for some integer matrix $M$. The dimensions of $B$ imply that $M$ is also $(n+m+1) \times (n+m+1)$. Finally, we can see that $B$ is exactly a basis for $\Lambda$ (and not for a strict sublattice), by using the fact that $|\det(B)| = |\det(M)| \cdot |\det(C)|$, and that $|\det(B)| = \text{vol}(\Lambda) = |\det(C)|$ by direct calculation [MR09], implying that $M$ is unimodular. Using this basis we can find our target vector as $(\nu | s | 1) \cdot B = (\nu s | e | c)$, for suitable values of $\nu$.

**Small secrets.** If $s$ is small and/or sparse such that its coefficients’ distribution $\chi_s$ is narrower than the error distribution $\chi_e$, by choosing $\nu = c = 1$ the vector $(s | e | 1)$ is unbalanced, i.e. $\|s\| \ll \|s\| \approx \sigma$, where $\sigma$ is the standard deviation of $\chi_e$. We may then want to rebalance it by choosing an appropriate value of $\nu$ such that $\|((\nu s | e | 1)) \approx \sigma \sqrt{n + m}$. Rebalancing preserves $(\nu s | e | 1)$ as the unique shortest vector in the lattice, while at the same time increasing the volume of the lattice being reduced, hence reducing the block size required by (3.2) when compared to Kannan’s embedding (3.1). The same reasoning could also be used in favour of setting $c = \sigma$ as embedding coefficient.

If $s \xleftarrow{\text{R}} \{-1, 0, 1\}^n$ we expect $\|\nu s\|^2 \approx \frac{2}{3} \nu^2 n$. Therefore, we can chose $\nu = \sqrt{\frac{3}{2} \sigma}$ to obtain $\|\nu s\| \approx \sigma \sqrt{n}$, so that $\|(s | e | 1)) \approx \sigma \sqrt{n + m}$. Similarly, if exactly $w < n$ entries of $s$ are non-zero from $\{-1, 1\}$, we have $\|\nu s\|^2 = w \nu^2$. Choosing $\nu = \sqrt{\frac{\nu}{w}} \sigma$, we obtain a vector $\nu s$ of length $\sigma \sqrt{n}$. In general, assuming a secret distribution $\chi_s$ with mean $\mathbb{E}(\chi_s) = 0$, we can compute

$$\mathbb{E}(\|\nu s\|^2) = n \cdot \nu^2 \cdot \mathbb{E}(s_i^2) = n \cdot \nu^2 \cdot \mathbb{V}(\chi_s).$$

In order to balance such a secret vector, the optimal scaling factor can be deduced as $\nu = \sqrt{\mathbb{V}(\chi_e)/\mathbb{V}(\chi_s)}$.

**Non-integer scaling factors.** In theory, the optimal value of $\nu$ could be any real not smaller than 1. In practice however, lattice reduction libraries such as Fplll [DT17] require input bases to have integer coefficients. In the experimental setting, this issue can be avoided by “clearing denominators”. The idea is to use a rational approximation $\nu \approx x/y$, with $x, y \in \mathbb{Z}_{\geq 1}$. Then,
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one can define a basis $B_1$ obtained by clearing the denominator of $\nu$

$$B_1 = \begin{pmatrix} 0 & yqI_n & 0 \\ xI_n & -yA^t & 0 \\ 0 &yb^t & yc \end{pmatrix} \approx y \cdot B.$$

This has the effect of scaling every lattice vector in $\Lambda(B)$ by $y \geq 1$, keeping the geometry unaltered while resulting in an integer basis.

Centering distributions. In the case of secret distributions with non-zero mean $\mu_s$, two simple approaches can be used to generate an embedding with a target vector containing a recentered version of $s$. This can be useful since it allows for a more aggressive choice of $\nu$. For example, this is what we assume would be done by an attacker when we investigate the cost of solving uSVP with binary secrets. The first approach is to map any LWE samples $(A,b)$ into samples $(A,b - A\mu_s)$, where $\mu_s = (\mu_s, \ldots, \mu_s)^t$. This works since

$$(* | s - \mu_s | 1) \cdot \begin{pmatrix} 0 & qI_n & 0 \\ \nu I_n & -A^t & 0 \\ 0 & b^t - \mu_s A^t & c \end{pmatrix} = (\nu(s - \mu_s) | e | c).$$

Recovering the target vector on the right hand side results in solving the original LWE instance, while the first $n$ coefficients in the target vector are now centred around 0 rather than $\mu_s$. For example, applying this method with $\nu = 2$ to a binary secret, i.e. one sampled from $U(\{0,1\})$, means the first $n$ coefficients of the target vector will be distributed uniformly in the set $\{-1,1\}$.

The second approach for centring the secret distribution is to use the basis

$$(* | s | 1) \cdot \begin{pmatrix} 0 & qI_n & 0 \\ \nu I_n & -A^t & 0 \\ -\nu \mu_s & b^t & c \end{pmatrix} = (\nu(s - \mu_s) | e | c).$$

In cases where error distribution has mean $\mu_e \neq 0$, one can center the error distribution by mapping samples $(A,b)$ into samples $(A,b - A\mu_e)$.

Of course, one can center error and secret distributions at the same time, if needed. For example, if $\chi_e$ has mean $\mu_e$ and $\chi_s$ has mean $\mu_s$, mapping samples $(A,b)$ into $(A,b - \mu_e - A\mu_s)$ will result in a centered shortest embedded vector. An integer basis can be obtained by appropriately clearing the denominators of any rational approximations of $\nu$, $\mu_e$ and $\mu_s$. 
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**Sparse secrets.** In the case of sparse secrets, combinatorial techniques can also be applied [How07, BGPW16, Alb17]. Given a secret $s$ with at most $w < n$ non-zero entries, we guess $k$ entries of $s$ to be 0, therefore decreasing the dimension of the lattice to consider. For each guess, we then apply lattice reduction to recover the remaining components of the vector $(s | e | 1)$. Therefore, when estimating the overall complexity of solving such instances, we find $k$ minimising $C(n - k)/p_k$, where $C(n)$ is the cost of solving uSVP for a lattice of dimension $n$ and $p_k$ is the probability of guessing correctly.

We note that after any coefficient guessing is applied, the target vector is a lower dimensional $(s' | e' | 1)$. It may then be optimal to compute the scaling factor $\nu$ and the recentering strategy using the distributions $\chi_{s'}$ and $\chi_{e'}$ of the coefficients of $s'$ and $e'$ respectively, since these may differ from $\chi_s$ and $\chi_e$.

3.4.2 Estimates

In what follows, we assume that the geometry of (3.7) is sufficiently close to that of (3.1) so that we transfer the analysis as is. Furthermore, we will denote applying (3.2) from [ADPS16] for Kannan’s embedding as “Kannan” and applying (3.2) for Bai and Galbraith’s embedding [BG14b] as “Bai-Gal”. Unless stated otherwise, we will assume that calling BKZ with block size $\beta$ in dimension $d$ costs $8d^2\gamma_\beta^{\alpha_\beta} + 16^4$ operations [BDGL16, Alb17].

**Lizard.** Proposed in [CKLS16, CKLS18], Lizard is a PKE scheme based on the Learning With Rounding problem using small, sparse secrets. The authors provide a reduction to LWE, and security parameters against classic and quantum adversaries, following their analysis. In particular, they cost BKZ by a single call to sieving on a block of size $\beta$. They estimate this call to cost $\beta 2^{\gamma_\beta}$ CPU cycles where $\gamma = 0.292$ for classical adversaries, $\gamma = 0.265$ for quantum ones and $\gamma = 0.2075$ as a lower bound for sieving (“paranoid”). Applying the revised 2016 cost estimate for the primal attack to the parameters suggested in [CKLS16] (using their sieving cost model as described above) reduces the expected costs, as shown in Table 3.2. We note that after private communication the authors of Lizard have updated their parameters in [CKLS18].
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<table>
<thead>
<tr>
<th></th>
<th>Classical</th>
<th>Quantum</th>
<th>Paranoid</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n, \log_2 q, \sigma$</td>
<td>386, 11, 2.04</td>
<td>414, 11, 2.09</td>
<td>504, 12, 4.20</td>
</tr>
<tr>
<td>Cost</td>
<td>$\beta$</td>
<td>$d$</td>
<td>$\lambda$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[CKLS16]</td>
<td>418</td>
<td>130.8</td>
<td>456</td>
</tr>
<tr>
<td></td>
<td>418</td>
<td>130.8</td>
<td>590</td>
</tr>
</tbody>
</table>

Table 3.2: Bit complexity estimates $\lambda$ for solving Lizard PKE [CKLS16] as given in [CKLS16] and using Kannan’s resp. Bai and Galbraith’s embedding under the 2016 estimate. The dimension of the LWE secret is $n$. In all cases, BKZ-$\beta$ is estimated to cost $\beta 2^{\gamma \beta}$ operations.

**HElib.** Introduced in [GHS12], HElib is a Fully-Homomorphic Encryption (FHE) library implementing the BGV scheme [BGH13]. Albrecht [Alb17] provides revised security estimates for HElib by employing a dual attack exploiting the small and sparse secret, using the same cost estimate for BKZ as given at the beginning of this section. In Table 3.3 we provide costs for a primal attack using Kannan’s and Bai and Galbraith’s embeddings. Primal attacks perform worse than the algorithm described [Alb17], but, as expected, under the 2016 estimate the gap narrows.

**SEAL.** Introduced in [CLP17], SEAL is an FHE library by Microsoft, based on the FV scheme [FV12]. Up to date (at the time of publication) parameters are given in [CLP17], using the same cost model for BKZ as mentioned at the beginning of this section. In Table 3.4, we provide complexity estimates for Kannan’s and Bai and Galbraith’s embeddings under the 2016 estimate. Note that the gap in solving time between the dual and primal attack reported in [Alb17] is closed for SEAL v2.1 parameters.

**TESLA.** Described in [BG14a, ABB+17], TESLA is a signature scheme based on LWE. Post-quantum secure parameters in the quantum random oracle model were proposed in [ABB+17]. In Table 3.5, we show that these parameters need to be increased to maintain the currently claimed level of security under the 2016 estimate. Note that [ABB+17] maintains a gap of
Table 3.3: Solving costs for LWE instances underlying HELib as given in [Alb17] and using Kannan’s resp. Bai and Galbraith’s embedding under the 2016 estimate. The dimension of the LWE secret is \( n \). In all cases, BKZ-\( \beta \) is estimated to cost \( 8 \cdot d^2 \cdot 2^{2 \beta (\beta+16)} \) operations.

<table>
<thead>
<tr>
<th>( n )</th>
<th>1024</th>
<th>2048</th>
<th>4096</th>
<th>8192</th>
<th>16384</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cost</strong></td>
<td>[Alb17]</td>
<td><strong>Silke</strong></td>
<td>sparse</td>
<td>[Alb17]</td>
<td><strong>Silke</strong></td>
</tr>
<tr>
<td><strong>Kannan</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 128 ) bit security</td>
<td>189</td>
<td>190</td>
<td>111</td>
<td>330</td>
<td>96.1</td>
</tr>
<tr>
<td>( 256 ) bit security</td>
<td>227</td>
<td>226</td>
<td>166</td>
<td>186</td>
<td>79.8</td>
</tr>
<tr>
<td><strong>Bai-Gal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 128 ) bit security</td>
<td>138</td>
<td>144</td>
<td>112</td>
<td>333</td>
<td>83.2</td>
</tr>
<tr>
<td>( 256 ) bit security</td>
<td>221</td>
<td>226</td>
<td>246</td>
<td>257</td>
<td>85.9</td>
</tr>
</tbody>
</table>
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The cost $\beta_d$ is estimated to cost $8p^2q^3 + 16$ operations.

### Table 3.4: Solving costs for parameter choices in SEAL v2.1 as given in [CLP17], using [Alb17] as implemented in the [APS15] estimator commit 84014b6 ([$\text{Alb17}^+$]), and using Kannan’s resp. Bai and Galbraith’s embedding under the 2016 estimate. In all cases, BKZ-292 is estimated to cost $8p^2q^3 + 16$ operations.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$q$</th>
<th>$p$</th>
<th>$q$</th>
<th>$p$</th>
<th>$q$</th>
<th>$p$</th>
<th>$q$</th>
<th>$p$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>237</td>
<td>1984</td>
<td>99.6</td>
<td>288</td>
<td>4101</td>
<td>115.5</td>
<td>299</td>
<td>8048</td>
<td>119.7</td>
<td>309</td>
</tr>
<tr>
<td>232</td>
<td>1999</td>
<td>112.2</td>
<td>314</td>
<td>4101</td>
<td>115.5</td>
<td>307</td>
<td>8048</td>
<td>119.7</td>
<td>312</td>
</tr>
<tr>
<td>212</td>
<td>112.2</td>
<td>314</td>
<td>4101</td>
<td>115.5</td>
<td>307</td>
<td>8048</td>
<td>119.7</td>
<td>312</td>
<td>15871</td>
</tr>
<tr>
<td>212</td>
<td>112.2</td>
<td>314</td>
<td>4101</td>
<td>115.5</td>
<td>307</td>
<td>8048</td>
<td>119.7</td>
<td>312</td>
<td>15871</td>
</tr>
</tbody>
</table>

### Table 3.5: Solving costs for parameter choices in SEAL v2.1 as given in [CLP17], using [Alb17] as implemented in the [APS15] estimator commit 84014b6 ([$\text{Alb17}^+$]), and using Kannan’s resp. Bai and Galbraith’s embedding under the 2016 estimate. In all cases, BKZ-292 is estimated to cost $8p^2q^3 + 16$ operations.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$q$</th>
<th>$p$</th>
<th>$q$</th>
<th>$p$</th>
<th>$q$</th>
<th>$p$</th>
<th>$q$</th>
<th>$p$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>237</td>
<td>1984</td>
<td>99.6</td>
<td>288</td>
<td>4101</td>
<td>115.5</td>
<td>299</td>
<td>8048</td>
<td>119.7</td>
<td>309</td>
</tr>
<tr>
<td>232</td>
<td>1999</td>
<td>112.2</td>
<td>314</td>
<td>4101</td>
<td>115.5</td>
<td>307</td>
<td>8048</td>
<td>119.7</td>
<td>312</td>
</tr>
<tr>
<td>212</td>
<td>112.2</td>
<td>314</td>
<td>4101</td>
<td>115.5</td>
<td>307</td>
<td>8048</td>
<td>119.7</td>
<td>312</td>
<td>15871</td>
</tr>
<tr>
<td>212</td>
<td>112.2</td>
<td>314</td>
<td>4101</td>
<td>115.5</td>
<td>307</td>
<td>8048</td>
<td>119.7</td>
<td>312</td>
<td>15871</td>
</tr>
</tbody>
</table>
≈ \log_2 n \text{ bits of security} \text{ between the best known attack on LWE and claimed security to account for a loss of security in the reduction.}

<table>
<thead>
<tr>
<th>( n, \log_2 q, \sigma )</th>
<th>TESLA-0</th>
<th>TESLA-1</th>
<th>TESLA-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost ( \beta ) ( d ) ( \lambda )</td>
<td>( 644, 31, 55 )</td>
<td>( 804, 31, 57 )</td>
<td>( 1300, 35, 73 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classical</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ABB+17]</td>
</tr>
<tr>
<td>[ABB+17]+</td>
</tr>
<tr>
<td>Kannan</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Post-Quantum</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ABB+17]</td>
</tr>
<tr>
<td>[ABB+17]+</td>
</tr>
<tr>
<td>Kannan</td>
</tr>
</tbody>
</table>

Table 3.5: Bit complexity estimates for solving TESLA parameter sets [ABB+17]. The entry “[ABB+17]” refers to reproducing the estimates from [ABB+17] using a current copy of the estimator from [APS15] which uses \( c = 1 \) instead of \( c = \| e \| \). As a consequence the values in the respective rows are slightly lower than in [ABB+17]. We compare with Kannan’s embedding under the 2016 estimate, Bai and Galbraith’s embedding is not necessary since TESLA uses normal form LWE. Classically, BKZ-\( \beta \) is estimated to cost \( 8d \left( 2^{0.292 \beta + 16.4} \right) \) operations; quantumly BKZ-\( \beta \) is estimated to cost \( 8d \sqrt{\beta^{0.0225 \beta + 0.294574 \beta^2 / 2^{3/4}}} \) operations in [ABB+17].

\textbf{BCIV17.} [BCIV17] is a somewhat homomorphic encryption scheme obtained as a simplification of the FV scheme [FV12] and proposed as a candidate for enabling privacy friendly energy consumption forecast computation in smart grid settings. The authors propose parameters for obtaining 80 bits of security, derived using the estimator from [APS15] available at the time of their publication. As a consequence of applying (3.2), we observe a moderate loss of security, as reported in Table 3.6.

### 3.5 Conclusions

In this chapter we have experimentally compared the two approaches [GN08b, ADPS16] used in the lattice-based cryptography literature to choose the block
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<table>
<thead>
<tr>
<th>80 bit security</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n = 4096 ), ( \log_2 q = 186 ), ( \sigma = 102 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Embedding</th>
<th>( \beta )</th>
<th>( d )</th>
<th>( \lambda )</th>
<th>Embedding</th>
<th>( \beta )</th>
<th>( d )</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kannan</td>
<td>156</td>
<td>8105</td>
<td>77.9</td>
<td>Bai-Gal</td>
<td>147</td>
<td>7818</td>
<td>75.3</td>
</tr>
</tbody>
</table>

Table 3.6: Solving costs for proposed Ring-LWE parameters in [BCIV17] using Kannan’s resp. Bai and Galbraith’s embedding under the 2016 estimate. In both cases, BKZ-\( \beta \) is estimated to cost \( 8d^{2.292 \beta + 16.4} \) operations.

size when solving the unique-SVP problem using BKZ. We have verified that the estimate proposed in [ADPS16] closely matches our observations, which means that lattice reduction attacks will be cheaper than previously predicted (cf. Figure 3.1). Hence, we have re-estimated the security of a few encryption and signature schemes proposed in the literature to measure this impact.

However, we have also observed that [ADPS16]’s success condition for BKZ, (3.2), does not capture entirely the probabilistic nature of the attack; e.g. slightly smaller block sizes than predicted have non-negligible probability of solving uSVP (cf. Table 3.1). In the next chapter we will extend the recent techniques introduced by Dachman-Soled et al. [DDGR20] to try and compute the exact probability that a given block size successfully solves uSVP.

### 3.5.1 Developments since publication

Since this chapter was published as [AGVW17], a few related works have appeared further analysing, using or extending the model from [ADPS16]. First, our changes to the LWE estimator [APS15] were integrated in the estimator’s code base, meaning that security estimates generated with it, such as those in the Homomorphic Encryption Security Standard [ACC+18], automatically adopted the 2016 estimate. At Africacrypt 2019, Bai et al. [BMW19] published more experiments further confirming the assumptions used in the 2016 estimate, and confirming that the second intersection between the basis profile and the norms of the target vector’s projections discussed in Section 3.3.3 should not affect cryptographic parameters. Finally, Dachman-Soled et al. [DDGR20] extended the 2016 model to provide a probabilistic estimator of the success
3.5 Conclusions

probability of solving uSVP using Progressive BKZ that returns precise predictions also in the small block size regime. This became the basis for Chapter 4 of this thesis (published as [PV21]), where we modify Dachman-Soled et al.’s simulator to output more fine-grained results on the success probability of solving uSVP, verify the validity of the approach experimentally, and investigate the accuracy of the 2016 model and its extensions when applied to LWE with non-Gaussian secret and error distributions.

Acknowledgements. We thank Léo Ducas and Rachel Player for helpful discussions.
As lattice-based key encapsulation, digital signature, and fully homomorphic encryption schemes near standardisation, ever more focus is being directed to the precise estimation of the security of these schemes. The primal attack reduces key recovery against such schemes to instances of the unique Shortest Vector Problem (uSVP). Dachman-Soled et al. (Crypto 2020) recently proposed a new approach for fine-grained estimation of the cost of the primal attack when using Progressive BKZ for lattice reduction. In this chapter we review and extend their technique to BKZ 2.0 and provide extensive experimental evidence of its accuracy. Using this technique we also explain results from the primal attack experiments presented in Chapter 3, where attacks often succeeded with smaller than expected block sizes. Finally, we use our simulators to re-estimate
4.1 Motivation

The cost of attacking the three lattice KEM finalists of the NIST Post Quantum Standardisation Process.

4.1 Motivation

A popular computational problem chosen to design lattice-based schemes is the Learning With Errors (LWE) problem (with its ring and module variants). As mentioned in Section 1.4.3, a variety of attack strategies against this problem exist, with the practically better performing being the primal, dual and hybrid attacks. All three rely on lattice reduction algorithms, such as BKZ [SE91, SE94, CN11], Progressive BKZ [AWHT16], Self-Dual BKZ [MW16], G6K [ADH+19] and Slide Reduction [GN08a], to find either a unique (up to sign) embedded shortest vector, or more generally a good lattice basis. In particular, the primal attack is often estimated as the cheapest option [ACD+18].

The primal attack against LWE consists of using lattice reduction to solve an instance of the unique Shortest Vector Problem (uSVP). The most popular lattice reduction algorithm is BKZ. In Chapter 3, we discussed how complexity estimates for solving uSVP directly depend on estimating the smallest block size $\beta$ such that BKZ-$\beta$ successfully recovers the unique shortest vector. This $\beta$ is commonly found by following the methodology introduced in [ADPS16], which we experimentally investigated in Chapter 3.

While we confirmed the overall validity of the approach in [ADPS16], in our experiments reported in Table 3.1, we noticed that smaller than expected block sizes can result in a non-negligible probability of solving uSVP instances arising from the primal attack, when using BKZ. The same phenomenon was later observed in similar experiments run by Bai et al. [BMW19]. Some concerns were raised [BCLv19] that this could indicate an overestimate of the complexity of the primal attack for cryptographically sized instances. Furthermore, the experiments carried out in Chapter 3 only focused on recovering a unique shortest vector sampled coefficient-wise from a discrete Gaussian distribution. While we claimed that the [ADPS16] methodology would also hold for binary and ternary distributions, we did not provide experimental evidence. Recent
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**Input:** LLL reduced lattice basis $B$ of rank $n$

**Input:** $\tau \in \mathbb{Z}^+$

```
1 $\beta \leftarrow 3$
2 while $\beta \leq n$ do /* round */
3     run $\tau$ tours of BKZ-$\beta$ on basis $B$
4     $\beta \leftarrow \beta + 1$
```

**Algorithm 7:** Progressive BKZ Algorithm, as used in this chapter.

work [CCLS20] revisited the binary and ternary case in the small block size regime $\beta \leq 45$ and concluded that discrete Gaussian errors are more secure. We disagree, and discuss [CCLS20] further in Section 4.4.2.

Dachman-Soled *et al.* [DDGR20] recently proposed an approach for estimating the complexity of the primal attack that makes use of probability distributions for the norms of particular projections of the unique shortest vector, rather than only expected values. This results in a new approach that allows one to better predict the behaviour of the attack when considering block sizes smaller than those expected to be successful by the [ADPS16] methodology. The authors of [DDGR20] use this approach to develop a simulator that predicts the expected block size by which Progressive BKZ (PBKZ) [AWHT16] will solve an isotropic uSVP instance, that is an instance where the shortest vector (up to sign) in the lattice is spherically distributed, as if sampled from a Gaussian distribution with standard deviation $\sigma = 1$. In this work, we call such a simulator a *uSVP simulator*. They use this uSVP simulator in the setting of solving LWE instances with extra hints about the secret, and verify the accuracy of their predictions as the number of hints varies.

For the purposes of this chapter, we define Progressive BKZ as in Algorithm 7. Progressive BKZ consists in running $\tau$ tours of BKZ-$\beta$ for progressively larger block sizes $\beta$, until $\beta = n$. We call each step of the loop on Line 2 a “round” of PBKZ, to distinguish them from the “tours” run inside the BKZ subroutine. In our experiments we do not let $\beta$ increase further than some $\beta_{\text{max}} < n$. When using PBKZ to solve uSVP, at the end of each round we check for whether a solution was found, and in case break out of the loop before reaching $\beta = \beta_{\text{max}}$. 
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**Our contributions.** Our first contribution is the implementation of a variant of the uSVP simulator for Progressive BKZ, and the development of a new uSVP simulator for BKZ 2.0. Rather than only returning the expected successful block size, we extract full probability mass functions for successful block sizes, which allow for a more direct comparison to experimental results. Our simulators are also faster than that in [DDGR20], simulating success probabilities for Kyber1024 in 31 seconds against the 2 hours of [DDGR20]. This allows for potentially easier inclusion in parameter selection scripts, such as the LWE estimator [APS15]. We note that since the time of writing, the latest version of the simulator proposed in [DDGR20] adopted some of the techniques we use for the speed-up.

Our second contribution is extensive experiments on the success probability of different block sizes for BKZ 2.0 and Progressive BKZ, on uSVP lattices generated from LWE instances with discrete Gaussian, binary or ternary secret and error distributions. Our experiments show that the uSVP simulators accurately predict the block sizes needed to solve uSVP instances via lattice reduction for all distributions tested, and further explain the phenomenon of smaller-than-expected block sizes solving uSVP noticed in Chapter 3.

As a final contribution, we re-estimate the security of the three lattice KEM finalists of the NIST PQC process [Nat16] using our uSVP simulators. We compare the expected block sizes they return to those predicted by the original methodology of [ADPS16]. We note that our uSVP simulators estimate that a slightly larger average block size than predicted is required, meaning that [ADPS16] likely resulted in an underestimate of their security. We also observe that this phenomenon can, in large part, be attributed to the original [ADPS16] methodology using the Geometric Series Assumption. Replacing this assumption with the output of the [CN11] BKZ simulator reduces the predictive gap between the [ADPS16] methodology and our uSVP simulators.

All of our code and data can be found at [github.com/fvirdia/usvp-simulation](https://github.com/fvirdia/usvp-simulation).  

---

1. A similar phenomenon had also been observed in [DDGR20] for NTRU-HPS.
Related work. The Geometric Series Assumption (GSA), used to predict the output quality of lattice reduction, was introduced in [Sch03]. A simulator, specifically for the output quality of BKZ, was introduced in [CN11]. This simulator more accurately predicts the final, or tail, region of the basis profile of a BKZ reduced lattice, improving over the GSA. A refined BKZ simulator was presented in [BSW18], which improves over the [CN11] simulator in the first region, or head, of the basis profile. Alkim et al. [ADPS16] introduced a BKZ specific method for estimating the block size required to solve uSVP instances arising from the primal attack; its accuracy was investigated in [AGVW17, BMW19] (the first being the published version of Chapter 3). This method, combined with basis profile simulation after BKZ reduction and arguments about distributions describing the norms of projections of the unique short vector, is extended in [DDGR20] to predict the expected block size by which Progressive BKZ will solve isotropic uSVP instances.

Chapter roadmap. In Section 4.2 we review the available methods for simulating the profiles of BKZ- and LLL-reduced lattice bases with more accuracy than the GSA provides. In Section 4.3 we review the approach of [DDGR20] and use it to propose uSVP simulators for BKZ 2.0 and Progressive BKZ. In Section 4.4 we describe our experiments and results. In Section 4.5 we use our uSVP simulators to provide preliminary estimates of the block sizes required to successfully perform key recovery attacks on the three NIST PQC lattice KEM finalists, and compare this to predictions using the [ADPS16] methodology.

4.2 Simulating BKZ and LLL

In Chapter 1 we introduced the Geometric Series Assumption (GSA), a heuristic that suggests that the shape of a reduced lattice basis profile follows a geometric progression, where the common ratio depends on the lattice reduction algorithm used. Given a lattice $\Lambda$, the GSA together with the constraint that $\prod ||b_i^*|| = \text{vol}(\Lambda)$ can be used to approximate the profile of a reduced basis for $\Lambda$. 
4.2 Simulating BKZ and LLL

As we mentioned when introducing the GSA, its output represent only a first approximation of a reduced basis profile. In this section we discuss some simulators that can be used to more accurately describe the profile of BKZ- and LLL-reduced lattice bases.

**BKZ.** The GSA’s output can be seen as a global view of a reduced lattice basis, using only the constant volume of the full lattice \( \Lambda \) to estimate the basis profile. However, the volume of local blocks is not constant as LLL or BKZ is run on a basis. Chen and Nguyen propose a *BKZ simulator* \([CN11]\) that takes this intuition into account to improve on the GSA in the case of BKZ. It takes as input a basis profile \( \{ \| b_i \|^2 \}_{i} \) and simulates a tour of BKZ-\( \beta \) by calculating, block by block, the Gaussian heuristic of the current block, “inserting” a vector of that length at the beginning of said block, and redistributing the necessary length to the subsequent Gram–Schmidt vectors to keep \( \text{vol}(\Lambda) \) constant. Since projected sublattices of small rank, e.g. smaller than 45, do not behave as random lattices \([GN08b, CN11]\), in order to simulate the profile for the final indices of the basis the BKZ simulator stops using the Gaussian heuristic and instead uses experimentally generated average norms for unit volume lattices (scaled appropriately). This design also allows for one to simulate a fixed number of tours, rather than assuming convergence, as in the GSA. In practice, the \([CN11]\) simulator better captures the shape of a reduced basis profile over the last few indices.

The simulation process can be made probabilistic by “inserting” a vector with length drawn from a probability distribution centred on the length suggested by the Gaussian heuristic. This is done by Bai et al. \([BSW18]\), whose simulator further improves the predictions of \([CN11]\) by better capturing the shape of reduced basis profiles over the first few indices.

Throughout our work we make use of the Chen–Nguyen simulator as implemented in Fpylll \([FPY17]\). In Algorithm 8 we define a BKZSim subroutine that returns a \([CN11]\) simulation for an input basis profile. Here \( \text{LWE}_{n,q,\chi,m} \) is a basis produced as in (3.8) with \( c = 1 \), assuming normal form so that \( \nu = 1 \) and \( \chi = \chi_s = \chi_e \).
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Input: \((n, q, \chi, m)\) or profile \(\{\|b^*_i\|^2\}_i\)

Input: \(\beta, \tau\)

1. if \(\{\|b^*_i\|^2\}_i\) not provided as input then
   \[
   \{\|b^*_i\|^2\}_i \leftarrow \text{simulated profile of LLL reduced LWE}_{n,q,\chi,m} \text{ instance}
   \]

2. \(\{\|b^*_i\|^2\}_i \leftarrow [CN11] \text{ simulation of } \tau \text{ tours of BKZ-}\beta \text{ on } \{\|b^*_i\|^2\}_i\)

3. return \(\{\|b^*_i\|^2\}_i\)

Algorithm 8: BKZSim subroutine.

LLL. As part of our uSVP simulations, we will require in input the profile of LLL-reduced bases. To produce these we considered three options. We compare the output for the three approaches in Figure 4.1.

The first option is to run LLL on an example basis. In the case of the instances used in the experiments which we will be describing in Section 4.4, such a reduction can be easily performed on any particular embedding basis. However, this is not the case for cryptographically sized embeddings, where Fplll’s implementation of LLL can only run with high enough floating point precision by using MPFR [FHL+07], which becomes impractically slow.

The second option is to use a GSA slope corresponding to LLL reduction, by setting \(\alpha = \delta^{-2} = 1.02^{-2}\) as the GSA factor. This correctly predicts the slope of the main section of the profile, but does not account for the role played by the \(q\)-vectors\(^2\) in the embedding basis, which are short enough to not be affected by LLL [How07], resulting in the characteristic “Z-shape” of LLL-reduced bases for \(q\)-ary lattices.

The third option is to use a specific basis profile simulator for LLL that captures the effect of the \(q\)-vectors. We opt for the third option. While the approach to simulating the Z-shape immediately follows from the observation that the vectors in the middle of the basis follow the GSA [How07], we provide below a full description of how we do it.

\(^2\)That is, vectors with one coefficient valued \(q\) and all the others zero.
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![Graph showing the comparison between the output profile of LLL averaged over 25 input bases, the output of the LLL simulator used for our estimates, and the GSA. The input bases being reduced are for $q$-ary lattices corresponding to embeddings of “$n=100$” LWE instances as parametrised in Table 4.1.](image)

Figure 4.1: Comparison between the output profile of LLL averaged over 25 input bases, the output of the LLL simulator used for our estimates, and the GSA. The input bases being reduced are for $q$-ary lattices corresponding to embeddings of “$n=100$” LWE instances as parametrised in Table 4.1

4.2.1 LLL “Z-shape” simulation

The Z-shape nickname refers to the shape of the log-plot for the profile of an LLL-reduced basis $B$ when providing in input a $q$-ary lattice basis such as (3.8), with the $q$-vectors set as the first basis vectors. In such cases, most of the $q$-vectors will not be altered by LLL, since they are orthogonal and short. This results in the basis profile having a flat head corresponding to the first Gram–Schmidt vectors $b_1^*$, $b_2^*$,... being $q$-vectors. Depending on the lattice’s volume and rank, the final Gram–Schmidt vectors will be 1-vectors obtained from the identity matrix minor in the basis, resulting in a flat tail in the profile. The middle indices of the log-plot of the basis profile will be located along a straight line with the slope predicted by the GSA for LLL with $\log \alpha = -2 \log \delta$, where $\delta$ is LLL’s root-Hermite factor $\delta \approx 1.02$ [NS06]. An example of the Z-shape can be seen in Figure 4.1.

---

3While a similar Z-shaped profile will result even if the $q$-vectors are not at the beginning of the basis, the effect will be more pronounced if they are.
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In the most straightforward case, given a normal-form LWE lattice with volume $q^m$, dimension $d$ and basis (3.8), the LLL simulator predicts the Z-shape by first computing the GSA slope section of the profile. This is achieved by noticing that vectors in this section will have log-norm $\log \|b_i^*\| \in (0, \log q)$, decreasing by $\log \alpha$ at each index by the GSA. Then the head section will have enough $q$-vectors so that the output profile describes a lattice with volume $q^m$, and the remaining vectors will be 1-vectors in the tail. This procedure may result in a volume that is not exactly equal to $q^m$. In this case, we pick the maximum number of $q$-vectors such that the implied volume is $< q^m$, and shift the slope up to match $q^m$. In practice this effect is minimal. This description matches all cases used in this chapter, the resulting pseudo-code can be found in Algorithm 9. Some corner cases, including $\nu \neq 1$ in (3.8), can arise and are dealt with in our Python implementation of the simulator.

4.3 Simulating solving uSVP

In this section, we review and extend recent work on capturing the probabilistic nature of the described uSVP win condition. In [DDGR20], Dachman-Soled et al. revisit the [ADPS16] heuristic methodology described in Section 3.2.2. The authors are concerned with accurately predicting the effects that introducing side channel information to their lattice embedding has on the success probability of solving uSVP using Progressive BKZ, while also maintaining accuracy in the small block size regime, $\beta \leq 45$. The authors describe a uSVP simulator (not to be confused with the BKZ simulator of [CN11]), designed to predict the success probability of Progressive BKZ solving an isotropic uSVP instance by a specific block size. Using their uSVP simulator, they predict the expected successful block size for a series of experiments they run, and verify the accuracy of their predictions. We start by simplifying the [DDGR20] uSVP simulator for Progressive BKZ, and then develop a similar uSVP simulator for BKZ 2.0. We focus on the simulator as described in [DDGR20] at the time of release. Since the time of writing of this chapter as [PV21], the latest version of the simulator proposed in [DDGR20] adopted some of the techniques described below, for allowing $\tau > 1$ and faster simulations.

4Any uSVP instance used in the primal attack can be made isotropic, where $\sigma = 1$. 154
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**Input:** $m, q, d$  
// $m$ $q$-vectors, dimension $d$
// $\delta$ is LLL’s root-Hermite factor $\approx 1.02$
// $q^n$ is the lattice’s volume
1 $\log \alpha \leftarrow -2 \log \delta$
   // compute the profile’s slope
2 slope $\leftarrow [\log q + \log \alpha, \log q + 2 \log \alpha, \ldots, \varepsilon]$ s.t. $\varepsilon + \log \alpha \leq 0$
3 if $\#\text{slope} \geq d$ then
4   slope $\leftarrow$ last $d$ entries of slope
5   shift slope vertically such that $\sum_i \text{slope}_i = \log q^n$
6 log-profile $\leftarrow$ slope
7 return log-profile
8 $\ell \leftarrow \#\text{slope}$
9 $v \leftarrow \sum_i \text{slope}_i$
   // compute the profile’s head
10 head $\leftarrow []$
11 while $v + \sum_i \text{head}_i + \log q < \log q^n$ and $\ell + \#\text{head} < d$ do
12   $\text{head} \leftarrow \text{head} \cup [\log q]$
13 $\ell \leftarrow \ell + \#\text{head}$
14 $v \leftarrow v + \sum_i \text{head}_i$
   // compute the profile’s tail
15 tail $\leftarrow []$
16 while $\ell + \#\text{tail} < d$ do
17   $\text{tail} \leftarrow \text{tail} \cup [0]$
18 shift slope vertically such that $\sum_i \text{head}_i + \sum_i \text{slope}_i = \log q^n$
19 log-profile $\leftarrow$ head $\cup$ slope $\cup$ tail
20 return log-profile

**Algorithm 9:** LLL Z-shape simulator, assuming a basis as in (3.8) with $\nu = 1$. Returns the logarithm of the basis profile, $\{\log \|b_i^*\|\}_{i}$. 
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Notation. In Algorithms 10, 11, and 12 below, given a (possibly estimated) lattice basis profile “profile = \{∥b_i^∗∥^2\}_i”, we refer to exact or estimated values for ∥b_i^∗∥^2 as profile[i].

4.3.1 Progressive BKZ

The approach proposed in [DDGR20] to estimate the required block size to solve a uSVP instance is to simulate the status of a lattice basis as it is being reduced, and with it the probability at each step of the lattice reduction algorithm that the target vector is recovered.

Algorithm 10: Isotropic uSVP simulator for Progressive BKZ with \(\tau = 1\), as proposed in [DDGR20]. We omit the details of computing \(p_{lift}\) for simplicity and note that \(p_{rec}\) represents \(P[\pi_{d-\beta+1}(v) \text{ rec. this round}]\).

Returns the expected block size \(\bar{\beta}\) required to solve uSVP.

Let \(W\) be the event of solving uSVP during the run of Progressive SVP, \(W_\beta\) the probability of being able to solve uSVP during the round with block size \(\beta\), and \(F_\beta = \neg W_\beta\). Following the notation in Algorithm 7, we assume \(\tau = 1\), meaning that for each block size \(\beta\) exactly one tour of BKZ-\(\beta\) is run. Dachman-Soled et al. implicitly partition \(W\) as follows

\[ P[W] = P[W_3] + P[W_4 \land F_3] + P[W_5 \land F_4 \land F_3] + \cdots = \sum_{\beta=3}^{d} P \left[ W_\beta \land \bigwedge_{j=3}^{\beta-1} F_j \right] . \]

Their computation of the expected winning block size \(\bar{\beta}\) amounts to implicitly defining a probability mass function for the random variable \(B\) representing the
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first viable block size to solve the uSVP instance, and computing its expected value. In the case of Progressive BKZ, a block size $\beta$ being the first viable means that it is the round of BKZ run with block size $\beta$ (i.e. the tour of Line 3 of Algorithm 7 with block size $\beta$) and not any earlier round using a smaller block size, that will solve the uSVP instance. The resulting probability mass function for the distribution of $B$ can be modelled as

$$P[B = \beta] = P\left[W_\beta \land \bigwedge_{j=3}^{\beta-1} F_j\right].$$

The probability $P[W_\beta]$ is itself modelled as the product of the probability of successfully recovering $\pi_{d-\beta+1}(v)$ by calling $O_{\text{SVP}}$ on the last full size block, $P[\pi_{d-\beta+1}(v) \text{ recovered using block size } \beta] \approx P[x \leftarrow \chi_\beta^2 : x \leq \text{profile}[d-\beta+1]]$, and the probability of successfully lifting the projection over subsequent rounds, $p_{\text{lift}}$. In their implementation of Algorithm 10, Dachman-Soled et al. use a chain of conditional probabilities to compute $p_{\text{lift}}$. Events $W_i$ and $F_j$ for $i \neq j$ are considered to be independent since every round of lattice reduction rerandomises the basis, therefore $P[B = \beta]$ is computed as the relevant product

$$P\left[W_\beta \land \bigwedge_{j=3}^{\beta-1} F_j\right] = P[W_\beta] \cdot \prod_{j=3}^{\beta-1} P[F_j].$$

We introduce two simplifications to the above uSVP simulator. Firstly, we noticed experimentally that running BKZ with block sizes smaller than 40 will not solve instances for which the [ADPS16] approach predicts a winning block size of $\beta \geq 60$, where most cryptographic applications (and our experiments) reside. Therefore, we skip probability computations for any block sizes smaller than 40. Furthermore, values of $p_{\text{lift}}$ approach 1 quickly as $\beta$ increases, such that one can simply assign $p_{\text{lift}} = 1$ for $\beta \geq 40$; a similar phenomenon is noted in Section 3.3.3. Finally, by allowing multiple tours per block size, we define a uSVP simulator, Algorithm 11, for Progressive BKZ as described in Algorithm 7 where $\tau$ may be greater than 1. A comparison between the output of Algorithms 10 and 11 can be found in Figure 4.2 for four isotropic LWE instances, where $\tau = 1$. To produce Figure 4.2, we tweaked the original [DDGR20] code in order to extract the implicit probability mass
Figure 4.2: Comparison between the output of Algorithm 10 \cite{DDGR20} and Algorithm 11 (this work) for isotropic parameters ($\sigma = 1$) from Table 4.1, and on Kyber 512 and 1024 \cite{SAB19}. The difference in predicted mean first viable block size between the two simulators is reported as $\Delta \mathbb{E}(\beta)$, and is always smaller than 1.

function $P[B = \beta]$. Our simplifications significantly speed up the simulation by avoiding the expensive computation of $p_{\text{lift}}$. In particular, our simulations for Kyber 512 (resp. 1024) take 4 seconds (resp. 31 seconds) against the 20 minutes (resp. 2 hours) of \cite{DDGR20}. We can see that the output probabilities $P[B \leq \beta]$ and the expected successful block sizes differ only slightly and pessimistically for the attacker on low dimensional instances when using our simulator, with this difference shrinking for cryptographically sized problems.
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**Input:** \((n, q, \chi, m), \tau\)

1. \(p_{\text{tot}} \leftarrow 0, P \leftarrow \{\}, \beta \leftarrow 3\)
2. \(d \leftarrow n + m + 1, \sigma^2 \leftarrow \mathbb{V}(\chi)\)
3. \(\text{profile} \leftarrow \text{simulated profile of LLL reduced LWE}_{n,q,\chi,m} \text{ instance}\)
4. \(\text{while } \beta < 40 \text{ do}\)
   5. \(\beta \leftarrow \beta + 1\)
   6. \(\text{while } \beta \leq d \text{ do} \quad \text{/* PBKZ rounds */}\)
      7. \(\text{for } \text{tour} \leftarrow 1 \text{ to } \tau \text{ do} \quad \text{/* BKZ tours */}\)
         8. \(\text{profile} \leftarrow \text{BKZSim(profile, } \beta, \tau)\)
         9. \(p_{\text{new}} \leftarrow P[x \leftarrow \sigma^2 \chi^2_{\beta}; x \leq \text{profile}[d - \beta + 1]]\)
         10. \(P[\beta] \leftarrow (1 - p_{\text{tot}}) \cdot p_{\text{new}}\)
         11. \(p_{\text{tot}} \leftarrow p_{\text{tot}} + P[\beta]\)
         12. \(\text{if } p_{\text{tot}} \geq 0.999 \text{ then break}\)
      13. \(\beta \leftarrow \beta + 1\)
6. \(\text{return } P\)

**Algorithm 11:** Unique-SVP success probability simulator for Progressive BKZ, running \(\tau\) tours for each block size, then increasing the block size by 1. Returns the probability mass function \(P[B = \beta]\) of solving uSVP in the round using block size \(\beta\).

4.3.2 BKZ

Using the same approach as for Algorithm 10 and Algorithm 11, we implemented a uSVP simulator for BKZ, described in Algorithm 12. In this case, the basis profile after a number of tours of BKZ-\(\beta\) is simulated in one shot using the [CN11] simulator. Given that the block size is fixed, the probabilities are only accumulated over tours. It should be noted that the event of \(\beta\) being the first viable block size changes in the case of BKZ. In this case, no unsuccessful tours with a smaller block size are run by the algorithm. Instead, we consider \(\beta\) being first viable if running BKZ-\((\beta - 1)\) for \(\tau\) tours would not result in a solution to the uSVP instance but running BKZ-\(\beta\) would.

Algorithm 12 returns the probability that \(\tau\) tours of BKZ-\(\beta\) will solve uSVP, but does not exclude the possibility of winning with a smaller block size. We assume in our model that if \(\tau\) tours of BKZ-\(\beta\) solve a given uSVP instance, then \(\tau\) tours of BKZ-\(\beta'\), for \(\beta' > \beta\), also will. The values output by Algorithm 12 for a given instance can therefore be interpreted as a cumulative mass function for the first viable block size, i.e. \(P[B \leq \beta]\). By running the simulator for increasing
block sizes until it outputs probability 1, one may recover the probability mass function \( P[B = \beta] \) as

\[
P[B = \beta] = P[B \leq \beta] - P[B \leq \beta - 1].
\]

**Input:** \((n, q, \chi, m), \beta, \tau\)

\begin{align*}
1 & \quad p_{\text{tot}} \leftarrow 0, \sigma^2 \leftarrow \nabla(\chi) \\
2 & \quad d \leftarrow n + m + 1 \\
3 & \quad \text{for } \text{tour} \leftarrow 1 \text{ to } \tau \text{ do} \quad \text{/* BKZ tours */} \\
4 & \quad \text{profile} \leftarrow \text{BKZSim}((n, q, \chi, m), \beta, \text{tour}) \\
5 & \quad p_{\text{new}} \leftarrow P[x \leftarrow \sigma^2 \chi^2: x \leq \text{profile}[d - \beta + 1]] \\
6 & \quad p_{\text{tot}} \leftarrow p_{\text{tot}} + (1 - p_{\text{tot}}) \cdot p_{\text{new}} \\
7 & \quad \text{return } p_{\text{tot}}
\end{align*}

**Algorithm 12:** Unique-SVP success probability estimator when running \( \tau \) tours of BKZ-\( \beta \). Returns the probability of solving the uSVP instance.

### 4.4 Experiments

In this section, we describe the experiments we run to check the accuracy of Algorithms 11 and 12, and discuss the results. We start by describing our original batch of experiments in Section 4.4.1. In Section 4.4.2 we make some observations about our experimental results, and describe further tweaked experiments that we run to verify our understanding of the results.

#### 4.4.1 Initial experiments

Our aim in this section is threefold: first, we want to provide experimental evidence for the accuracy of our BKZ and Progressive BKZ uSVP simulators when predicting the success probability of the primal attack against LWE with discrete Gaussian secret and error for different block sizes; second, we want to compare our experiments in Chapter 3 to our uSVP simulations; and finally, we want to explore the effect that using binary or ternary distributions has on the primal attack. Throughout our experiments, we use BKZ 2.0 as implemented in Fpylll [FPY17] version 0.5.1dev, writing our own Progressive BKZ script by using Fpylll’s BKZ 2.0 as a subroutine.
4.4 Experiments

For our first goal, we choose three different parametrisations of the LWE problem, for which the [ADPS16] approach predicts an expected successful block size of either 60 or 61. The parameters can be found in Table 4.1. All parameter sets in these batches use discrete Gaussian secret and error with $\mathbb{V}(\chi_s) = \mathbb{V}(\chi_e) = \sigma^2$. The number of LWE samples used, $m$, is determined by what the LWE estimator [APS15] predicts to be optimal, using (3.2). For each parameter set we generate 100 instances, and reduce them using either BKZ or Progressive BKZ. We then check whether lattice reduction positioned the embedded shortest target vector in the first index of the reduced basis.

In the case of BKZ, for each basis we run a number of tours of BKZ with block size $\beta = 45, \ldots, 65$. The number of tours, $\tau$, takes the values 5, 10, 15, 20, 30. This results in a total of 100 bases, reduced independently $21 \times 5$ times each, once for every combination of $\beta$ and $\tau$. For every set of 100 reductions, we record the success rate by counting the number of solved instances. We run a similar set of experiments using Progressive BKZ, allowing $\tau \geq 1$ tours per block size, in order to see at what point running extra tours per block size becomes redundant. For this reason, we reduce each basis 5 times, once per value of $\tau$ in 1, 5, 10, 15, 20. After every call to the BKZ subroutine, we check whether the instance is solved. If not, we increase the block size by 1 and run a further round of PBKZ.

The resulting success rates for BKZ and Progressive BKZ (with $\tau = 1$) are plotted in Figure 4.3, together with the output of our uSVP simulators, interpolated as curves. Figure 4.4 contains similar plots for Progressive BKZ with $\tau \geq 1$. In Figure 4.6 we plot the differences $\Delta \mathbb{E}$ and $\Delta \sqrt{\mathbb{V}}$ between the mean and standard deviation for the simulated and experimentally measured probability distributions for the first viable block size, for both Progressive BKZ and BKZ,

$$\Delta \mathbb{E}(\beta) = \text{simulated } \mathbb{E}(\beta) - \text{measured } \mathbb{E}(\beta),$$
$$\Delta \sqrt{\mathbb{V}}(\beta) = \text{simulated } \sqrt{\mathbb{V}}(\beta) - \text{measured } \sqrt{\mathbb{V}}(\beta).$$

For our second goal, we take the success probabilities reported Table 3.1 of Chapter 3. In Figure 4.5 we report the measured success rates at optimal
Table 4.1: List of LWE parameters used for testing our uSVP simulators. The instances are in normal form. We use the Bai–Galbraith embedding and the number of samples used, $m_{2016}$, is given by the LWE estimator (commit 428d6ea).

and smaller than optimal block sizes, and we superimpose our BKZ success probability simulations for the same lattice parameters.

Finally, for our third goal, we run Progressive BKZ experiments for $\tau$ in $1, 5, 10, 15, 20$ on three parameter sets using bounded uniform secrets. In particular, we pick the $n = 72$ and $n = 93$ parameters from Table 4.1 but sample secret $s$ and error $e$ coefficients uniformly from the set $\{-1, 1\}$, and the $n = 100$ parameters with secret and error coefficients sampled uniformly from $\{-1, 0, 1\}$. This preserves the same standard deviations as in Table 4.1, while adding more structure to the target vector. In the first case, the $s$ and $e$ are equivalent to those of a scaled and centred LWE instance with binary secret and error (using a centered and scaled embedding as in Section 3.4.1), while in the second case, the problem is LWE with ternary $s$ and $e$. The resulting success probability plots can be found in Figure 4.7.

### 4.4.2 Observations

Experimental success rates for both BKZ and Progressive BKZ are in line with the output of the simulators described in Section 4.3. We now look at the results.

#### 4.4.2.1 Progressive BKZ

In the case of Progressive BKZ, simulations seem to predict accurately the success probabilities for $\tau \leq 10$ and all secret and error distributions used.
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Figure 4.3: Comparison of simulated success probabilities with experimental results for BKZ and Progressive BKZ (with $\tau = 1$). Dashed lines are simulations, crosses are experiments. In the case of Progressive BKZ, 100 total instances are reduced. In the case of BKZ, each experimental result is averaged over 100 instances, with experiments using up to block size 65.

Throughout our experiments reported in Figure 4.4, we observe two ways in which experiments slightly deviate from predictions.

**Redundant tours.** Firstly, the success probability appears to stop significantly increasing for $\tau > 10$, even when the simulation does predict some improvement. We expect this to be a consequence of the large amount of lattice reduction being performed. Indeed, whenever the BKZ-$\beta$ subroutine is called, the basis has already been reduced with $\tau$ tours of BKZ-$\beta - j$ for $j = 1, \ldots, \beta - 3$. This suggests that only little progress on the basis profile can be made with each new tour of BKZ-$\beta$. In our experiments, we use Fpylll’s BKZ 2.0 implementation with auto-abort, which triggers by default after the slope of the basis profile does not improve for five tours, the slope being computed using a simple linear regression of the logarithm of the basis profile. This means that if it is the case that little progress can be made, fewer than $\tau$ tours will be run.
Figure 4.4: Comparison of simulated success probabilities with experimental results for Progressive BKZ with $\tau \geq 1$ on instances with discrete Gaussian secret and error distributions. Dashed lines are simulations, crosses are experiments.

Figure 4.5: Comparison of simulated BKZ success probabilities with experimental results reported in Table 3.1 of Section 3.
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Figure 4.6: The measured difference $\Delta E(\beta)$ (resp. $\Delta \sqrt{\mathcal{V}(\beta)}$) between the simulated and experimental successful block size mean (resp. standard deviation), as $\tau$ grows.
Figure 4.7: Comparison of simulated success probabilities with experimental results for Progressive BKZ on LWE instances with scaled and centred binary secret and error (Figures 4.7a and 4.7b), and ternary secret and error (Figure 4.7c). Dashed lines are simulations, crosses are experiments. Each experimental result is averaged over 100 instances. No changes were made to the uSVP simulators.
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Figure 4.8: Measured number of tours run by the BKZ 2.0 subroutine of Progressive BKZ with $\tau \geq 5$ for each round of reduction with block size $\beta$. Numbers are from experiments using the $n = 100$ parameters from Table 4.1, with discrete Gaussian secret and error. Values are averaged over 100 instances. Less than $\tau$ tours are run if either BKZ-$\beta$ does not change the basis or auto-abort triggers.

To verify this, we rerun experiments while measuring the number of tours run by the BKZ subroutine. The data for the $n = 100$ experiments can be found in Figure 4.8, and seems to confirm that auto-abort for $\beta > 20$ is much more frequently triggered for $\tau > 10$. This problem does not affect Progressive BKZ with $\tau = 1$ since even with auto-abort one tour is always run, and only slightly affects $\tau = 5$ and $\tau = 10$.\(^5\) Indeed, predictions match experiments well in the $\tau \leq 10$ cases (cf. Figure 4.4).

**Sample variance.** The other phenomenon is the presence of a slight plateau in the probability plots as $P[B \leq \beta] \geq 0.8$. In the case of $n = 72$ we also see that smaller than predicted block sizes accumulate a significant success probability. Interestingly, this effect does not appear to be present in the case of binary secret and error LWE, see Figures 4.7a and 4.7b. We expect that this phenomenon is caused by the slight variation in *sample variance* throughout our experiments. Indeed, if we think of our target vector $v = (v_1, \ldots, v_d)$ as sampled coefficient-\(^5\) Auto-abort will also not trigger for $\tau = 5$, however in this case sometimes the BKZ-$\beta$ subroutine with $\beta \leq 10$ returns after only one tour due to not making any changes to the basis.
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wise from some distribution \( \chi \) with variance \( \sigma^2 \), in practice the resulting sample variance for each particular LWE instance \( s^2 := \frac{1}{d} \sum_{i=1}^{d} (v_i - \bar{v})^2 \), with \( \bar{v} := \frac{1}{d} \sum v_i \) the sample mean, will likely slightly deviate from \( \sigma^2 \). We would therefore expect \( \| \pi_i(\mathbf{v}) \|^2 \) to follow a distribution slightly different to \( \sigma^2 \cdot \chi^2_{d-i+1} \).

However, in the case of \( \chi = U(\{-1, 1\}) \), the distribution resulting from scaled and centred binary LWE embeddings, this distribution has a very small variance of \( s^2 \), i.e. \( V(s^2) \), meaning that most sampled target vectors will have sample variance almost exactly \( V(\chi) = 1 \).

To verify this hypothesis, we run a set of \( n = 72 \) and \( n = 100 \) discrete Gaussian experiments from Table 4.1, where we resample each LWE instance until the target vector’s sample variance is within a 2% error of \( \sigma^2 \), and then run Progressive BKZ with \( \tau \) in \( 1, 5, 10 \). The resulting experimental probability distributions, shown in Figure 4.9, do not present plateaus (and in the case of \( n = 72 \), they also do not present the high success probability for small block sizes), supporting our hypothesis. In practice, this effect should not significantly affect cryptographic parameters, as \( V(s^2) \in O(\frac{1}{d}) \) [KK51, Eq. 7.20], keeping the effect of fluctuations in \( \| \pi_{d-\beta+1}(\mathbf{v}) \|^2 \) small as the embedding dimension \( d \) increases.

**Binary and ternary distributions.** Our uSVP simulators output similarly accurate simulations for scaled and centred binary and ternary secret and errors, as seen in Figure 4.7, without making any alterations. This is in line with the notion that the hardness of solving uSVP via lattice reduction depends on the standard deviation of the target vector’s coefficients rather than on their exact distribution. In recent work [CCLS20], Chen et al. run small block size (\( \beta \leq 45 \)) experiments and from their results conclude that the [ADPS16] methodology may be overestimating the security of binary and ternary secret LWE instances, and that discrete Gaussian secrets offer “greater security levels”. We believe their conclusions to be incorrect. First, their experiments are exclusively run in the small block size regime, where it is known that lattice heuristics often do not hold [GN08b, §4.2], [CN11, §6.1]. Second, their methodology

\[\text{Following [KK51], we compute } V(s^2) \text{ as approximately 0.00995, 0.00112, and 0.00005 for a discrete Gaussian with } \sigma^2 = 1, U(\{-1,0,1\}) \text{ and } U(\{-1,1\}) \text{ respectively, for sets of 200 (} \approx d \text{) samples.}\]
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Figure 4.9: Progressive BKZ success probability against LWE instances with discrete Gaussian secret and error and \((n, \sigma^2) \in \{(72, 1), (100, 2/3)\}\), such that their sample variance is within 2% of \(\sigma^2\).

does not take into account the norm of their embedded shortest vector. In their experiments they compare \(\text{LWE}_{n,q,\chi,m}\) instances where \(\chi\) is swapped between several distributions with different variances. They use the [BG14b] embedding, which results in target vectors whose expected norms grow with the variance of \(\chi\). This means instances with narrower \(\chi\) will be easier to solve, something that can already be predicted by running the LWE estimator using the `secret_distribution` parameter (which will also implicitly account for any advantageous secret vector coefficient guessing, as to reduce the LWE instance’s dimensionality). This however does not mean that Gaussian secrets offer inherently “greater security levels” than binary and ternary secrets, but rather that given two LWE instances (where any useful coefficient guessing has already occurred) with the same values for \(n, q\) and \(m\), the larger the secret variance, the harder the instance. Gaussian secrets with variance smaller than \(1/4\) would result in lower security than binary secrets in such a setting. We think the experiments to determine whether discrete Gaussian secrets are more secure than binary or ternary secrets should therefore compare LWE instances with different secret distributions, but equal variances, as done in this section, and that parameter selection for small secret LWE should take the secret’s variance into consideration.
4.4.2.2 BKZ

In the case of BKZ, simulations seem to stay similarly accurate across all secret dimensions $n$, as reported in Figure 4.3. It should be noted that, even though a larger gap than for Progressive BKZ can be seen between predictions and experiments in the case of $\tau = 5$, this predictive gap in expected block size of less than 3 corresponds to about 1 bit in a core-sieve cost model [ADPS16]. Furthermore, this gap narrows as $\tau$ increases. Following experimental results from [Che13, Figure 4.6] and [Alb17], designers often [ACD+18] consider it sufficient to reduce a basis using $\tau = 16$ tours of BKZ when specifying BKZ cost models, due to the basis quality not improving significantly after 16 tours. Our simulators seem accurate for values of $\tau$ in such a regime.

Another observation is that Progressive BKZ with $\tau = 1$ outperforms BKZ with $\tau = 5$. Indeed, the earlier performs approximately $\beta$ tours of increasing block size versus the latter’s five tours of block size $\beta$. It seems therefore that for these lattice parameters Progressive BKZ applies “more” lattice reduction. We do not attempt to give a closed formula for the minimum block size for which BKZ outperforms Progressive BKZ in output quality, and keep in mind that a direct comparison of first viable block sizes does not alone capture the relative cost of the two algorithms due to Progressive BKZ also performing tours with smaller block sizes.

We also see that the phenomenon of success probabilities not increasing when $\tau \geq 10$ that was observed for Progressive BKZ does not appear to occur in the case of BKZ. This is compatible with our understanding of this phenomenon in the case of Progressive BKZ. Indeed, BKZ-$\beta$ will not auto-abort as often due to the input basis not having already been reduced with, for example, $\tau$ tours of BKZ-$(\beta - 1)$.

However, a different interesting phenomenon can be observed. Sometimes, as the block size is increased, the experimental success probability of BKZ lowers, see the BKZ experiments in Figure 4.3. For example, this happens between block sizes 60 and 61 in Figure 4.3a when running $\tau = 5$ tours of BKZ. Originally we believed this to be caused by the preprocessing strategies used
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in Fpylll. Indeed, at the time of writing, preprocessing strategies for block size \( \beta \) (resp. \( \beta + 1 \)) could include running BKZ-\( \beta' \) (resp. BKZ-\( \beta'' \)), with \( \beta' > \beta'' \), resulting in inferior quality preprocessing for BKZ-(\( \beta + 1 \)) than for BKZ-\( \beta \). We replaced the default preprocessing strategies with a custom one such that preprocessing block sizes are non-decreasing as a function of \( \beta \), however this did not remove the effect.

A possible cause for this phenomenon could be that basis profiles output by the [CN11] simulator do not capture the possibility that Gram–Schmidt vector norms can be non decreasing as a function of their index. This means that one could have a BKZ-\( \beta \) reduced basis such that \( \| \mathbf{b}_{d-\beta}^* \| < \| \mathbf{b}_{d-\beta+1}^* \| \).\(^7\) This event happening across instances or block sizes could be a potential cause for the phenomenon. The probabilistic BKZ simulator developed in [BSW18] seems to better capture this phenomenon, when run with a fixed PRNG seed. An example of the output of our uSVP simulator for BKZ when replacing the [CN11] simulator with the [BSW18] simulator can be found in Figure 4.10. However, our experimental measurements are averaged over 100 runs. Running our uSVP simulator with the [BSW18] simulator, and averaging its output, results in a simulation with strictly increasing probabilities, unlike our measurements. In any case, the overall success probability predictions stay reasonably accurate.

Finally, looking at Figure 4.5, it seems that our simulations are consistent with the measurements reported in Table 3.1 of Chapter 3. The simulators therefore seem to explain the reported success probabilities of lower than expected block sizes in Chapter 3.

4.5 Cryptographically sized LWE instances

In previous sections we developed simulators for the success probability of solving uSVP instances and tested them against uSVP embedding lattices

\(^7\)In general, by Definition 19 of BKZ-\( \beta \) reducedness we have \( \| \mathbf{b}_i^* \|^2 = \theta \cdot \| \pi_i(\mathbf{b}_{i+1}) \|^2 \leq \| \pi_i(\mathbf{b}_{i+1}) \|^2 \) for some \( \theta \in (0, 1] \). Then \( \| \mathbf{b}_i^* \|^2 < \| \mathbf{b}_{i+1}^* \|^2 \) iff \( (1 + \mu_{i+1, i}) \cdot \theta < 1 \) where \( \mu_{i+1, i} = \langle \mathbf{b}_{i+1}, \mathbf{b}_i^* \rangle / \| \mathbf{b}_i^* \|^2 \in [-1/2, 1/2] \).
Figure 4.10: Both figures show BKZ experiments and uSVP simulations for $n = 100$ instances with Gaussian secret and error, where the calls to the [CN11] simulator made in Algorithm 12 are replaced. The left plot shows simulations where the [BSW18] simulator is used with a fixed PRNG seed. The right plot shows the same experimental data with with simulations obtained by averaging the output of the [BSW18] simulator over 10 different seeds.

generated from small LWE instances that could be solved in practice. An immediate application could be to use such simulators to estimate the behaviour of lattice reduction when used against cryptographically sized instances.

Here we use the simulator to compute the expected first viable block sizes required to solve LWE and NTRU instances proposed for the NIST PQC standardisation process. In particular we look at the second round versions of the three lattice KEM finalists; Kyber [SAB+19], NTRU [ZCH+19], and Saber [DKRV19]. An interesting option would be to use the simulators to predict what block size is required to solve an instance with a target low success probability. However, as we discuss in Section 4.4.2, the simulations are not necessarily fully accurate for smaller or larger block sizes, due to the fluctuations in sample variance that an instance can have. While the effect should be minor for cryptographically sized instances, low probability attacks may also include combinatorial techniques not captured by our simulators. Therefore, extracting block sizes for low probability attacks from the simulated probabilities may not capture all of the necessary subtleties. Furthermore, we will see that the window of block sizes predicted to be first viable is relatively narrow, so that lower success probability attacks without combinatorial tricks should not be significantly cheaper than higher success probability attacks.
4.5 Cryptographically sized LWE instances

In Table 4.2, we look at parameter sets from the lattice KEM finalists in the third round of the NIST PQC standardisation process [Nat16], as specified during the second round. We provide expected first viable block sizes $E(\text{succ. } \beta)$ (and their standard deviations $\sqrt{V}(\text{succ. } \beta)$) when using 15 tours of BKZ, and Progressive BKZ with $\tau = 1$ or 5 (see Algorithm 7). We choose $\tau = 15$ for BKZ due to our experiments seemingly confirming the accuracy of our estimator for this value and its closeness to 16, which is commonly found in BKZ cost models. We choose $\tau = 1$ and $\tau = 5$ in the case of Progressive BKZ since our experiments suggest both cases are accurately predicted by the uSVP simulator; this allows us to see if running more tours in the BKZ subroutine has any effect on the complexity of cryptographically sized parameters.

Two clear disclaimers should be made. First, in Table 4.2 we list the expected block size required to solve uSVP instances for the primal attack. While in an aggressive cost model for these algorithms, such as core-SVP [ADPS16], one could be tempted to make direct cost comparisons between algorithms based only on $\beta$, in the case of BKZ we assume that $\tau$ tours of BKZ-$\beta$ are run, while in the case of Progressive BKZ about $\tau\beta$ tours of varying block size are run. Second, for both algorithms we fixed the same number of samples $m$, chosen with the aid of the LWE estimator as the optimal number of samples when using the “2016 estimate” (except in the case of NTRU, where we assume $m = n$ samples). This is not necessarily the optimal number of samples for each specific block size when computed using a uSVP simulator. We therefore avoid making claims and comparisons regarding the exact cost of solving uSVP using the two algorithms, and propose our results as an intermediate step between using the current LWE estimator and finding a theoretically cheapest attack using our simulators.

4.5.1 Observations

In almost all cases the mean required block size $E(\text{succ. } \beta)$ is predicted to be larger than the LWE estimator currently suggests. Our results for using Progressive BKZ with $\tau = 1$ against NTRU-HPS are in line with what Dachman-Soled et al. [DDGR20, Table 5] predict (NTRU-HPS being the only examined
<table>
<thead>
<tr>
<th>scheme</th>
<th>$n$</th>
<th>$q$</th>
<th>$\sigma_s$</th>
<th>$\sigma_e$</th>
<th>$\beta_{2016}$</th>
<th>$m$</th>
<th>$\mathbb{E}($succ. $\beta)$</th>
<th>$\sqrt{\mathbb{V}(\text{succ. } \beta)}$</th>
<th>$\mathbb{E}($succ. $\beta)$</th>
<th>$\sqrt{\mathbb{V}(\text{succ. } \beta)}$</th>
<th>$\mathbb{E}($succ. $\beta)$</th>
<th>$\sqrt{\mathbb{V}(\text{succ. } \beta)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kyber 512</td>
<td>512</td>
<td>3329</td>
<td>1</td>
<td>1</td>
<td>381</td>
<td>484</td>
<td>386.06</td>
<td>2.56</td>
<td>389.53</td>
<td>2.88</td>
<td>385.70</td>
<td>2.32</td>
</tr>
<tr>
<td>Kyber 768</td>
<td>768</td>
<td>3329</td>
<td>1</td>
<td>1</td>
<td>623</td>
<td>681</td>
<td>634.41</td>
<td>2.96</td>
<td>638.23</td>
<td>3.30</td>
<td>634.00</td>
<td>2.66</td>
</tr>
<tr>
<td>Kyber 1024</td>
<td>1024</td>
<td>3329</td>
<td>1</td>
<td>1</td>
<td>873</td>
<td>860</td>
<td>891.13</td>
<td>3.31</td>
<td>895.24</td>
<td>3.66</td>
<td>890.63</td>
<td>2.96</td>
</tr>
<tr>
<td>LightSaber</td>
<td>512</td>
<td>8192</td>
<td>$\sqrt{5/2}$</td>
<td>$\sqrt{21/2}$</td>
<td>404</td>
<td>507</td>
<td>408.81</td>
<td>2.65</td>
<td>412.24</td>
<td>2.96</td>
<td>408.35</td>
<td>2.39</td>
</tr>
<tr>
<td>Saber</td>
<td>768</td>
<td>8192</td>
<td>$\sqrt{2}$</td>
<td>$\sqrt{21/2}$</td>
<td>648</td>
<td>736</td>
<td>659.36</td>
<td>3.00</td>
<td>663.10</td>
<td>3.32</td>
<td>658.85</td>
<td>2.68</td>
</tr>
<tr>
<td>FireSaber</td>
<td>1024</td>
<td>8192</td>
<td>$\sqrt{3/2}$</td>
<td>$\sqrt{21/2}$</td>
<td>890</td>
<td>891</td>
<td>907.76</td>
<td>3.34</td>
<td>911.78</td>
<td>3.68</td>
<td>907.16</td>
<td>2.97</td>
</tr>
<tr>
<td>ntruhps2048509</td>
<td>508</td>
<td>2048</td>
<td>$\sqrt{2/3}$</td>
<td>$\sqrt{127}$</td>
<td>374</td>
<td>508</td>
<td>375.93</td>
<td>2.58</td>
<td>379.56</td>
<td>2.92</td>
<td>375.71</td>
<td>2.36</td>
</tr>
<tr>
<td>ntruhps2048677</td>
<td>676</td>
<td>2048</td>
<td>$\sqrt{2/3}$</td>
<td>$\sqrt{127}$</td>
<td>521</td>
<td>676</td>
<td>522.78</td>
<td>2.82</td>
<td>526.77</td>
<td>3.18</td>
<td>522.67</td>
<td>2.57</td>
</tr>
<tr>
<td>ntruhps4096821</td>
<td>820</td>
<td>4096</td>
<td>$\sqrt{2/3}$</td>
<td>$\sqrt{127}$</td>
<td>621</td>
<td>820</td>
<td>628.78</td>
<td>2.83</td>
<td>632.54</td>
<td>3.17</td>
<td>628.43</td>
<td>2.55</td>
</tr>
<tr>
<td>ntruhrss701</td>
<td>700</td>
<td>8192</td>
<td>$\sqrt{2/3}$</td>
<td>$\sqrt{2/3}$</td>
<td>471</td>
<td>700</td>
<td>477.20</td>
<td>2.48</td>
<td>480.51</td>
<td>2.77</td>
<td>476.72</td>
<td>2.23</td>
</tr>
</tbody>
</table>

Table 4.2: Security estimates for some lattice schemes. The number of samples $m$ used in the embedding for Kyber and Saber is chosen using the LWE estimator, as to optimise the cost of the attack following the 2016 estimate for BKZ [ADPS16]. In the case of NTRU, the number of samples $m$ is chosen equal to $n$. $\beta_{2016}$ is the block size suggested by the LWE estimator. For BKZ and Progressive BKZ, $\mathbb{E}($succ. $\beta)$ and $\sqrt{\mathbb{V}(\text{succ. } \beta)}$ are the mean and standard deviation of the distribution of first viable block sizes.
scheme in common). The increase in $E(\text{succ. } \beta)$ may seem counter-intuitive. The [ADPS16] already aims to recover $E(\text{succ. } \beta)$, with the simulators described in Section 4.3 capturing the success probability of smaller block sizes, possibly reducing the value of $E(\text{succ. } \beta)$. Indeed, the increase seems to be mainly due to the use of the [CN11] simulator rather than the GSA for predicting the profile of a BKZ reduced basis (i.e. the right hand side of (3.2)). An illustrative example of this happening in the case of Kyber 512 can be see in Figure 4.11. Indeed, patching the LWE estimator to partially\(^8\) use the [CN11] simulator, we obtain $E(\text{succ. } \beta)$ of Kyber 512 (resp. Kyber 768, Kyber 1024) of 390 (resp. 636, 890), narrowing the gap with the predictions obtained in Table 4.2 by using our uSVP simulators. The small standard deviations reported in Table 4.2 suggest that the success probability of block sizes below $E(\text{succ. } \beta)$ decrease quickly.

### 4.6 Conclusions

Overall, our data suggests that the experiments in Section 4.4 show that the techniques in Section 4.3 help to more accurately predict lattice reduction success probabilities for solving uSVP. It also suggests that in the case of short vectors sampled coefficient-wise from bounded uniform distributions, it is the variance of the distribution, and not the exact probability mass function, that determines the hardness of the primal attack against the LWE instance. The uSVP simulators also seem to explain the success probability for smaller than expected block sizes reported in Table 3.1 of Chapter 3.

As part of our experiments, we also tested whether using Progressive BKZ with $\tau > 1$ could be beneficial for an attacker. This seems to be useful to some small degree from the point of view the of success probabilities, although BKZ seems to perform comparatively well. However, Progressive BKZ could be of interest to an attacker that wants to start performing lattice reduction as part of a

\(^8\)For simplicity of implementation, our patch uses the GSA to predict the required block size to perform lattice reduction and the optimal number of samples, as before. It uses the [CN11] simulator for the basis profile output by BKZ, and to predict the block size required to win by running $O_{\text{svp}}$ on the last basis block.
Figure 4.11: Example plot showing the effect on the [ADPS16] methodology of using the [CN11] BKZ simulator rather than the GSA, in the case of Kyber 512. Due to the resulting higher basis profile, the GSA leads to picking a smaller block size. The required winning block size in the [ADPS16] methodology is the distance from the vertical line indicating the intersection to the final basis index $d$. Note that this plot is zoomed in ($d > 800$).
long term attack, but initially has access to fewer resources\(^9\) than necessary to run BKZ with the expected first viable block size. Progressive BKZ would then allow them to increase their resources as the attack progresses, with \(\tau > 1\) allowing them to stop at an overall slightly smaller final block size.

We also note that our preliminary estimates for the success probabilities of lattice reduction on cryptographically sized instances result in higher block sizes than output by the LWE estimator \([\text{APS}15]\). This seems to be mostly due to our use of a BKZ simulator rather than the GSA. A patch to the LWE estimator substituting the GSA with a BKZ simulator could mitigate this effect.

While the simulators presented in \([\text{DDGR}20]\) and in this chapter cover BKZ and Progressive BKZ, the techniques are more general and could apply to other lattice reduction algorithms. As an example, it could be interesting to develop a uSVP simulator to assist designing and evaluating new strategies for the General Sieve Kernel (G6K) \([\text{ADH}^+19]\).

**Acknowledgements.** We would like to thank Martin Albrecht and Léo Ducas for useful conversations, and for their help simulating the LLL output profile, and again Martin Albrecht for generating new Fplll preprocessing strategies with non-decreasing block sizes.

\(^9\)Say, memory if using lattice sieving to implement \(O_{\text{sVP}}\).
In this chapter we repurpose existing RSA/ECC coprocessors for (ideal) lattice-based cryptography by exploiting the availability of fast long integer multiplication. Such coprocessors are deployed in smart cards, in passports and identity cards, in secured microcontrollers and in hardware security modules (HSM). In particular, we demonstrate an implementation of a variant of the Module-LWE-based Kyber Key Encapsulation Mechanism (KEM) that is tailored for high
5.1 Motivation

From a practical perspective, two crucial requirements of cryptographic schemes are efficiency and ease of deployment. Indeed, submissions to the NIST process for standardisation of post-quantum cryptography (PQC) are encouraged to provide optimised software implementations aimed at general purpose microprocessors. However, implementations of quantum-safe schemes are also required in constrained (often embedded) environments such as microcontrollers or smart cards.

In the smart card setting, low-power general purpose 16 or 32-bit CPUs are commonly augmented by cryptographic coprocessors capable of executing Diffie-Hellman key exchanges, encryptions or signatures based on RSA or elliptic curves. As such, these cryptographic coprocessors come equipped with an integer multiplier capable of handling multiplication (and addition) in $\mathbb{Z}_N$ for $\log_2 N \approx 2048$.

**Contribution.** In this chapter, we repurpose existing cryptographic coprocessors to accelerate lattice-based cryptography. For this we make use of variants of Kronecker substitution combined with low-degree polynomial arithmetic. Using this strategy, we manage to implement a variant of the Kyber Key Encapsulation Mechanism (KEM) [SAB+17] using the Kyber768 parameter set promising 161 bits of security, as described in the first round of the NIST
standardisation process.\footnote{We stress that our variant of Kyber is not interoperable with Kyber as specified in \cite{SAB+17}. The main differences are choices for symmetric functions and that Kyber explicitly requires the usage of the Number Theoretic Transform (NTT), which we cannot realise efficiently with our approach.} Our various implementations target a commercially available smart card (SLE 78 with 16 Kbyte RAM) and its RSA, AES, and SHA-256 coprocessors. To evaluate Kronecker substitution we implement standard Kronecker substitution (KS1) together with Karatsuba-based polynomial multiplication, and Kronecker substitution with negated evaluation points (KS2) \cite{Har09} using schoolbook-based polynomial multiplication. We compare our results with an implementation of Kyber and NewHope on the same target device that are not utilising large integer multiplication on the coprocessor, implementations of RSA as well as related work. In summary, our work provides evidence that lattice-based post-quantum cryptography can be competitive with RSA on contactless high-security 16-bit smart cards with only limited RAM when RSA, AES and SHA-2 coprocessors are used.

**Approach and chapter roadmap.** The key computational task in \{Ring, Module\}-LWE encryption/decryption is to evaluate

\[
\text{MulAdd}(a(x), b(x), c(x), f(x)) := a(x) \cdot b(x) + c(x) \mod f(x)
\]

for polynomials \(a(x), b(x), c(x) \in \mathbb{Z}_q[x]/(f(x))\). In this work, we realise the MulAdd gadget using a combination of a variant of Kronecker substitution and low-degree polynomial arithmetic in the spirit of Schönhage’s trick \cite{Sch77}. Kronecker substitution is a well-known and well-utilised technique in computer algebra to reduce polynomial multiplication to integer multiplication. Briefly, we start from standard Kronecker substitution \cite[VZGG13, p. 245]{VZGG13} by considering \(a(2^\ell) \cdot b(2^\ell) + c(2^\ell) \mod f(2^\ell)\) where e.g. \(a(2^\ell)\) represents the integer obtained by evaluating \(a(x)\) at \(2^\ell\) for some sufficiently big integer \(\ell\). However, for typical parameter choices, e.g. those of Kyber or NewHope \cite{ADPS16}, this strategy produces integers too large for our hardware multiplier to handle. Thus, in Section 5.3 we apply a variant of Harvey \cite{Har09} to our use-case. Harvey proposed Kronecker variants which permit to half the required bit-size of the integers being multiplied at the cost of doubling the number of multiplications. This provides a worthwhile trade-off for medium-sized integers where quasi-linear
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integer multiplication algorithms [SS71, HVDH19] are not yet competitive. However, in our context Harvey’s technique on its own still does not suffice to reduce the integer operands to match our hardware multiplier. Thus, in Section 5.4 we describe how we utilise (low-degree) polynomial arithmetic on top. Overall, we obtain an implementation which computes the IND-CCA Kyber768 decapsulation in $8 \cdot (3^2 + 3 + 3) = 120$ modular multiplications of 2049-bit numbers. In contrast, decrypting 2048-bit RSA requires roughly $2 \cdot 1.5 \cdot 1024 = 3072$ multiplications of 1024-bit numbers in Chinese Remainder Theorem (CRT) representation.² We describe our implementation in detail in Section 5.5, discuss performance in Section 5.6 and finish with a discussion in Section 5.7.

A proof of concept implementation of our MulAdd technique can be found at github.com/fvirdia/lwe-on-rsa-copro.

Large modulus LWE. In lattice-based cryptography, noisy variants of Kronecker substitution have been used to show various polynomial-time equivalences. In [BLP+13] a reduction from $n$-dimensional LWE with modulus $q$ to 1-dimensional LWE with modulus $q^n$ is provided using

$$A := \sum_{i=0}^{n-1} a_i q^i, \quad S := \sum_{i=0}^{n-1} s_i q^{n-i-1}, \quad A \cdot S \mod q^n \approx \langle a, s \rangle \cdot q^{n-1}. \quad (5.1)$$

This reduction is extended to the Approximate-GCD problem in [CS15]. In [CLT13], a variant of the Approximate-GCD problem is defined for realising fully homomorphic encryption which permits to pack several plaintext bits into one big integer using the CRT. The reduction from [BLP+13] is extended in [AD17] to a reduction from Module-LWE to large modulus Ring-LWE and a dimension-halving, modulus squaring self-reduction of Ring-LWE. In [Gu19], it is noted that given $A := \sum_{i=0}^{n-1} a_i q^i, S := \sum_{i=0}^{n-1} s_i q^i$ and

²Of course, this metric does not account for the cost of embedding of polynomials into integers as well as additional operations required in lattice-based cryptography, like randomness sampling or expensive CCA transformations. Moreover, the data structures in RSA are much smaller than in lattice-based cryptography so that transfers between CPU and coprocessors with internal memory appropriate to hold RSA-2048 base, exponent, modulus and result have much less impact on performance.
c(x) = a(x) \cdot s(x) \mod x^n + 1, \text{ we have}

\[ A \cdot S \mod (q^n + 1) \approx s^n \sum_{i} c_i q^i, \]

where \( \approx_s \) means \( \approx \) in each “slot” defined by powers of \( q \). This observation then gives rise to the I-RLWE problem, which also permits packing several plaintext bits into one large integer. In [Gu19], a reduction from Ring-LWE to I-RLWE is given, but this reduction does not consider the noise distribution, only its size.\(^3\) In [Ham17], a variant of I-RLWE over a pseudo-Mersenne field is given to instantiate an MLWE KEM. Similarly, [AJPS17] can be considered as an integer variant of NTRU.

**Post-quantum cryptography on microcontrollers.** Microcontrollers and embedded processors usually have only very limited amount of available RAM and space to store program code, and operate with relatively simple 8-, 16-, or 32-bit processor architectures. They are sometimes also referred to as *constrained devices* and are mostly used in embedded applications where low energy consumption, reduced device costs, and other aspects like real-time capabilities are required. Such requirements are commonly not fulfilled by computer systems or powerful System-on-Chips (SoC) with external non-volatile memory (NVM) or RAM. A special class of constrained devices are smart cards or chip cards which are used in electronic banking, secured identification (e.g. passports or national ID cards), authentication, or transport and ticketing applications. Smart cards are usually equipped with protection mechanisms against a wide range of invasive or non-invasive attacks and they often feature dedicated accelerators to speed up and to protect cryptographic operations (e.g. AES, ECC or RSA). Most commercial chip cards are certified according to Common Criteria\(^4\) and evaluated in a laboratory.

The implementation of post-quantum cryptography on constrained devices is an active research area. Most works in the literature focus on performance but from a practical standpoint RAM consumption, code footprint and maintainability

\(^3\) We note, though, that according to all known cryptanalytic results for public-key encryption based on LWE, the noise distribution does not play a significant role if it provides enough entropy.

of the code-base are also important metrics. Examples of PQC implementations are works that deal with multivariate signatures [CHT12], code-based encryption [vMOG15] and hash-based signatures [HRS16]. In the area of lattice-based cryptography, examples are an implementation of NTRU [BSJ15], an implementation of BLISS signatures on 32-bit ARM [OPG14], an implementation of CPA-secure public-key encryption based on Ring-LWE on an 8-bit AVR [LPO+17] and 32-bit ARM [dCRVV15]. An implementation of the NewHope key exchange protocol which is similar to Ring-LWE encryption is given in [AJS16]. In [KBMSRV18] an implementation of Saber is provided which is an MLWE-based KEM that does not rely on the NTT for polynomial multiplication.

Similarly, the protection of lattice-based cryptography against side-channel attacks has already been explored. An implementation of a masked decryption of Ring-LWE CPA-secure PKE is described in [RdCR16] and an implementation of a CCA-secure and masked variant is given in [OSPG18]. A masked implementation of the GLP signature scheme is provided in [BBE+18]. What had received comparably less attention in the literature up to the time of publication of this chapter as [AHH+18] were flexible cryptographic coprocessors for lattice-based cryptography in the spirit of RSA or ECC coprocessors (cf. [SBPV07]) and instruction set extensions (cf. a multiply-accumulate instruction [Wen13]).

5.2 Preliminaries

We use the notation for polynomials set in Section 1.1. In particular, we let $R = \mathbb{Z}[x]/(x^n + 1)$ where $n$ is a power of two, and let $R_q = \mathbb{Z}_q[x]/(x^n + 1)$ for some positive integer $q$.

5.2.1 Kyber

A recent construction relying on the MLWE problem is the Kyber Key Encapsulation Mechanism. Kyber has been submitted to the NIST PQC standardisation process [SAB+17] and a variant is also published as an academic
paper [BDK+18]. It is defined by an intermediate IND-CPA secure Public-Key Encryption (PKE) scheme which is then transformed to an IND-CCA secure KEM using a generic transform [HHK17]. We note that Kyber unambiguously refers to the IND-CCA secure KEM, i.e. [SAB+17] does not formally propose a public-key encryption scheme nor a KEM which only claims IND-CPA security. Furthermore, we stress that we will be referring throughout to Kyber as it was presented during the first round of the NIST standardisation process, and will not discuss the updates made to the its parameters in the following rounds.

**Definition 27** (Simplified Kyber.CPA following [BDK+18]; cf. [SAB+17]). For $n = 256$ let $k, n, q, \eta, d_t, d_u, d_v$ be positive integers. Let $\mathcal{M} = \{0, 1\}^n$ be the plaintext space, where each message $m \in \mathcal{M}$ can be seen as a polynomial in $R$ with coefficients in $\{0, 1\}$. Define the functions

\[
\text{Compress}_q(x, d) := \lfloor (2^d/q) \cdot x \rfloor \mod 2^d,
\]

\[
\text{Decompress}_q(x, d) := \lfloor (2^d/q) \cdot x \rfloor,
\]

let $\chi$ be a centered binomial distribution with support $\{-\eta, \ldots, \eta\}$, and let $\chi_n$ be the distribution of polynomials of degree $n$ with entries independently sampled from $\chi$. Define the public-key encryption scheme $\text{Kyber.CPA} = (\text{Kyber.CPA.Gen}, \text{Kyber.CPA.Enc}, \text{Kyber.CPA.Dec})$ as in Algorithms 13, 14 and 15.

```
1 (\rho, \sigma) \leftarrow \{0, 1\}^{256} \times \{0, 1\}^{256}
2 A \leftarrow R_{q \times k}^k
3 (s, e) \leftarrow \chi_n^k \times \chi_n^k
4 t \leftarrow \text{Compress}_q(A \star s + e, d_t)
5 \text{return } pk_{\text{CPA}} := (t, \rho), sk_{\text{CPA}} := s
```

Algorithm 13: Kyber.CPA.Gen.

In Kyber, the parameters that define the base ring $R_q$ are fixed at $n = 256$ and $q = 7681$. The parameters that define key and ciphertext compression are also fixed and set to $d_u = 11, d_v = 3$ and $d_t = 11$. The three different security levels are obtained by different choices of $k$ and $\eta$. All relevant Kyber parameters are summarised in Table 5.1.

\footnote{We note that [SAB+17] does not include the Targhi-Unruh tag.}
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\textbf{Input:} \( p_{\text{CPA}} = (t, \rho) \)

\textbf{Input:} \( m \in \mathcal{M} \)

\textbf{Input:} \( r \leftarrow \{0, 1\}^{256} \)

1. \( t \leftarrow \text{Decompress} \ q(t, d_t) \)

2. \( A \leftarrow R_q^{k \times k} \)

3. \( (r, e_1, e_2) \leftarrow \chi_n^k \times \chi_n^k \times \chi_n \)

4. \( u \leftarrow \text{Compress}_q(A^T r + e_1, d_u) \)

5. \( v \leftarrow \text{Compress}_q(<t, r> + e_2 + \lceil \frac{q}{2} \rceil \cdot m, d_v) \)

6. \( \text{return } c := (u, v) \)

\textbf{Algorithm 14: Kyber.CPA.Enc.}

\textbf{Input:} \( s_{\text{CPA}} = s \)

\textbf{Input:} \( c = (u, v) \)

1. \( u \leftarrow \text{Decompress}_q(u, d_u) \)

2. \( v \leftarrow \text{Decompress}_q(v, d_v) \)

3. \( \text{return } \text{Compress}_q(v - <s, u>, 1) \)

\textbf{Algorithm 15: Kyber.CPA.Dec.}

The performance of an implementation of Kyber depends highly on the speed of the polynomial multiplication algorithm and the performance of the PRNG instantiations as a large number of pseudo-random data is required when generating \( A \leftarrow R_q^{k \times k} \) or when sampling noise from \( \chi_k \). Regarding operations in \( R_q \), Kyber.CPA.Gen requires the computation of \( k^2 \) multiplications and \((k - 1)k + k\) additions (line 4 of Algorithm 13). For encryption as defined in Kyber.CPA.Enc, \( k^2 \) multiplications and \((k - 1)k + k\) additions (line 4 of Algorithm 14) as well as \( k \) multiplications and \((k - 1) + 2\) additions (line 5) are needed. The decryption routine Kyber.CPA.Dec can be implemented with \( k \) multiplications and \( k - 1 + 1\) additions (line 3 of Algorithm 15). Note that Kyber specifies a Number Theoretic Transform (NTT). The NTT allows to implement a fast polynomial multiplication by computing \( c = \text{NTT}^{-1}(\text{NTT}(a) \circ \text{NTT}(b)) \) for \( a, b, c \in R_q \), where \( \circ \) denotes coefficient-wise multiplication. Kyber exploits that the NTT is a one-to-one map and assumes that randomly sampled polynomials in \( A \) are already in the transformed domain. Thus, an implementation using a different multiplication algorithm than the NTT would have to apply an inverse transformation first and then use the polynomial multiplication algorithm of its choice to stay compatible with the original specification.

Given two hash functions \( G : \{0, 1\}^* \rightarrow \{0, 1\}^{2 \times 256} \) and \( H : \{0, 1\}^* \rightarrow \{0, 1\}^{256} \), Kyber is obtained from Kyber.CPA using a Fujisaki-Okamoto style transform.
RLWE-based Schemes Using an RSA Coprocessor

| Scheme   | n   | q    | k   | η  | Bit-sec. | NIST lv. | failure | |pk| | |sk| | |ctxt|
|----------|-----|------|-----|----|----------|----------|---------|---|---|---|---|---|
| Kyber512 | 256 | 7681 | 2   | 5  | 102      | 1        | $2^{-145}$ | 736 | 1632 | 800 |
| Kyber768 | 256 | 7681 | 3   | 4  | 161      | 3        | $2^{-142}$ | 1088| 2400| 1152|
| Kyber1024| 256 | 7681 | 4   | 3  | 218      | 5        | $2^{-169}$ | 1440| 3168| 1504|

Table 5.1: Parameters proposed to NIST for instantiating Kyber KEM. Sizes of the public key ($|pk|$), secret key ($|sk|$), and ciphertext ($|ctxt|$) are given in bytes. “Bit-sec.” refers to the “quantum” bit security claimed by the designers.

from [HHK17] as shown in Algorithms 16, 17, 18. Within **Kyber.Decaps** a re-encryption has to be computed whose result is compared to the received ciphertext. Thus Kyber specifies exactly how to generate the uniformly random matrix $A$ as well as polynomials from the error distribution $\chi_n$ from a seed. For this the authors of Kyber have chosen different instantiations from the SHA3 family (SHAKE-128, SHAKE-256, SHA3-256 and SHA3-512).

```
1 $((t, \rho), s) \leftarrow \text{Kyber.CPA.Gen}()$
2 $z \leftarrow \{0, 1\}^{256}$
3 $h \leftarrow H(t, \rho)$
4 return $pk := (t, \rho), sk := (s, t, \rho, h, z)$
```

**Algorithm 16: Kyber.Gen.**

```
1 $m \leftarrow \{0, 1\}^{256}$
2 $m \leftarrow H(m)$
3 $(\hat{K}, r) \leftarrow G(m, H(pk))$
4 $(u, v) \leftarrow \text{Kyber.CPA.Enc}(pk, m; r)$
5 $c \leftarrow (u, v)$
6 $K \leftarrow H(\hat{K}, H(c))$
7 return $(c, K)$
```

**Algorithm 17: Kyber.Encaps.**

5.2.2 Target platform

We use an Infineon SLE 78CLUFX5000 chip card\(^6\) with 16 Kbyte RAM and 500 Kbyte NVM which features a 16-bit CPU running at 50 MHz. The target chip is equipped with common peripherals (watchdog, timers), internal secu-

\(^6\)We refer the reader to https://www.infineon.com/cms/de/product/security-smart-card-solutions/security-controllers/sle-78/ for more information on the SLE 78 family.
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Input: \( sk = (s, t, \rho, h, z) \)

Input: \( c = (u, v) \)

1. \( m' \leftarrow \text{KYBER.CPA.DEC}(s, (u, v)) \)
2. \((\tilde{K}', r') \leftarrow G(m', h) \)
3. \((u', v') \leftarrow \text{KYBER.CPA.ENC}(pk, m'; r') \)
4. if \((u', v') = (u, v)\) then

5. \( K \leftarrow H(\tilde{K}', H(c)) \)
6. else

7. \( K \leftarrow H(z, H(c)) \)
8. return \( K \)

Algorithm 18: KYBER.DECAPS.

As there is no standard for RSA/ECC coprocessors, our low-level implementation is certainly vendor specific. However, the general approach described in Section 5.3 and Section 5.4 should be transferable to a large number of devices as most other smart card vendors appear to use similar approaches. Additional devices that could profit from our work could be server systems like the IBM PCIe Cryptographic Coprocessor\(^7\) or existing FPGA-based RSA/ECC accelerator cards or RSA/ECC accelerator intellectual property (IP) cores.

---

5.3 Kronecker substitution

Kronecker substitution (KS) is a classical technique in computer algebra for reducing polynomial arithmetic to large integer arithmetic, cf. [VZGG13, p. 245] and [Har09]. The fundamental idea behind this technique is that univariate polynomial and integer arithmetic are identical except for carry propagation in the latter. Thus, coefficients are simply packed into an integer in such a way as to terminate any possible carry chain. For example, say, we want to multiply two polynomials \( f(x) := x + 2 \) with \( g(x) := 3x + 4 \) in \( \mathbb{Z}[x] \). We may write \( f(100) = 100 + 2 = 102 \) and \( g(100) = 300 + 4 = 304 \). Multiplying gives \( 102 \cdot 304 = 31008 \) or \( 3x^2 + 10x + 8 \). In implementations, we use powers of two as evaluation points since this permits efficient “packing” (polynomial to integer) and “unpacking” (integer to polynomial) using only cheap bit shifts.

In this work, we employ Kronecker substitution for computing

\[
\text{\textsc{MulAdd}}(a(x), b(x), c(x), f(x)) := a(x) \cdot b(x) + c(x) \mod f(x)
\]

with all polynomials having signed coefficients from different ranges.

In more detail, we first pack the polynomials into integers \( A, B, C, F \) using Algorithm 19 (\textsc{Snort}). We then compute \( D := A \cdot B + C \mod F \). Finally, we unpack \( D \) to \( d(x) \) using Algorithm 20 (\textsc{Sneeze}). We note that our packing/unpacking algorithms are straight-forward adaptations of standard Kronecker packing/unpacking to the signed case, cf. [Har09]. We made public high-level, proof-of-concept SageMath [S\textsuperscript{+}17] implementations for the algorithms in this section at https://github.com/fvirdia/lwe-on-rsa-copro.

Lemma 20 establishes the correctness of this procedure. While correctness of Kronecker substitution is well-established [Har09], we give a complete proof of correctness and in particular the required precision in order to maintain the same error as in Kyber, since faithful re-encryption is required for standard IND-CCA transforms such as the one in [HHK17] utilised by Kyber. On the other hand, loosening this requirement, permits to decrease precision (the parameter \( \ell \) below) and hence to improve performance. Before stating and
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Input: $g \in \mathbb{Z}[x]$
Input: $f \in \mathbb{Z}[x]$
Input: bitlength $\ell$
1 return $g(2^{\ell}) \text{mod}(+) f(2^{\ell})$

Algorithm 19: Snort($g, f, \ell$).

proving Lemma 20, we describe in Example 18 the approach to signed coefficient unpacking that we use, which underpins the proof of the lemma.

Example 18. Let $f = f_1 x + f_0$ and $F = f(B)$ be the result of a polynomial multiplication using KS with evaluation point $B = 100$. In the case of unsigned coefficients, we would know that $|f_i| < B$ and would recover $f_0$ as $F \text{mod}(+) B$. However, in the case of signed coefficients, this is not sufficient. Indeed, let $f = x - 3$ such that $F = 97$. Then $\bar{f}_0 = F \text{mod}(+) 100 = 97 \neq f_0$. We can however unpack $f$ if we change our guarantee on $f$’s coefficients to $|f_i| < B/2$. Indeed, in this case

$$\bar{f}_0 = F \text{mod}(+) B = f_1 \cdot B + f_0 \text{mod}(+) B = f_0 + t \cdot B,$$

for some $t \in \mathbb{Z}$. Since we know that $|f_0| < B/2$, $t$ must be either 0 (if $\bar{f}_0 < B/2$) or 1 (if $\bar{f}_0 \geq B/2$). In the first case $f_0 = \bar{f}_0$, otherwise $f_0 = \bar{f}_0 - B$.

We can now subtract $f_0$ from $F$, divide by $B$ and move on to recover $f_1$ by repeating the same process.

Remark 19. The procedure described in Example 18 essentially amounts to replacing $\text{mod}(+)$ with $\text{mod}(−)$ during KS unpacking, and subtracting $f_0$ from $F$ and dividing by $B$ when moving to the next coefficient rather than just floor-dividing $F$ by $B$.

Lemma 20. Let $a, b, c \in \mathbb{Z}[x]$ such that $a = \sum_{i=0}^{n-1} a_i x^i$, $b = \sum_{i=0}^{n-1} b_i x^i$, $c = \sum_{i=0}^{n-1} c_i x^i$ with $|a_i| \leq \alpha$, $|b_i| \leq \beta$, and $|c_i| \leq \gamma$. Let

$$d := \sum_{i=0}^{n-1} d_i x^i \equiv a \cdot b + c \text{ mod } f,$$

with $|d_i| \leq \delta$, where $\delta$ is positive and depends on $\alpha, \beta, \gamma, n, f$ and $f$ is monic of degree $n$ such that $f(2^\ell) > 2^{n\ell} - 1$. Let $\varphi := \max_{i<n} |f_i|$, and let $\ell > \log_2(\delta + \varphi) + 1$ be an integer (e.g. $\ell = \lceil \log_2(\delta + \varphi + 1) \rceil + 1$).
Input: \( G \in \{0, \ldots, f(2^\ell) - 1\} \)
Input: \( f \in \mathbb{Z}[x] \), monic
Input: bitlength \( \ell \)

1. \( n \leftarrow \deg(f) \)
2. \( G[-1] \leftarrow G \)
3. for \( i \leftarrow 0 \) to \( n - 1 \) do // step \( i \)
4. \( e^{(i)} \leftarrow G^{[i-1]} \mod(+) 2^\ell \)
5. \( G^{[i]} \leftarrow (G^{[i-1]} - e^{(i)}) / 2^\ell \)
6. if \( e^{(i)} > 2^{\ell-1} \) then // negative coefficient
7. \( e^{(i)} \leftarrow e^{(i)} - 2^\ell \)
8. \( G^{[i]} \leftarrow G^{[i]} + 1 \)
9. \( r^{(i)} \leftarrow e^{(i)} \)
10. for \( i \leftarrow 0 \) to \( n - 1 \) do \( r^{(i)} \leftarrow r^{(i)} - f_i G^{[n-1]} \) // subtract \( b \cdot f(x) \)
11. return \( \{r^{(i)}\}_{i=0}^{n-1} \)

Algorithm 20: \textsc{Sneeze}(G, f, \ell). The label \( G^{[i]} \) represents the state of the \( n \ell \)-bit integer variable \( G \) at step \( i \).

If

\[
A := \text{Snort}(a, f, \ell), \\
B := \text{Snort}(b, f, \ell), \\
C := \text{Snort}(c, f, \ell),
\]

and

\[
D := A \cdot B + C \mod(+) f(2^\ell),
\]

then \textsc{Sneeze}(D, f, \ell) returns \( \{r^{(i)}\}_{i=0}^{n-1} \) where \( r^{(i)} = d_i \) for \( i \in \{0, \ldots, n - 1\} \).

Proof. We need to uniquely encode any possible \( d \) as an integer modulo \( f(2^\ell) \).
Since the encodings of the coefficients \( d_i \) are \( \ell \) bits long, and we need to store \( n \) of them, this means that we require \( f(2^\ell) > 2^{n\ell} - 1 \).

When \textsc{Sneeze} is called, we set

\[
G^{[-1]} := D = A \cdot B + C \mod(+) f(2^\ell).
\]

Since \( d = a \cdot b + c \mod f \), it follows by explicit computation that

\[
G^{[-1]} = 2^{\ell i} + b f(2^\ell)
\]
5.3 Kronecker substitution

where the last equality is over the integers, for some $b \in \mathbb{Z}$. Given that

$$\left| \sum_{i=0}^{n-1} d_i 2^i \right| \leq \delta \frac{2^{n\ell} - 1}{2^\ell - 1} \leq (2^{\ell-1} - 1) \frac{2^{n\ell} - 1}{2^\ell - 1} < 2^{n\ell-1},$$

the assumption that $f(2^\ell) > 2^{n\ell} - 1 > 2^{n\ell-1}$ implies that $b \in \{0, 1\}$.

The main computation in SNEEZE is done between lines 3 and 9, and amounts to signed coefficient unpacking of $d + bf$ as described in Example 18. Formally, we define some conditions on the output of the $i$-th iteration of the loop and prove they hold by induction.

**Claim 2.** After step $i \in \{0, \ldots, n-1\}$, we have

$$r^{(i)} = d_i + bf_i$$

and

$$G^{[i]} = \sum_{j=i+1}^{n-1} d_j 2^{(j-i-1)} + b \sum_{j=i+1}^{n} f_j 2^{(j-i-1)\ell}$$

Assume Conditions 5.2, 5.3 hold for step $i - 1 \geq 0$. We start on line 4 by assigning

$$e^{(i)} = G^{[i-1]} \mod (+) 2^\ell$$

$$= \sum_{r=i}^{n-1} d_r 2^{(r-i)} + b \sum_{j=i}^{n} f_j 2^{(j-i)\ell} \mod (+) 2^\ell$$

$$= d_i + bf_i + t_i 2^\ell$$

for some $t_i \in \mathbb{Z}$ such that $e^{(i)} \in [0, 2^\ell - 1]$. Similar to before, by definition of $\ell$ and the fact that $b \in \{0, 1\}$, we have

$$|d_i + bf_i| \leq \delta + \varphi < 2^{\ell-1}$$

for all $i \in \{0, \ldots, n-1\}$

(5.4)

Hence $t_i \in \{0, 1\}$ for $i < n$. We then set (line 5)

$$G^{[i]} = \frac{G^{[i-1]} - e^{(i)}}{2^\ell} = \sum_{r=i+1}^{n-1} d_r 2^{(r-i-1)} + b \sum_{j=i+1}^{n} f_j 2^{(j-i-1)\ell} - t_i$$

and balance $e^{(i)} \mod 2^\ell$ (lines 6–8). By the size consideration made in Inequality 5.4, this amounts to subtracting $t_i 2^\ell$ from $e^{(i)}$. We keep account of this subtraction by adding back $t_i$ to $G^{[i]}$ (line 8). Finally, we assign $r^{(i)} \leftarrow e^{(i)}$.  
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Hence Conditions 5.2, 5.3 hold for step $i \geq 1$. Similarly, we can see that Conditions 5.2, 5.3 also hold for step $i = 0$, proving the claim.

By Condition 5.3 and $f$ being monic, after step $i = n - 1$ we have $G^{[n-1]} = b < 2^\ell$, which would become the coefficient of an $n$-th power of $x$ in $d$. Line 10 takes care of reducing this modulo $f$, which results in assigning

$$r^{(i)} \leftarrow r^{(i)} - f_i G^{[n-1]} = d_i + b f_i - f_i b = d_i$$

for all $i < n$, completing the proof.

Since operating on $G^{[i]}$ involves integer arithmetic on $n\ell$ bit integers, we may modify Algorithm 20 to correct carries on $e^{(i)}$ in order to avoid executing line 8 of Algorithm 20. This variant of the algorithm is given as Algorithm 21. Note that with this change the only large integer operations are division with remainder modulo $2^\ell$ and thus cheap, while the final output of the algorithm is the same.

Lemma 20 can be in particular used in the case where $f$ is a power of two cyclotomic polynomial or a prime cyclotomic polynomial. This results in the following corollaries.

**Corollary 4 (Power of two cyclotomic).** Let $\alpha, \beta, \gamma$ be as above, let $n$ be a power of 2, and let $f(x) = x^n + 1$. Let $\delta := n\alpha \beta + \gamma$. Then Lemma 20 applies.

**Proof.** We need to verify that

$$f(2^\ell) > 2^{n\ell} - 1$$

and that

$$|d_i| \leq \delta$$

Condition 5.5 holds since $f(2^\ell) = 2^{n\ell} + 1$. Condition 5.6 follows by explicitly evaluating

$$d(x) = \sum_{i=0}^{n-1} d_i x^i := a(x) \cdot b(x) + c(x) \pmod{x^n + 1}$$

The latter being proposed by the LIMA team [SAL+17] for use with safe-primes, as to avoid unsafe error distributions resulting from error sampling in the coefficient embedding.
5.3 Kronecker substitution

which implies that

\[ d_i = \sum_{[j+k]_n = i} -1^{[j+k\geq n]} a_j b_k + c_i \]

and hence

\[
\max_{\{a_j\}, \{b_k\}, \{c_m\}} |d_i| \leq n\alpha\beta + \gamma =: \delta.
\]

**Corollary 5 (Prime cyclotomic).** Let \( \alpha, \beta, \gamma \) be as above, let \( n = p - 1 \) where \( p \) is prime, and let \( f = \sum_{i=0}^{n} x^i \). Let \( \delta := (2n - 1)\alpha\beta + \gamma \). Then Lemma 20 applies.

To prove Corollary 5, we first need the following lemma.

**Lemma 21.** Let \( a = \sum_{i=0}^{n-1} a_i x^i \), \( b = \sum_{i=0}^{n-1} b_i x^i \) with \( a_i, b_i \in \mathbb{Z} \), and let \( f = \sum_{i=0}^{n} x^i \). Let \( c_i := \sum_{j+k=i} a_j b_k \) such that \( c := \sum_{i=0}^{2n-2} c_i x^i = a \cdot b \) and let \( d := \sum_{i=0}^{n-1} d_i x^i \equiv c \pmod{f} \). Then

\[
\delta = \sum_{i=0}^{n-3} (c_i - c_n + c_{i+n+1}) x^i + (c_{n-2} - c_n) x^{n-2} + (c_{n-1} - c_n) x^{n-1}
\]

and each \( d_i \) is a sum of at most \( 2n - 1 \) terms of the form \( a_j b_k \).

**Proof.** Let \( f^{(m)} := \sum_{i=0}^{m} x^i \) (it follows that \( f \equiv f^{(m)} \)). Since \( a \) and \( b \) have degree \( < n \), we know that we need to reduce modulo \( f \) only the powers \( x^{i+n} \) for \( i = 0, \ldots, n - 2 \) of \( c \). For \( i \geq 1 \) we have

\[
x^{i+n} \equiv x^i(x^n - f^{(n)}(x)) \pmod{f}
\]

\[= -x^i(f^{(n-1)})
\]
\[= -x^{i-1}(xf^{(n-1)})
\]
\[= -x^{i-1}(f^{(n)} - 1)
\]
\[\equiv x^{i-1} \pmod{f},
\]
while for $i = 0$, $x^n \equiv -f^{(n-1)} \pmod{f}$. Hence, we can write

$$
c = \sum_{i=0}^{2n-2} c_i x^i
$$

$$
= \sum_{i=0}^{n-1} c_i x^i + c_n x^n + \sum_{i=0}^{n-3} c_{n+i+1} x^{n+i+1}
$$

$$
\equiv \sum_{i=0}^{n-1} c_i x^i - c_n \sum_{i=0}^{n-1} x^i + \sum_{i=0}^{n-3} c_{n+i+1} x^i \pmod{f}
$$

$$
\equiv \sum_{i=0}^{n-3} (c_i - c_n + c_{n+i+1}) x^i + (c_{n-2} - c_n) x^{n-2} + (c_{n-1} - c_n) x^{n-1} \pmod{f}
$$

where each $c_i$ is a sum of

$$
\#\{(j,k) \in [0, n-1]^2 \cap \mathbb{Z}^2 \mid j + k = i\} = n - |i - n + 1| \quad (5.7)
$$

terms $a_j b_k$, where (5.7) can be shown by considering first the case where $i < n$ (easy), and the case where $i = n + h$ for some $h \geq 0$ (we need $j \in [0, n-1]$ and $k = n + h - j \in [0, n-1]$; check for how many $j$ the constraint $k \leq n - 1$ can be satisfied with a given $h$, this is $n - 1 - h = 2n - i - 1$).

Hence,

$$
d = \sum_{i=0}^{n-3} (c_i - c_n + c_{n+i+1}) x^i + (c_{n-2} - c_n) x^{n-2} + (c_{n-1} - c_n) x^{n-1}
$$

where by explicit computation $d_{n-1}$ is a sum of $2n-1$ terms $a_j b_k$, $d_{n-2}$ is a sum of $2n-2$ such terms and, for $i \leq n-3$, $d_i$ has $3n - |i - n + 1| - |n - n + 1| - |n + i + 1 - n + 1| = 2n - 2$ such terms.

We can now prove Corollary 5.

**Proof of Corollary 5.** We need to verify that

$$
f(2^\ell) > 2^{n\ell} - 1 \quad (5.8)
$$

and that

$$
|d_i| \leq \delta \quad (5.9)
$$
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Condition 5.8 holds since $f(2^\ell) = 2^n\ell + 2^{(n-1)\ell} + \cdots + 1$. Condition 5.9 follows by explicitly evaluating

$$d = \sum_{i=0}^{n-1} d_i x^i \equiv a \cdot b + c \pmod{f}$$

using Lemma 21, which implies that

$$\max_{\{\{a_i\}_i,\{b_i\}_i\}_k, \{c_i\}_m} |d_i| \leq (2n - 1)\alpha\beta + \gamma =: \delta.$$ 

The proof of Lemma 20 can also be directly adapted to the MLWE setting where we let

$$\left\{ a_i = \sum_{j=0}^{n-1} a_{i,j} x^j \right\}_{i=1}^\kappa, \quad \left\{ b_i = \sum_{j=0}^{n-1} b_{i,j} x^j \right\}_{i=1}^\kappa, \quad c = \sum_{j=0}^{n-1} c_j x^j$$

with $|a_{i,j}| \leq \alpha$, $|b_{i,j}| \leq \beta$, and $|c_j| \leq \gamma$ and want to compute $\sum_{i=1}^\kappa a_i \cdot b_i + c \pmod{f}$, by letting

$$\ell > \log_2(\kappa(\delta - \gamma) + \gamma + \varphi) + 1.$$ 

Overall, we arrive at the following corollary.

**Corollary 6 (KyberMulAdd).** Let $a_i, b_i, c \in \mathbb{Z}[x]$ be as above, with $\alpha = \left\lfloor \frac{q}{2} \right\rfloor$, and $\beta = \gamma = \eta$, and let $f = x^n + 1$. Let

$$\ell > \log_2 \left( \kappa n \left\lfloor \frac{q}{2} \right\rfloor \eta + \eta + 1 \right) + 1$$

be an integer. Let $A_i := \text{SNORT}(a_i, f, \ell)$, $B_i := \text{SNORT}(b_i, f, \ell)$, $C := \text{SNORT}(c, f, \ell)$, and $D := A \cdot B + C \pmod{f}$. Then $\text{SNEEZE}(D, f, \ell)$ returns $d := \sum_{i=1}^\kappa a_i \cdot b_i + c \pmod{f}$.

**Remark 22.** From $d \in R$, the result in $R_q$ can be obtained by coefficient-wise modular reduction.
Input: $G \in \{0, \ldots, f(2^\ell) - 1\}$
Input: $f \in \mathbb{Z}[x]$, monic
Input: bitlength $\ell$

1. $n \leftarrow \deg(f)$
2. $G[-1] \leftarrow G, \ c \leftarrow 0$
3. for $i \leftarrow 0$ to $n - 1$ do // step $i$
   4. $e^{(i)} \leftarrow G^{[i-1]} \mod^{(+)} 2^\ell$
   5. $G^{[i]} \leftarrow (G^{[i-1]} - e^{(i)}) / 2^\ell$
   6. $e^{(i)} \leftarrow e^{(i)} + c$
   7. if $e^{(i)} > 2^{\ell - 1}$ then $e^{(i)} \leftarrow e^{(i)} - 2^\ell$, $c \leftarrow 1$ else $c \leftarrow 0$
   8. $r^{(i)} \leftarrow e^{(i)}$
9. for $i \leftarrow 0$ to $n - 1$ do
   10. $r^{(i)} \leftarrow r^{(i)} - f_i \cdot (G^{[n-1]} + c)$ // subtract $b \cdot f(x)$
11. return \{\(r^{(i)}\)\}_{i=0}^{n-1}

Algorithm 21: Sneeze-Fast($G, f, \ell$). Same as Sneeze, but avoiding large integer arithmetic for carry propagation. The label $G^{[i]}$ represents the state of the $n\ell$-bit integer variable $G$ at step $i$.

5.3.1 Compact Kronecker substitution

In [Har09], David Harvey presents two improved packing techniques for Kronecker substitution, reducing integer sizes at the cost of performing more multiplications: KS2 or “negated evaluation points” evaluates at $\left(2^\ell, -2^\ell\right)$ and KS3 or “reciprocal evaluation points” evaluates at $\left(2^\ell, 2^{-\ell}\right)$. Each technique halves the required integer bit size at the cost of performing two multiplications.

Note that integer arithmetic is super-linear (e.g. Karatsuba multiplication is used for medium-sized inputs and has a cost of $3^{\log_2 L}$ multiplications for integers of size $L$, see below) and thus this trade-off produces a noticeable speed-up.

The two techniques are orthogonal and can be combined, which reduces bit sizes by a factor of four at the cost of increasing the number of multiplications to four. The combined algorithm is referred to as KS4.

The KS2 algorithm proceeds as follows. Assume $a(x), b(x)$ are such that their product $c(x) := a(x) \cdot b(x)$ has positive coefficients bounded by $2^{2\ell}$. Let

\[
\begin{align*}
c^{(+)} &= c(2^\ell) = a(2^\ell) \cdot b(2^\ell) = \sum_{|i|_2=0} c_i 2^{\ell i} + \sum_{|i|_2=1} c_i 2^{\ell i} \\
c^{(-)} &= c(-2^\ell) = a(-2^\ell) \cdot b(-2^\ell) = \sum_{|i|_2=0} c_i 2^{\ell i} - \sum_{|i|_2=1} c_i 2^{\ell i}
\end{align*}
\]
5.4 Splitting the ring

Then, we can recover the even coefficients of $c(x)$ from

$$c^{(+)} + c^{(-)} = c(2^\ell) + c(-2^\ell) = 2 \sum_{|i|_2=0} c_i 2^i$$

and the odd coefficients from

$$c^{(+)} - c^{(-)} = c(2^\ell) - c(-2^\ell) = 2 \cdot 2^\ell \sum_{|i|_2=1} c_i 2^{(i-1)\ell}$$

since the sum and the difference cancel out either the even or the odd powers. The coefficients can be either read directly with care to their offset, or dividing the above quantities by the appropriate power of 2 over the integers.

The KS2 algorithm is compatible with arithmetic modulo $f = x^n + 1$, when $n$ is even. When doing this over $\mathbb{Z}_{f(2^\ell)}$ some care must be taken since reducing $c^{(\cdot)}$ modulo $f(2^\ell)$ may change its parity. In such case the coefficients can be recovered by either multiplying $c^{(+)} + c^{(-)}$ by $2^{-\ell-1} \text{ mod } f(2^\ell)$ and $c^{(+)} - c^{(-)}$ by $2^{-\ell-1} \text{ mod } f(2^\ell)$, or multiplying both quantities by a desired power of 2 modulo $f(2^\ell)$ and reading the coefficients with the appropriate offset. Packing and unpacking are identical to standard Kronecker substitution, i.e. the proof of Lemma 20 applies directly when working with such an $f$.

On the other hand, adapting packing and unpacking to combine the KS3 algorithm with modular reduction is somewhat more involved, requiring a fair amount of careful bit shifting. Implementing this strategy would roughly half the number of multiplications required at the cost of a more involved packing/unpacking algorithm. However, since our packing and unpacking routines already take time comparable to the actual multiplications they facilitate and since our target platform does not have efficient bit-shift operations, we did not attempt an implementation of KS3 or KS4.

5.4 Splitting the ring

Commercially available multipliers are usually capable of evaluating $(x, y, z) \mapsto x \cdot y \pmod{z}$ where $\log x, \log y, \log z < m$ for some fixed value of $m$ which may be lower than what is required to apply Lemma 20 directly. In fact,
for typical parameter sizes of lattice-based cryptography and of RSA, this is expected to be the case. Thus, in this section – where we focus on $f = x^n + 1$ with $n$ a power of two – we explain our strategy for utilising these “too small” multipliers.

Let $a(x), b(x), c(x)$ be polynomials of degree $< n$ as defined in Lemma 20 and let $\ell$ be the packing length used, we want to compute $a(x) \cdot b(x) + c(x) \pmod{f(x)}$. So far we have considered two ways of doing this. First, we can pack every coefficient of each polynomial individually in a large enough buffer, say of length $\ell$, and then directly compute the result using polynomial arithmetic. Alternatively, we can use Lemma 20 and evaluate $a(2^\ell) \cdot b(2^\ell) + c(2^\ell) \pmod{2^\ell + 1}$ packing all the coefficients of each polynomial at once in a buffer of length $n\ell + 1$, and then unpack the final result. A third option consists of interpolating between these two methods by combining Kronecker substitution with (typically low-degree) polynomial arithmetic in order to shorten the lengths of the multiplier’s inputs. This approach is similar to fast integer multiplication algorithms by Schönhage [Sch77] or Nussbaumer [Nus80].

The idea is the following. Say we have

$$a(x) = a_0 + a_1 x + a_2 x^2 + a_3 x^3 \quad \text{and} \quad b(x) = b_0 + b_1 x + b_2 x^2 + b_3 x^3$$

and we want to compute $a(x) \cdot b(x) \pmod{x^4 + 1}$, i.e.

$$(a_3b_0 + a_2b_1 + a_1b_2 + a_0b_3) x^3 + (a_2b_0 + a_1b_1 + a_0b_2 - a_3b_3) x^2 + (a_1b_0 + a_0b_1 - a_3b_2 - a_2b_3) x + a_0b_0 - a_3b_1 - a_2b_2 - a_1b_3$$

but we have a multiplier that would only let us work modulo $x^2 + 1$ given the $\ell$ required by Lemma 20. Letting $y = x^2$, we can write $a(x, y) = a^{(0)}(y) + a^{(1)}(y) x$ where

$$a^{(0)}(y) = a_0 + a_2 y \quad \text{and} \quad a^{(1)}(y) = a_1 + a_3 y,$$

and similarly for $b = b(x, y)$. Then, computing $a(x, y) \cdot b(x, y) \pmod{y^2 + 1}$ can be accomplished by packing $A^{(i)} = \text{SNORT}(a^{(i)}), B^{(i)} = \text{SNORT}(b^{(i)})$, and multiplying

$$\hat{C}(x) := a(x, 2^\ell) \cdot b(x, 2^\ell) \pmod{2^2 \ell + 1} = (A^{(0)} + A^{(1)} x) \cdot (B^{(0)} + B^{(1)} x) \pmod{2^2 \ell + 1},$$
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where the coefficients \( A^{(i)} = a^{(i)}(y)|_{y=2^\ell} \) and \( B^{(i)} \) can be multiplied on the coprocessor since now the substitution is \( y = x^2 = 2^\ell \), meaning the packed polynomials will fit the smaller multiplier. If we were to unpack the coefficients of \( \hat{C}(x) \), we would obtain

\[
(a_1 b_1 - a_3 b_3 + (a_3 b_1 + a_1 b_3) y) x^2 + a_0 b_0 - a_2 b_2 + (a_2 b_0 + a_0 b_2) y \\
+ (a_1 b_0 + a_0 b_1 - a_3 b_2 - a_2 b_3 + (a_3 b_0 + a_2 b_1 + a_1 b_2 + a_0 b_3) y) x.
\]

Note that the coefficients on the second line match our target, but the coefficients on the first line do not (they are not grouped correctly and the signs do not necessarily match). This can be corrected by using the identity \( y = x^2 \) and thus rewriting \( x^2 \to y \) and reducing again modulo \( y^2 + 1 \) (equivalently, rewriting \( x^2 \to 2^\ell \) and reducing modulo \( 2^{2\ell} + 1 \)). From our intermediate representation \( \hat{C}(x) = \hat{C}_0 + \hat{C}_1 x + \hat{C}_2 x^2 \), this can be done by defining \( C(x) = C_0 + C_1 x \) with

\[
C_0 := \left( \hat{C}_0 + (2^\ell \cdot \hat{C}_2 \mod^{(+)} 2^{2\ell} + 1) \right) \mod^{(+)} 2^{2\ell} + 1 \quad \text{and} \quad C_1 = \hat{C}_1,
\]

and then unpacking \( C(x) \) to obtain \( a \cdot b \pmod{x^4 + 1} \).

More generally, this can be formally described as follows. Let \( n = m \cdot \omega \), where \( m \ll \omega \). Given a polynomial \( p(x) = \sum_{i=0}^{n-1} p_i x^i \) of degree \( < n \), we can set \( y = x^m \), and then rewrite \( p \) as

\[
p(x, y) = \left( p_0 + p_{0+m} y + \cdots + p_{0+(\omega-1)m} y^{\omega-1} \right) x^0 \\
+ \left( p_1 + p_{1+m} y + \cdots + p_{1+(\omega-1)m} y^{\omega-1} \right) x^1 \\
+ \cdots \\
+ \left( p_{m-1} + p_{m-1+m} y + \cdots + p_{m-1+(\omega-1)m} y^{\omega-1} \right) x^{m-1} \\
= p^{(0)}(y) + p^{(1)}(y) x + \cdots + p^{(m-1)}(y) x^{m-1}
\]

where we write \( p^{(i)}(y) := \sum_{j=0}^{\omega-1} p_{i+jm} y^j \), polynomials in \( y \) of degree \( < \omega \) (i.e. \( p^{(i)} \leftarrow \text{Fr}(p, m, i) \), cf. Algorithm 22). The idea is to pack each \( p^{(i)}, p \in \{a, b, c\} \), into buffers \( P^{(i)} := p^{(i)}(2^\ell) \mod^{(+)} (2^{2\ell} + 1) \) of length \( \omega \ell + 1 \), and then evaluate

\[
a(x, 2^\ell) \cdot b(x, 2^\ell) + c(x, 2^\ell) \mod^{(+)} (2^{2\ell} + 1),
\]

where \( p(x, 2^\ell) = \sum_{i=0}^{m} P^{(i)} x^i \). By Lemma 20, the integer modulo operation will act on the coefficients as reduction modulo \( y^\omega + 1 \equiv x^n + 1 \pmod{y - x^m} \) would.
Working with polynomials \(a(x, y), b(x, y)\), the resulting polynomial \(a(x, y) \cdot b(x, y)\) will be a linear combination of monomials of the form \(y^i x^j\). If we were to substitute \(x^m = y\) back now, we would obtain monomials of degree \(\geq n\) every time that \(im + j \geq n\), which we do not want. Furthermore, depending on how we index the \(y^i x^j\) in our code, we may be in need of combining (“grouping”) constant coefficients from different monomials \(y^i x^j \neq y^r x^s\) mapping to the same power of \(x\).

To better see what adjustments need to be done to the resulting polynomial in \(x\), we look at \(a(x, y) \cdot b(x, y) \pmod{y^\omega + 1}\) in detail.

\[
a(x, y) \cdot b(x, y) = \sum_{i, r=0}^{m-1} a^{(i)}(y) b^{(r)}(y) x^{i+r}
\]

\[
= \sum_{i, r=0}^{m-1} \sum_{j, s=0}^{\omega-1} a_{i+jm} b_{r+sm} y^{j+s} x^{i+r}
\]

\[
\equiv \sum_{i, r=0}^{m-1} \sum_{j, s=0}^{\omega-1} (-1)^{[j+s]_\omega} a_{i+jm} b_{r+sm} y^{[j+s]_\omega} x^{i+r} \pmod{y^\omega + 1}
\]

Given that \(y^{[j+s]_\omega} x^{i+r} \equiv x^{m-[j+s]_\omega + i+r} \pmod{y^m - x^m}\), we can see that after reducing modulo \(y^\omega + 1\) it will be necessary to further reduce modulo \(y - x^m\) whenever \(m \cdot [j + s]_\omega + i + r \geq n\), which can happen only if \(i + r \geq m\). We do this by sending any monomial \(y^i x^i\) where \(i \geq m\) to \(y^{i+1} x^{i-m} \pmod{y^\omega + 1}\), or equivalently by mapping monomials \(x^i\) with \(i \geq m\) to \(2^\ell x^{i-m}\), as done in Line 10 of Algorithm 23. This also takes care of groupings. Then, we can simply Sneeze every coefficient to obtain the final result. The full procedure results in Algorithms 22 and 23.

A possible optimisation could be that of choosing \(\ell\) more aggressively. Indeed, we only ever need to pack polynomials of degree \(\omega\), and hence we could use this value in place of \(n\). This would save \(\approx \log m\) bits per packed coefficient while still being able to perform the reduction modulo \(y^\omega + 1 \equiv 2^{\omega \ell} + 1\), overall resulting in a saving of size \(\approx \omega \log m\) bits per packed polynomial \(P^{(i)}(y)\). In this case one would need to unpack the \(P^{(i)}\) before the second reduction and final grouping, and handle these afterwards on the CPU.
5.5 Implementation

Algorithm 22: \( \text{FF}(g, m, o) \). Return a new polynomial containing every \( m \)th coefficient of \( g \), starting at offset \( o \).

At the heart of Algorithm 23 is polynomial multiplication of two, typically low-degree, polynomials in line 7. A straightforward choice to realise this multiplication is schoolbook multiplication. This has quadratic complexity but is a simple algorithm. Another natural option is Karatsuba multiplication [KO62]. In its simplest form, the algorithm computes the product \( a + b \cdot x \) and \( c + d \cdot x \) in \( \mathbb{Z}[x] \) by computing the products \( t_0 = a \cdot c, t_1 = b \cdot d \) and 
\( t_2 = (a+b) \cdot (c+d) = ac+ad+bc+bd \) and outputting \( t_0 + (t_2-t_0-t_1) \cdot x + t_2x^2 \).

It has a cost of \( 3^{\lceil \log_2 L \rceil} \) multiplications for degree \( L - 1 \) polynomials. We note that finding better multiplication formulas for larger degrees is an active area of research [Mon05, FH07, CÖ10, BDEZ12].

5.5 Implementation

Using the strategies outlined in Sections 5.3 and 5.4, we are now ready to fix an implementation of Kyber and the KYBERMULADD gadget (see Corollary 6) using a big integer multiplier. We focus on the Kyber768 parameter set and implement our variants of the scheme on the Infineon SLE 78 (SLE 78CLUFX5000) equipped with an RSA, an AES and a SHA-256 coprocessor and 16 Kbyte RAM. All our software is native code written in C and assembly language.

5.5.1 Description of Kyber using Kronecker substitution

First we provide a description of our variant of KYBER.CPA that takes into account Kronecker substitution. The algorithms closely resemble the
Algorithm 23: \(a(x) \cdot b(x) \mod x^n + 1\) using an integer multiplier capable of performing modular multiplication of integers up to \(\omega \ell + 1\) bits.

Instead of using SHA3-512 to hash the randomness, we directly take the output from the on-chip TRNG using the TRNG(\cdot) function; see below.

In Algorithm 24 we describe our implementation of Kyber.CPA.Gen\(^9\) and follow the notation of [SAB+17] where appropriate. The sampling of a uniform polynomial \(a_{i,j} \in \mathbb{A}\) is done by Parse(XOF(\(\rho\)|\(i\)|\(j\))) for a random seed \(\rho \in \{0,1\}^{256}\) using an Extendable Output Function (XOF) denoted as XOF(\(\cdot\)). The sampling of a secret or noise polynomial in \(\mathbb{R}_q\) is described by CBD(PRF(\(\sigma, N\))) where CBD stands for centred binomial distribution and where PRF is a pseudo-random function (PRF) that takes a random seed \(\sigma \in \{0,1\}^{256}\) and an
integer $N$ for domain separation. In [SAB+17] it is specified that $\text{PRF}(\sigma, N) = \text{SHAKE-256}(\sigma, N)$ and that $\text{XOF} = \text{SHAKE-128}$.

With regard to arithmetic, it is easy to see that $s_0, \ldots, s_{k-1}$ are used $k$ times each, when computing $A \cdot s$. Thus a straightforward optimisation is to pack them into a big integer only once. This resembles some similarity to the NTT, where it is also possible to achieve speed-ups by the very simple observation that polynomials that are used several times have to be transformed into the NTT domain only once. To obtain more control over the usage of $\text{SNORT}$ and $\text{Sneeze}$, which is already integrated into the high-level gadget $\text{KYBERMULADD}$, we split $\text{KYBERMULADD}$ into sub-functions. The $\hat{C} = \text{MulAddSingle}(A, B, C)$ function takes as input $A = \text{SNORT}(a)$, $B = \text{SNORT}(b)$, $C = \text{SNORT}(c)$ for $a, b, c \in R_q$ and computes $\hat{D}(x) \leftarrow A(x) \cdot B(x) + C(x) \mod(+) F$ as specified in line 7 of Algorithm 23. The $D = \text{FinalEll}(\hat{D})$ function takes $\hat{D}$ and constructs the polynomial $D(x)$ of degree $< m$ (line 10 of Algorithm 23) by multiplying by $2^l$. To save stack memory we do not generate the full matrix $A$ but only one coefficient after the other. All in all, our approach to key generation requires $k^2 + 2k$ calls to $\text{SNORT}$, $k^2$ big integer multiplications realised by $\text{MulAddSingle}$ and $k$ calls to $\text{Sneeze}$ as well as $\text{FinalEll}$.

CPA-secure Kyber encryption is described in Algorithm 25 where the computation of $A^T r + e$ can be realised in the same way as the key generation procedure by packing each polynomial of $r$ into $R \in \mathbb{Z}^k$ only once and with on-the-fly generation of polynomials of $A$ to save stack memory. The only difference is that we initialise $\hat{U}_{\text{tmp}}$ with on-the-fly sampled and packed error polynomials $e_i \in e_1$ before computing the $k$ scalar products. For $\langle t, r \rangle + e_2 + \lfloor \frac{q}{2} \rfloor \cdot m$ we sample $e_2$ by $e \leftarrow \text{CBD}(\text{PRF}(\sigma, N))$, set $\hat{V} \leftarrow \text{SNORT}(e + \bar{m})$ and then compute the scalar product in a loop with $\hat{V} \leftarrow \text{MulAddSingle}(R_i, T_{\text{tmp}}, \hat{V})$. All in all, $\text{KYBER.CPA.IMP.ENC}$ requires $k^2 + 3k + 1$ calls to $\text{SNORT}$, $k^2 + k$ big integer multiplications by $\text{MulAddSingle}$ and $k + 1$ calls to $\text{Sneeze}$ as well as $\text{FinalEll}$.

In Algorithm 26 we describe CPA-secure Kyber decryption. The implementation of the scalar product to compute $\langle s, u \rangle$ follows the approach from encryption. To reuse $\text{MulAddSingle}$ and to save code needed for a subtrac-
\[
\begin{align*}
\rho & \leftarrow \text{TRNG}() \quad // \quad \rho \in \{0,1\}^{256} \text{ sampled from internal TRNG} \\
\sigma & \leftarrow \text{TRNG}() \quad // \quad \sigma \in \{0,1\}^{256} \text{ sampled from internal TRNG} \\
N & \leftarrow 0
\end{align*}
\]

// Sample s and transform to S

\begin{algorithm}
\begin{algorithmic}
\For {i \leftarrow k-1 \text{ to } 0}
\State \texttt{s\_tmp} \leftarrow \text{CBD(\text{PRF}(\sigma,N))}
\State N \leftarrow N + 1
\State S_i \leftarrow \text{Snort(s\_tmp)}
\EndFor
\Comment{Compute \( A_s + e \)}
\For {i \leftarrow 0 \text{ to } k-1}
\State e \leftarrow \text{CBD(\text{PRF}(\sigma,N))}
\State N \leftarrow N + 1
\State \hat{T} \leftarrow \text{Snort(e)}
\For {j \leftarrow 0 \text{ to } k-1}
\State a_{tmp} \leftarrow \text{Parse(XOF(\rho||i||j))}
\State A_{tmp} \leftarrow \text{Snort(a_{tmp})}
\State \hat{T} \leftarrow \text{MulAddSingle(A_{tmp}, S_j, \hat{T})}
\EndFor
\State T \leftarrow \text{FinalEll}(\hat{T})
\State t_i \leftarrow \text{Sneeze}(T)
\EndFor
\State pk \leftarrow \text{Encode}_{d_t}(\text{Compress}_q(t, d_t)||\rho)
\State sk \leftarrow \text{Encode}_{13}(s \mod(+) q)
\Return \text{pk}_{CPA} \coloneqq pk, \text{sk}_{CPA} \coloneqq sk
\end{algorithmic}
\end{algorithm}

Algorithm 24: \textsc{Kyber.CPA.Imp.Gen}, function names follow [SAB+17].

We now give details of our implementation of CPA and CCA-secure Kyber768 (thus \( k = 3 \)) on the SLE 78 that are independent of the chosen approach for packing and big integer multiplication (see Section 5.5.3 and Section 5.5.4). All our implementations are not fully compatible with the specification as Kyber is explicitly defined with a specific NTT and assumes that the pseudo-random polynomials of \( \mathbf{A} \) are already output by the sampler in the NTT domain.

5.5.2 Implementation of Kyber on SLE 78

We now give details of our implementation of CPA and CCA-secure Kyber768 (thus \( k = 3 \)) on the SLE 78 that are independent of the chosen approach for packing and big integer multiplication (see Section 5.5.3 and Section 5.5.4). All our implementations are not fully compatible with the specification as Kyber is explicitly defined with a specific NTT and assumes that the pseudo-random polynomials of \( \mathbf{A} \) are already output by the sampler in the NTT domain.
5.5 Implementation

**Input:** $m \in M$

**Input:** $pk_{CPA}$

1. $t, \rho \leftarrow \text{Decode}_d(pk_{CPA})$
2. $t \leftarrow \text{Decompress}_q(t)$
3. $N \leftarrow 0$
   // Sample MLWE secret $r$ and transform to $R$
4. for $i \leftarrow k - 1$ to 0 do
5.   $r_{tmp} \leftarrow \text{CBD}(\text{PRF}(\sigma, N))$
6.   $N \leftarrow N + 1$
7.   $R_i \leftarrow \text{Snort}(r_{tmp})$
8. // Compute $A^T r + e_1$
9. for $i \leftarrow 0$ to $k - 1$ do
10. $e \leftarrow \text{CBD}(\text{PRF}(\sigma, N))$
11. $\hat{U}_{tmp} \leftarrow \text{Snort}(e)$
12. $N \leftarrow N + 1$
13. for $j \leftarrow 0$ to $k - 1$ do
14.   $a_{tmp} \leftarrow \text{Parse}(\text{XOF}(\rho || i || j))$
15.   $A_{tmp} \leftarrow \text{Snort}(a_{tmp})$
16.   $\hat{U}_{tmp} \leftarrow \text{MulAddSingle}(A_{tmp}, R_j, \hat{U}_{tmp})$
17. $U_{tmp} \leftarrow \text{FinalEll}(\hat{U}_{tmp})$
18. $u_i \leftarrow \text{Sneeze}(U_{tmp})$
19. // Compute $(t, r) + e_2$
20. $\bar{m} \leftarrow \text{EncodeMsg}(m)$
21. $e \leftarrow \text{CBD}(\text{PRF}(\sigma, N))$
22. $e \leftarrow e + \bar{m}$
23. $\hat{V} \leftarrow \text{Snort}(e)$
24. for $i \leftarrow 0$ to $k - 1$ do
25.   $T_{imp} \leftarrow \text{Snort}(t_i)$
26.   $\hat{V} \leftarrow \text{MulAddSingle}(R_i, T_{imp}, \hat{V})$
27. $V \leftarrow \text{FinalEll}(\hat{V})$
28. $v \leftarrow \text{Sneeze}(V)$
29. // Encode ciphertext
30. $c_1 \leftarrow \text{Encode}_{d_u}(\text{Compress}_q(u, d_u))$
31. $c_2 \leftarrow \text{Encode}_{d_v}(\text{Compress}_q(v, d_v))$
32. return $c := (c_1 || c_2)$

**Algorithm 25:** $\text{Kyber.CPA.Imp.Enc}$, function names follow [SAB+17].

To expand randomness into a longer bitstream, Kyber originally specifies the use of various instances from the SHA3 family as PRNG (originally, XOF is SHAKE-128 and PRF is SHAKE-256). We implemented one version of the samplers that is compatible with the specification where SHAKE-128 and
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Input: $c := (c_1 || c_2)$
Input: $sk_{CPA}$
1 $s \leftarrow \text{Decode}_{13}(sk_{CPA})$
2 $u \leftarrow \text{Decompress}_q(\text{Decode}_{d_u}(c_1))$
3 $v \leftarrow \text{Decompress}_q(\text{Decode}_{d_v}(c_2))$
4 $\hat{V} \leftarrow \text{Snort}(-v)$
   // Compute $v - \langle s, u \rangle$
5 for $i \leftarrow 0$ to $k - 1$ do
6   $U_{tmp} \leftarrow \text{Snort}(u_i)$
7   $S_{tmp} \leftarrow \text{Snort}(s_i)$
8   $\hat{V} \leftarrow \text{MulAddSingle}(S_{tmp}, U_{tmp}, \hat{V})$
9 $V \leftarrow \text{FinalEll}(\hat{V})$
10 $v \leftarrow \text{Sneeze}(V)$
11 return $\text{Encode}_1(\text{Compress}_q(-v, 1))$

Algorithm 26: Kyber.CPA.Imp.Dec, function names follow [SAB+17].

SHAKE-256 are realised in software. Hardware acceleration is not possible as our target device does not have a SHA3 hardware accelerator. The SHA3 implementation written in C has been optimised to some extent with assembly to remove obvious performance bottlenecks introduced by the compiler. Additionally, we have implemented a (non-compatible) Kyber variant that is using AES-256 in counter mode to implement XOF and PRF. A similar approach has been used by Google in their NewHope experiment where the constant polynomial $a$ was also sampled using AES [Lan16]. Even though there are some theoretical concerns [ADPS16], this approach appears to be secure in practice. When AES-256 is chosen as PRNG we can rely on the AES coprocessor of the SLE 78CLUFX5000 and do not need to implement AES in software.

A difference that is not noticeable by a user is that we, as previously mentioned, do not hash the randomness provided to key generation due to the availability of a TRNG. The hashing of the input randomness in the Kyber specification is intended as a protection against leakage of the internal state of a random number generator. However, on our target device we have access to a certified RNG with appropriate post-processing and thus expensive computation of SHA3-512 is unnecessary.
The implementations of CBD, Parse, Encode, Decode and Decompress follow the Kyber C reference implementation and are not particularly optimised using assembly. Our implementation of CCA-secure Kyber using the FO transformation is denoted as Kyber.CCA.Imp.Gen for key generation, Kyber.CCA.Imp.Enc for encapsulation and Kyber.CCA.Imp.Dec for decapsulation and we straightforwardly follow Algorithms 16 to 18. The main additional operations demanded by the CCA conversion are the computation of hash functions to implement random oracles. In one version of our implementation we follow the specification where \( H \) is using SHA3-256 and \( G \) is using SHA3-512 and where SHA3 is implemented in software. Additionally, we implemented a variant where \( G \) is realised by the MAC-based scheme HKDF [Kra10] using a SHA-256 coprocessor and where \( H \) is realised by a call to SHA-256. The usage of HKDF is necessary as the output of \( G \) has to be longer than a single SHA-256 hash.

5.5.3 Realisation of KyberMulAdd with KS1

The KyberMulAdd gadget consists of the functions Snort, MulAddSingle, FinalEll, and Sneez. In case of KS1 (standard Kronecker substitution) parameters \((\omega, m) = (64, 4)\) can be used (see Algorithm 23 and Section 5.4). Then 64 coefficients can be packed into one integer and it is possible to perform polynomial arithmetic modulo \( x^4 + 1 \). When aiming for minimal size we could have used 25 bits of precision per coefficient and thus \( 64 \cdot 25 = 1600 \) bits in total. However, to simplify the packing algorithm we have chosen 32 bits per coefficient (thus \( \ell = 32 \)) which leads to integers of \( 64 \cdot 32 = 2048 \) bits. This way no shifts by arbitrary integers are required as everything is immediately word aligned in Snort. This provides a performance advantage as the SLE 78 needs one cycle for each shift to the right or left. Moreover, the big integer multiplier is relatively fast and thus the trade-off between simpler packing/unpacking and slightly larger integer coefficients turned out to be favourable. However, on different platforms this may not be the case. An issue that costs some performance is the correct handling of carry bits caused by negative coefficients in Snort.
For a single big integer multiplication in MulAddSingle we use the RSA coprocessor on the SLE 78CLUFX5000 which has five registers of length slightly larger than 2048 bits. In a simplified model it is able to compute additions of two registers in 8 cycles while a multiplication with modular reduction takes roughly 9,300 cycles. However, not all registers are general purpose. One register is a working register that contains the result of a computation and is not directly accessible from the CPU. Another register is needed to store the modulus when performing operations modulo \( p \). Thus three registers are available for temporary results or operands. Naturally, for an integer multiplication modulo \( \log_2 p = 2048 \), two registers are already occupied with operands.

For KS1 with parameters \((\omega, m) = (64, 4)\) and \(\ell = 32\) one option to realise the polynomial multiplication \( \hat{C}(x) \leftarrow A(x) \cdot B(x) \mod (+) F \) for \( A, B, \hat{C} \in \mathbb{Z}_p[x] \) with \( p = F = 2^{2\omega\ell} + 1 = 2^{2048} + 1 \) described in line 7 of Algorithm 23 would be schoolbook multiplication. As we have to do polynomial arithmetic modulo \( x^4 + 1 \) this would lead to \( 4^2 = 16 \) multiplications in \( \mathbb{Z}_p \) due to the quadratic complexity of schoolbook multiplication. To reduce the number of multiplications we have chosen Karatsuba multiplication for our KS1 implementation of the MulAddSingle function, which leads to 9 multiplications, 17 additions and 16 subtractions in \( \mathbb{Z}_p \). These numbers include additions or subtractions required for the modulo \( x^4 + 1 \) operation. In general, Karatsuba multiplication leads to a large number of additions as a trade-off for fewer multiplications. An approach where the additions are executed on the RSA coprocessor would be possible but requires a lot of transfers. We thus decided to exploit the ability to run the coprocessor and the CPU in parallel. While the RSA coprocessor executes a modular multiplication we compute long integer additions in parallel on the CPU. This can easily be achieved by the appropriate rearrangement of multiplication and addition/subtraction operations in the Karatsuba formula. For simplicity, we give a sort example for \( a(x) = a_0 + a_1 x \) and \( b(x) = b_0 + b_1 x \). A polynomial multiplication can be computed with Karatsuba as \( a(x)b(x) = a_0 b_0 + ((a_1 + a_0)(b_1 + b_0) - a_1 b_1 - a_0 b_0) x + a_1 b_1 x^2 \). Here some additions can be performed in parallel to multiplications where \( T_1 = a_1 \cdot b_1 \) and \( T_2 = b_1 + b_0 \) is computed in parallel, then \( T_3 = a_0 \cdot b_0 \) and \( T_4 = a_1 + a_0 \), then \( T_5 = T_2 \cdot T_4 \) and \( T_6 = T_1 + T_3 \). Final additions and computations are
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\[ T_7 = x^2 \cdot T_1, T_8 = T_5 - T_6, T_9 = x \cdot T_8, T_{10} = T_7 + T_9, \text{ and } T_{11} = T_3 + T_{10} \]

where \( a(x)b(x) = T_{11} \). Note in our specific case also some additions or subtractions caused by the modulo \( x^4 + 1 \) operation are also hidden behind multiplications.

For the remaining additions and subtractions we make use of the coprocessor. To save cycles for transfers we store the result of several additions/subtractions in one register of the coprocessor so that we only have to transfer values into the coprocessor and then read out the final result. The \textsc{FinalEll} function (see line 9 of Algorithm 23) requires 3 multiplications by \( 2^\ell \). They are implemented on the coprocessor using a special command that allows fast shifting by 32 bits and are thus relatively cheap.

5.5.4 Realisation of KyberMulAdd with KS2

The \textsc{KyberMulAdd} gadget can also be implemented for KS2 (compact Kronecker) with parameters \((\omega, m) = (128, 2)\). Compact Kronecker would allow to pack 128 coefficients into two big integers with 13 bits per coefficients. With 13 bits of precision per coefficient \(13 \cdot 128 = 1664\) bits would be required in total. However, similarly to KS1 we use 16 bits for easier packing/unpacking and end up with integers of size of \(16 \cdot 128 = 2048\) bits \((\ell = 16)\). Computations are then performed on two polynomials modulo \(x^2 + 1\). This leads to \(2 \cdot 2^2 = 8\) multiplications in \(\mathbb{Z}_p\) for \(p = F = 2^{2\ell} + 1\) when using schoolbook multiplication. With Karatsuba a reduction to \(2 \cdot 3 = 6\) multiplication would be possible. As the difference between Karatsuba and schoolbook is small we use schoolbook multiplication to implement KS2. This allows us to store partial products during schoolbook multiplication in the free register of the RSA coprocessor. This way we can perform additions with the RSA coprocessor and save time as we do not have to retrieve every result from the coprocessor into memory.

5.5.5 MulAdd for higher degree polynomials: a NewHope example

In a similar fashion to Sections 5.5.3 and 5.5.4, one could choose to implement MulAdd for RLWE-based schemes working with polynomials of higher degree. For example, NewHope \cite{PAA+17} proposes the following set of parameters
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(NewHope512) targeting Category 1 security [Nat16]: $n = 512, q = 12289, \eta = 8, f = x^n + 1$. Lemma 20 suggests using $\ell = 26$ (resp. $\ell = 13$) bits of precision per coefficient for use with KS1 (resp. KS2). To further improve packing and unpacking performance, we consider $\ell = 32$ (resp. $\ell = 16$), which results in parameters $(\omega, m) = (64, 8)$ with $32 \cdot 64 = 2048$ bits per polynomial coefficient (resp. $(\omega, m) = (128, 4)$ with $16 \cdot 128 = 2048$ bits per polynomial coefficient), assuming our integer multiplier supports inputs of length $2048 + 1$ bits. Schoolbook multiplication would then require $8^2 = 64$ (resp. $2 \cdot 4^2 = 32$) multiplications in $\mathbb{Z}_p$ for $p = F = 2^\omega \ell + 1$, while recursively applying Karatsuba would result in $3^{\log_2 8} = 27$ (resp. $2 \cdot 3^{\log_2 4} = 18$) multiplications. While this outline gives us a rough estimate of the cost of implementing NewHope512 using different strategies, it does not take into account concrete implementation issues such as the size and number of registers available in the CPU, the number of additions required, or the possible speed-ups from running light operations on the CPU while waiting for the modular multiplier to return a result for each multiplication.

5.6 Performance and comparison

In this section we describe the performance of our Kyber768 implementation on the SLE 78 and compare our results to related work available at the time of publication. All cycle counts are averages of several runs and have been measured on a cycle accurate FPGA-based emulator.

5.6.1 Implementation performance

In Table 5.2 we provide cycle counts of our implementation of Kyber768, its variants, and selected sub-functions. The results show similar performance for the KS1 and KS2 approach in KYBER.CPA.IMP with a small advantage for KS2. The explanation is that KS1 with Karatsuba requires only a single multiplication more than KS2 with schoolbook. The additional additions necessary for Karatsuba in KS1 can effectively be hidden by running them in parallel with the RSA coprocessor and Snort for KS1 is roughly twice
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as fast than for KS2. However, this is only a conclusion for the particular parameters using the specific coprocessor. KS1 and KS2 might lead to very different results in case our approach would be used to implement a scheme like NewHope where the polynomial degree $n$ is much larger than in Kyber. Cycle counts for CBD and Parse show that usage of the AES coprocessor provides a significant speed-up compared to the SHA3 software implementation. For CBD the difference is a factor of 300 and for Parse even a factor of 945. With more optimization of the SHA3 software, e.g. by writing it fully in assembly, it might be possible to reduce this to some extent. An additional advantage is that the AES coprocessor already implements some countermeasures against physical attacks. Such attacks are not the focus of our work but a secured PRNG would be easier to realise with the AES hardware (HW) coprocessor than by using a shared software (SW) implementation of SHA3 (see [OSPG18] where this necessity is discussed and performance of a shared SHA3 is given). With roughly $\approx 376,000$ cycles used for sampling in Kyber.CPA.Gen $\approx 9 \times$ Parse+$6 \times$ CBD and roughly $\approx 407,000$ cycles used in Kyber.CPA.Enc $\approx 9 \times$ Parse+$7 \times$ CBD the sampling requires only about 10 percent of the overall runtime. Additionally, in Table 5.3 we have computed the sum of cycles based on the calls to measured subfunctions for KS1. This gives an overview what amount of cycles can be associated to each operation. In all three functions the most cycles are contributed by MulAddSingle and Sneeze. They would be a natural target for further optimization.

Compared to a Kyber768 implementation that is using the NTT as specified in [SAB+17] on the SLE 78 in software, our approach of using the coprocessor to compute the KyberMulAdd gadget provides an advantage. On the SLE 78 a single $n=256$ NTT costs 997,691 cycles. The computation of Kyber.CPA.Enc for $k=3$ requires 10 calls to the NTT which alone would account for roughly $10 \cdot 997,691 \approx 10.0$ million cycles plus additional overhead from pointwise multiplication and addition.

In case one would want to make our implementation compatible with Kyber as specified in [SAB+17] in terms of NTT usage and still use the KyberMu-
LADD gadget, they would have to perform $k^2$ inverse NTTs and then use our multiplication algorithm. This would add roughly $3^2 \cdot 997,691 \approx 9.0$ million cycles to Gen and Enc when executed on the CPU. It would basically nullify all gains from a different and faster algorithm for polynomial multiplication.

All in all, when our Kyber variant that is using the AES coprocessor (i.e. AES-HW) is run on our target device with an average clock frequency of 50 MHz we can execute Kyber.CPA.Imp.Gen in 72.5 ms, Kyber.CPA.Imp.Enc in 94.9 and Kyber.CPA.Imp.Dec in 28.4 ms.

For the CCA variant the decryption becomes slower due to the re-encryption but the additional overhead of the hash functions $H$ and $G$ is rather low when the SHA-256 coprocessor is used (HW-SHA-256) to compute SHA-256 and HKDF with HMAC-SHA-256. When $H$ and $G$ are instantiated with SHA3 implemented in software (SW-SHA3) a significant portion of the computation is now attributed to SHA3. In comparison we can execute Kyber.CCA.Imp.Gen in 79.6 ms (2,903 ms with SW-SHA3), Kyber.CCA.Imp.Enc in 102.4 ms (571.2 ms with SW-SHA3) and Kyber.CCA.Imp.Dec in 132.7 ms (394.0 ms with SW-SHA3). An implementation of Kyber that is fully compatible with the specification [SAB+17] would not achieve practical performance mainly due to the slow SHA3 PRNG performance and to a lesser extent due to the slower NTT in software. Of course, further low-level optimization of SHA3 and the NTT could change this picture to some extent.

5.6.2 Comparison with related work

In Table 5.4 we provide a comparison of our results with related work on similar target platforms available at the time of publication of this chapter as [AHH+18]. However, it should be noted that such a comparison will always lack precision as many parameters of published implementations differ in terms of cryptographic (post-quantum) bit-security level, implementation security level, exact variant of a scheme, CPU architecture, maximum clock frequency of the device, or availability of specific accelerators. Moreover, only limited information is available about most smart card platforms and those platforms
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<table>
<thead>
<tr>
<th>Operation</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snort (KS1)</td>
<td>31,017</td>
</tr>
<tr>
<td>Sneeze (KS1)</td>
<td>295,730</td>
</tr>
<tr>
<td>MulAddSingle (KS1)</td>
<td>201,767</td>
</tr>
<tr>
<td>FinalEll (KS1)</td>
<td>28,381</td>
</tr>
<tr>
<td>Snort (KS2)</td>
<td>70,015</td>
</tr>
<tr>
<td>Sneeze (KS2)</td>
<td>295,331</td>
</tr>
<tr>
<td>MulAddSingle (KS2)</td>
<td>186,652</td>
</tr>
<tr>
<td>FinalEll (KS2)</td>
<td>90,728</td>
</tr>
<tr>
<td>NTT (n = 256, \text{in SW})</td>
<td>997,691</td>
</tr>
<tr>
<td>Pointwise-Multiplication (n = 256, \text{in SW})</td>
<td>356,549</td>
</tr>
<tr>
<td>CBD(PRFS, N) (Software-SHA3)</td>
<td>9,341,406</td>
</tr>
<tr>
<td>CBD(PRFS, N) (Hardware-AES)</td>
<td>31,068</td>
</tr>
<tr>
<td>Parse(XOF</td>
<td></td>
</tr>
<tr>
<td>Parse(XOF</td>
<td></td>
</tr>
<tr>
<td>Kyber.CPA.Imp.Gen (HW-AES: PRF/XOF; KS1)</td>
<td>3,953,224</td>
</tr>
<tr>
<td>Kyber.CPA.Imp.Enc (HW-AES: PRF/XOF; KS1)</td>
<td>5,385,598</td>
</tr>
<tr>
<td>Kyber.CPA.Imp.Dec (KS1)</td>
<td>1,382,963</td>
</tr>
<tr>
<td>Kyber.CPA.Imp.Gen (HW-AES: PRF/XOF; KS2)</td>
<td>3,625,718</td>
</tr>
<tr>
<td>Kyber.CPA.Imp.Enc (HW-AES: PRF/XOF; KS2)</td>
<td>4,747,291</td>
</tr>
<tr>
<td>Kyber.CPA.Imp.Dec (KS2)</td>
<td>1,420,367</td>
</tr>
<tr>
<td>Kyber.CCA.Imp.Gen (HW-AES: PRF/XOF; HW-SHA-256: H; KS2)</td>
<td>3,980,517</td>
</tr>
<tr>
<td>Kyber.CCA.Imp.Enc (HW-AES: PRF/XOF; HW-SHA-256: G, H; KS2)</td>
<td>5,117,996</td>
</tr>
<tr>
<td>Kyber.CCA.Imp.Dec (KS2)</td>
<td>6,632,704</td>
</tr>
<tr>
<td>Kyber.CCA.Imp.Gen (HW-AES: PRF/XOF; SW-SHA3: H; KS2)</td>
<td>14,512,691</td>
</tr>
<tr>
<td>Kyber.CCA.Imp.Enc (HW-AES: PRF/XOF; SW-SHA3: G, H; KS2)</td>
<td>18,051,747</td>
</tr>
<tr>
<td>Kyber.CCA.Imp.Dec (HW-AES: PRF/XOF; SW-SHA3: G, H; KS2)</td>
<td>19,702,139</td>
</tr>
</tbody>
</table>

Table 5.2: Performance of our work on the SLE 78 target device in clock cycles.

are often not available without signing non-disclosure agreements. It is also clear that the requirements for a certified contactless high security controller, where most computations are done using coprocessors, are expected to lead to different CPU designs or low-level implementations than those for a high performance embedded microcontroller.

As we use an RSA coprocessor for lattice-based cryptography, a natural target for a comparison is RSA. The cycle counts given in Table 5.4 for coprocessor supported RSA on our SLE 78 target device are based on the data sheet. With an average clock frequency of 50 MHz, on the SLE 78 RSA encryption can be executed in 6 ms while RSA decryption with CRT needs 120 ms. In comparison with our work this shows that our Kyber implementation is one order of magnitude slower for encryption but performs decryption with similar speed. In case RSA is not used with CRT our Kyber decryption even
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### Table 5.3: Called functions, number of calls, clock cycles, and final sum of clock cycles.

<table>
<thead>
<tr>
<th>Function</th>
<th>Calls</th>
<th>Cycles per function</th>
<th>Product</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Kyber.CPA.Imp.Gen (KS1)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBD(PRFS, N) (HW-AES)</td>
<td>6</td>
<td>31,068</td>
<td>186,408</td>
</tr>
<tr>
<td>PARSE(XOF(ρ</td>
<td></td>
<td>i</td>
<td></td>
</tr>
<tr>
<td>SNORT</td>
<td>15</td>
<td>31,017</td>
<td>465,255</td>
</tr>
<tr>
<td>MULADD_SINGLE</td>
<td>9</td>
<td>201,767</td>
<td>1,815,903</td>
</tr>
<tr>
<td>Sneeze</td>
<td>3</td>
<td>295,730</td>
<td>887,190</td>
</tr>
<tr>
<td>FinaleEll</td>
<td>3</td>
<td>28,381</td>
<td>85,143</td>
</tr>
<tr>
<td>Encode/Decode</td>
<td>-</td>
<td>-</td>
<td>400,226</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td><strong>4,029,854</strong></td>
</tr>
<tr>
<td><strong>Kyber.CPA.Imp.Enc (KS1)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBD(PRFS, N) (HW-AES)</td>
<td>7</td>
<td>31,068</td>
<td>217,476</td>
</tr>
<tr>
<td>PARSE(XOF(ρ</td>
<td></td>
<td>i</td>
<td></td>
</tr>
<tr>
<td>SNORT</td>
<td>19</td>
<td>31,017</td>
<td>589,515</td>
</tr>
<tr>
<td>MULADD_SINGLE</td>
<td>12</td>
<td>201,767</td>
<td>2,421,204</td>
</tr>
<tr>
<td>Sneeze</td>
<td>4</td>
<td>295,730</td>
<td>1,182,920</td>
</tr>
<tr>
<td>FinaleEll</td>
<td>4</td>
<td>28,381</td>
<td>113,524</td>
</tr>
<tr>
<td>Encode/Decode</td>
<td>-</td>
<td>-</td>
<td>676,453</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td><strong>5,390,629</strong></td>
</tr>
<tr>
<td><strong>Kyber.CPA.Imp.Dec (KS1)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBD(PRFS, N) (HW-AES)</td>
<td>0</td>
<td>31,068</td>
<td>0</td>
</tr>
<tr>
<td>PARSE(XOF(ρ</td>
<td></td>
<td>i</td>
<td></td>
</tr>
<tr>
<td>SNORT</td>
<td>4</td>
<td>31,017</td>
<td>217,119</td>
</tr>
<tr>
<td>MULADD_SINGLE</td>
<td>3</td>
<td>201,767</td>
<td>605,301</td>
</tr>
<tr>
<td>Sneeze</td>
<td>1</td>
<td>295,730</td>
<td>295,730</td>
</tr>
<tr>
<td>FinaleEll</td>
<td>1</td>
<td>28,381</td>
<td>28,381</td>
</tr>
<tr>
<td>Encode/Decode</td>
<td>-</td>
<td>365,175</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td><strong>1,511,706</strong></td>
</tr>
</tbody>
</table>
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Figure 5.1: Total cycle counts per Kyber.CPA.Imp (KS1) function from Table 5.3.

outperforms RSA. However, it should be noted that the RSA cycle counts do not account for padding like Optimal Asymmetric Encryption Padding (OAEP) which is often used to achieve CCA2 security for RSA. However, they include countermeasures against physical attacks (e.g. exponent blinding or message blinding, see [FWA+13]) while our implementation does not.

Publicly available information on the performance of RSA and ECC on various smart cards running the JavaCard platform can be found in works like [DRHM17, SNS+16], the Bachelor’s thesis of Kvašňovský [Kva16] as well as in the JCAlgTest project\(^\text{11}\). Across the selected cards, the runtime for an RSA2048 encryption function call is in the range from 8 to 74 ms while RSA2048 decryption takes between 426 to 2,927 ms and 140 to 1,569 ms when using the Chinese Remainder Theorem (CRT). On-card key generation for RSA2048 is a complex process [NSS+17] with a variable runtime due to the required primality testing and takes between 6,789 and 44,143 ms. There is also a certain overhead by the JavaCard platform compared to a pure native implementation as well as overhead from various countermeasures against physical attacks.

For comparison with other post-quantum schemes we have ported the reference implementation of ephemeral/CPA-secure NewHope with $n = 1024$ claiming 255-bits of post-quantum security onto our target device. To obtain a fair comparison we also changed the internal PRNG to use the coprocessor-based AES in counter-mode and we removed costly randomness hashing in the key generation. With these modifications the main bottleneck in NewHope is the computation of NTTs. When comparing CPA-secure NewHope implementation (claimed 255-bit security level) with our CPA-secure Kyber (claimed 161-bit security level) in an ephemeral key setting$^{12}$, we achieve a factor of 6 better performance for Alice ($\text{Gen} + \text{Dec}$) and a factor of 7 better performance for Bob ($\text{Enc}$). Note that the implementation of our variant of Kyber that is not using the NTT would most likely lead to a loss of performance on other platforms. However, the implementation of Saber on ARM given in [KBMSRV18] shows that high performance is also possible without using the NTT when parameters are chosen accordingly.

Most modern general purpose ARM-based microcontroller platforms (e.g. Cortex-M) have the advantage of a 32-bit architecture and are equipped with a single-cycle or few-cycles multiplier (optional in Cortex-M0). Thus good performance can be expected for most arithmetic operations, e.g. the inner loop of the NTT. Open-source implementations of Kyber768 and NewHope1024 targeting general purpose ARM controllers are available through the mupq project [va18]. It can be seen that in comparison with such a different class of devices our CCA-secure Kyber768 implementation of $\text{Gen}$ and $\text{Enc}$ is slower than CCA-secure Kyber768 on ARM using the NTT.

5.7 Conclusions

In this chapter we have shown that fast post-quantum cryptography is feasible on current smart card platforms. On a commercially available device it is possible to obtain a significant speed-up of the arithmetic of lattice-based cryptography by reusing already existing coprocessors dedicated to the accel-

$^{12}$Of course, a better target for comparison would be Kyber1024 with 218-bit security but an implementation on SLE 78 is not available as we focused on Kyber768.
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Table 5.4: Comparison of our work with other PKE or KEM schemes on various microcontroller platforms in clock cycles.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Target</th>
<th>Gen</th>
<th>Enc</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kyber768(^a) (CPA; our work)</td>
<td>SLE 78</td>
<td>3,625,718</td>
<td>4,747,291</td>
<td>1,420,367</td>
</tr>
<tr>
<td>Kyber768(^b) (CCA; our work)</td>
<td>SLE 78</td>
<td>3,980,517</td>
<td>5,117,996</td>
<td>6,632,704</td>
</tr>
<tr>
<td>RSA-2048(^c)</td>
<td>SLE 78</td>
<td>-</td>
<td>≈ 300,000</td>
<td>≈ 21,200,000</td>
</tr>
<tr>
<td>RSA-2048 (CRT)(^d)</td>
<td>SLE 78</td>
<td>-</td>
<td>≈ 300,000</td>
<td>≈ 6,000,000</td>
</tr>
<tr>
<td>Kyber768 (CPA+NTT)(^e)</td>
<td>SLE 78</td>
<td>≈ 10,000,000</td>
<td>≈ 14,000,000</td>
<td>≈ 5,400,000</td>
</tr>
<tr>
<td>NewHope1024(^f)</td>
<td>SLE 78</td>
<td>≈ 14,700,000</td>
<td>≈ 31,800,000</td>
<td>≈ 15,200,000</td>
</tr>
<tr>
<td>Kyber768(^g)</td>
<td>ARM</td>
<td>1,200,351</td>
<td>1,497,789</td>
<td>1,526,564</td>
</tr>
<tr>
<td>NewHope-1024(^h)</td>
<td>ARM</td>
<td>1,168,224</td>
<td>1,738,922</td>
<td>298,877</td>
</tr>
<tr>
<td>CPA-RIWE-512(^i)</td>
<td>AVR</td>
<td>-</td>
<td>1,975,806</td>
<td>553,536</td>
</tr>
<tr>
<td>CCA-RIWE-1024(^l)</td>
<td>ARM</td>
<td>2,669,559</td>
<td>4,176,68</td>
<td>4,416,918</td>
</tr>
<tr>
<td>Saber(^b)</td>
<td>ARM</td>
<td>1,147,000</td>
<td>1,444,000</td>
<td>1,543,000</td>
</tr>
<tr>
<td>QC-MDPC(^l)</td>
<td>ARM</td>
<td>-</td>
<td>7,018,493</td>
<td>42,129,589</td>
</tr>
<tr>
<td>Curve25519(^m)</td>
<td>MSP</td>
<td>5,941,784</td>
<td>11,883,568</td>
<td>5,941,784</td>
</tr>
<tr>
<td>Curve25519(^n)</td>
<td>ARM</td>
<td>3,589,850</td>
<td>7,179,700</td>
<td>3,589,850</td>
</tr>
</tbody>
</table>

\(^a\) CPA-secure Kyber variant using the AES coprocessor to implement PRF/XOF and KS2 on SLE 78 @ 50 MHz.

\(^b\) CCA-secure Kyber variant using the AES coprocessor to implement PRF/XOF, the SHA-256 coprocessor to implement \(G\) and \(H\) and KS2 on SLE 78 @ 50 MHz.

\(^c\) RSA-2048 encryption with short exponent and decryption without CRT and with countermeasures on SLE 78 @ 50 MHz. Extrapolation based on data-sheet.

\(^d\) RSA-2048 decryption with short exponent and decryption with CRT and countermeasures on SLE 78 @ 50 MHz. Extrapolation based on data-sheet.

\(^e\) Extrapolation of cycle counts of CPA-secure Kyber768 based on our implementation assuming usage of the AES coprocessor to implement PRF/XOF and a software implementation of the NTT with 997,691 cycles for an NTT on SLE 78 @ 50 MHz.

\(^f\) Reference implementation of constant time ephemeral NewHope key exchange \((n = 1024)\) [ADPS16] modified to use the AES coprocessor as PRNG on SLE 78 @ 50 MHz.

\(^g\) Kyber768 from mapq project [va18] on ARM Cortex-M4F (STM32).

\(^h\) Constant time ephemeral NewHope key exchange \((n=1024)\) [ADPS16] from [AJS16] on ARM Cortex-M0 (STM32) @ 48 MHz.

\(^i\) Constant time CPA-secure RIWE-encryption [LP11] (RLWEenc-IIa with \(n = 512\)) from [LPO+17] on 8-bit ATxmega128A1 @ 32 MHz.

\(^j\) CCA-secure RIWE-encryption [LP11] \((n = 1024)\) from [OSPG18] on ARM Cortex-M4F (STM32) @ 168 MHz. With first order masking decryption is 25,334,493 cycles.

\(^k\) Saber [DKRV17] from [KBMSRV18] on ARM Cortex-M4F (STM32F4) @ 168 MHz. Parameters provide 180-bit of quantum-security.

\(^l\) CPA-secure QC-MPDC public-key encryption [MTSB13] from [vMOG15] on ARM Cortex-M4F (STM32F4) @ 168 MHz. Parameters provide 80-bit pre-quantum security level.

\(^m\) Elliptic curve Diffie-Hellman using Curve25519 [Ber06] from [DHH+15] on 16-bit MSP430X @ 16 MHz. For simplification we report the cost of one point multiplication (PM) in Gen, two PMs in Enc and one PM in Dec.

\(^n\) Elliptic curve Diffie-Hellman using Curve25519 [Ber06] from [DHH+15] on ARM Cortex @ 48 MHz. Reporting as in \(^l\).
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peration of RSA or ECC. Our work can thus be used by the industry for a possibly smoother migration towards PQC, by reusing already existing and available hardware. Our work also shows that the NTT might not always be the superior polynomial multiplication algorithm.\textsuperscript{13} This seems to be a worthwhile consideration in the context of the NIST standardisation process where some schemes made the NTT part of their definition. Moreover, our results show that the performance of lattice-based schemes on particular embedded devices highly depends on the speed of the underlying PRNG. It might be worthwhile to consider constructions that make use of PRNGs based on AES instead of SHA3 due to the better availability of (secured) AES hardware acceleration on smart cards or constrained devices in general. The same argument applies to the instantiation of hash functions using SHA-256.

With regard to the optimisation of our particular Kyber implementation, a possible next step is an implementation on an ARM-based smart card or embedded secure element equipped with an ECC/RSA coprocessor. On such an architecture the comparison to standard microcontroller-based implementations of PQC (e.g. \cite{vMOG15, DHH15, OSPG18}) would be much easier. Additionally, it is an open question how much speed-up ECC/RSA coprocessors will actually provide on ARM platforms equipped with a single-cycle multiplier. Here it is also worth to consider that on an ARM processor Snort, Sneeze, and software-based big integer addition are also expected to be significantly faster due to the more efficient instruction set and larger word size, while the CPU and the coprocessor could still execute in parallel.

From the algorithmic side, in the case of the KS1 $\omega = 64$ implementation of Kyber we currently require $\ell \geq 25$ bits of precision, and hence opted for using 32 bits. By using the considerations made in Section 5.4 about swapping $\omega$ for $n$ in the formula for computing $\ell$, we could get down to $\ell \geq 23$, making it possible to save some memory at the cost of a more complex unpacking ($\ell = 24$ would be of particular interest, being byte-aligned).

\textsuperscript{13}See also an NTT-related discussion on the NIST PQC mailing list: https://groups.google.com/a/list.nist.gov/forum/#topic/pqc-forum/r9R70JT6x_c.
5.7 Conclusions

In a more general direction it appears interesting to investigate whether a performance advantage can be obtained with schemes specifically designed with the constraints of the big integer multiplier in mind, such as ThreeBears [Ham17] or Mersenne-75683917 [AJPS17]. However, we note that these schemes use integer sizes too large for direct handling with our coprocessor. In contrast, MLWE-based schemes immediately allow for a piece-wise approach. Thus, another interesting target for implementation could be an MLWE-based scheme that is parametrised with a power-of-two modulus \( q \), e.g. SABER [DKRV17], which permits to efficiently implement the strategy from (5.1). For example, a viable choice could be a prime-cyclotomic ring for \( n = 167 - 1 = 2 \cdot 83 \) with \( q = 2^{13} \) such that each ring element fits directly into a coprocessor register. Another approach would be a Kyber instantiation with a smaller prime modulus \( q \), as we do not have to choose \( q \) in a way that a fast NTT exists. Moreover, our results naturally transfer over to the Dilithium signature scheme [LDK+17] and an implementation on the SLE 78 is a natural next step. However, parameters have to be adapted for Dilithium, as it uses a larger modulus \( q = 8380417 \). Another interesting question is whether it is possible to efficiently use RSA/ECC coprocessors to implement the NTT by treating the big integer multiplier as a vector processor using smart packing of coefficients or a variant of Kronecker substitution.

5.7.1 Developments since publication

Since publication of this chapter [AHH+18], three papers extending this line of research appeared. In [WGY20], the authors investigate implementations of Saber [DKRV17] on a ESP32\(^{14}\) IoT microcontroller, using KS1/2 together with Karatsuba and Toom-Cook [Too63, CA69] multiplication and different “ring splitting” strategies. In [BRv20] the authors introduce “Kronecker+”, a generalisation of the work of Harvey [Har09], and propose a rough analysis of the cost of evaluating Saber using their techniques. Finally, two other alternative techniques to KS1/2 were introduced in [GMR20], where the authors describe them and use them to implement some instances of Kyber, Saber

\(^{14}\)https://www.espressif.com/en/products/socs/esp32
and LAC [LLZ+18] on an unspecified\textsuperscript{15} platform with a $\approx 2048$ bit RSA coprocessor.

Furthermore, the second round specification of Kyber [SAB+19] and the third round specification of Saber [DKR+20] added “90s” variants that replace newer symmetric primitives with less hardware support such as SHA3 with older primitives from the AES and SHA2 families, as we suggested in our conclusions [AHH+18].

\textsuperscript{15}The authors write that this is due to intellectual property reasons.
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