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Guest Editorial
Special Issue on Deep Representation and Transfer

Learning for Smart and Connected Health

DEEP neural networks (NNs) have proven to be efficient
learning systems for supervised and unsupervised tasks.

However, learning complex data representations using deep
NNs can be difficult due to problems such as lack of data,
exploding or vanishing gradients, high computational cost, or
incorrect parameter initialisation, among others. Deep repre-
sentation and transfer learning (RTL) can facilitate the learning
of data representations by taking advantage of transferable
features learned by a NN model in a source domain, and
adapting the model to a new domain.

Emerging and challenging domains such as smart and
connected health (SCH), in which a lack of labelled data is
a common problem, can greatly benefit from new theoretical
advancements in RTL methods. For instance, RTL methods
can overcome this limitation by training a model to learn
universal data representations on larger corpora. Nonetheless,
the use of RTL in developing SCH applications requires an
overcoming of problems such as dataset bias, neural network
co-adaptation, and rejection of unrelated information. Other
challenges arise due to the inherent trade-off between retaining
too much information from the input and learning universal
features. Similarly, determining how to best learn a set of data
representations that are ideal for a given task remains a chal-
lenge. Therefore, new theoretical mechanisms and algorithms
are required to improve the performance and learning process
of deep neural networks by employing RTL methods.

This special issue provides a collection of state-of-the-art
research works focused on theoretical aspects of RTL applied
to the domain of SCH. After a rigorous review of 48 high-
quality articles that were submitted, 10 articles were selected
for inclusion in this special issue. A brief summary of these
articles is provided herein.

One of the main challenges in RTL is exploiting common-
alities between tasks. In Task Similarity Estimation Through
Adversarial Multitask Neural Network, Zhou et al. provide
a theoretical perspective of the advantages of using informa-
tion similarity for multitask learning. The authors continue
by introducing a novel training algorithm to learn the task
relation coefficients and automatically learn model parameters
in adversarial multitask neural networks.

Gu et al. also look at exploiting data commonalities in RTL.
In their article Deep Graph-based Multimodal Feature Embed-
ding for Endomicroscopy Image Retrieval, the authors propose
a deep graph-based multimodal feature embedding framework
for medical image retrieval, with application to breast tissue
classification. In this graph-based model, the authors create
similar and dissimilar pairs for probe-based confocal laser
endomicroscopy (pCLE) and reference histology images. A

Siamese NN is used to reconstruct the similarity between
pCLE and the reference images to discover the latent feature
space.

Yu et al. look at a multitask approach to deal with two
modalities: magnetic resonance imaging (MRI) and comput-
erized tomography (CT) scans. In their article entitled Multi-
Task Learning for Estimating Multi-Type Cardiac Indices in
MRI and CT Based on Adversarial Reverse Mapping, the
authors propose training a model to map multitype cardiac
indices in MRI and CT to cardiac images. Their approach
uses adversarial training to learn task dependencies through
multitask learning networks. The model parameters learned
using MRI images are transferred to a second model and fine-
tuned for CT images, demonstrating excellent performance.

In scenarios where a lack of data is a common problem,
data augmentation techniques are often employed to provide
NNs with more data. This approach is known to help NNs
provide a better generalisation performance. Yet, the effect of
data augmentation is often overlooked by the community. In
Deep Learning for Multi-Grade Brain Tumor Classification
in Smart Healthcare Systems: A Prospective Survey, Muham-
mad et al. study the effect of data augmentation in transfer
learning applied to brain tumor classification. The authors also
provide an extensive review of contemporary state-of-the-art
approaches to brain tumor classification, including available
benchmark data sets.

In Transformation Consistent Self-ensembling Model for
Semi-supervised Medical Image Segmentation, Li et al. also
look at addressing scenarios where a lack of data is common.
The authors propose using labelled and unlabelled data to
learn data representations. In this semi-supervised proposed
approach, a NN is optimized by a weighted combination of a
classification loss for the labelled inputs and a regularisation
loss for both the labelled and unlabelled data. The authors
employ a student-teacher approach, in which the weights for
the teacher model are a running average of the weights for
the student model. The authors also employ a set of data
augmentations to improve the model’s robustness to rotation
and scale invariance.

It is well established in the literature that an effective use
of parameters learned by a given model in a different domain
is a challenging task, particularly when the joint distribution
of the input features and output labels is different in the
target domain. In SCH, data is often very subject-dependent,
causing drastic changes in the data distribution within the same
domain. In Deep Representation-based Domain Adaptation for
Non-stationary EEG Classification, Zhao et al. address this
issue by treating multiple subjects as the source domain, and
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a single subject as the target domain. The authors apply this
technique to electroencephalography classification, where data
varies from subject to subject, causing a poor NN generalisa-
tion performance.

Biometric traits are another example in which data is
very subject-dependent. Subject-specific differences present a
challenge for RTL given that the changes in data distributions
from one subject to another can lead to a poor model gen-
eralization performance due to overfitting. In Cross-Subject
and Cross-Modal Transfer for Generalized Abnormal Gait
Pattern Recognition, Gu et al. propose a cascade of deep
architectures that can encode cross-modal and cross-subject
transfer for abnormal gait recognition. The success of the
approach proposed by the authors relies on a multi-encoder
autoencoder architecture to disentagle subject-specific features
from abnormal pattern-specific gait features.

Another challenge in SCH applications are the changes in
data distributions from one geographical location to another.
An example for this is the prediction of gastrointestinal infec-
tion morbidity, which is heavily impacted by environmental
pollution. In Tridirectional Transfer Learning for Predicting
Gastric Cancer Morbidity, Song et al. propose using mapping-
based transfer learning to predict morbidity of diseases in
various regions. To accomplish this, the authors use SCH data
from a source region to try and predict morbidity of a similar
or different disease in a different target region. The authors
propose a unified univariate regression and multivariate Gaus-
sian model to establish relationships between two different
diseases together with high-level pollutant features in the
source region. The authors report promising results, which can
help in improving medical preparedness and responsiveness.

Given the delicate nature of SCH applications, it is com-
monly desired to be able to process patient data in an effective
manner and with minimal loss of information. This require-
ment, coupled with high computational cost, often makes it
difficult to use portable equipment to process real-time data,
resulting in delayed diagnoses. In Handheld Ultrasound Video
High-Quality Reconstruction Using a Low-rank Representa-
tion Multipathway Generative Adversarial Network, Zhou et
al. provide a great example of how RTL can help address
some of these limitations by introducing a novel approach
to enhance the video quality of handheld ultrasound devices.
They propose a low-rank representation multi-pathway gener-
ative adversarial network to generate high-quality ultrasound
video. The success of the approach is partly attributed to a
new loss designed to acquire ultrasound-specific perceptual
features, resulting in fine reconstruction of global and local
details.

Understanding model performance in relation to the training
data is an important task in representation learning. Yet, it
is often overlooked in the literature. In Neural Encoding
and Decoding with Distributed Sentence Representations, Sun
et al. look at understanding the representations learned by
deep distributed semantic models (DSMs) and their impact
on model accuracy. The authors employ functional magnetic
resonance images from humans reading sentences to evaluate
the ability of DSMs to model brain activities. Sun et al.
continue by investigation how the representations learned by

DSMs can help explain the language processing of the human
brain. Through a series of ablations studies, the authors show
what features contribute the most to predicting and deciphering
cortical activities in the brain.

The articles in this special issue demonstrate the challeng-
ing nature of smart and connected health applications. They
also highlight two main challenges for deep neural network
representation learning within the domain of SCH: lack of
labelled healthcare data and poor cross-subject generalization.
The works presented in this special issue propose deep rep-
resentation and transfer learning state-of-the-art solutions to
such problems. Nonetheless, SCH is a newly emerging area
of interest and many challenges lie ahead. This special issue
aims to promote and encourage the development of theoretical
methods in deep RTL in an attempt to help advance emerging
and challenging areas such as SCH.

The guest editors would like to thank the authors for their
contributed high-quality works and the Editor in Chief for
his support throughout the process and realization of this
special issue. The editors also extend their gratitude to all
the reviewers who helped ensure the quality of the articles
included in this issue.
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