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A detailed study of the thermal behaviour of atomic mo-
tions in the organic ferroelectric croconic acid is presented
in the temperature range 5 K-300 K. Using high-resolution
inelastic neutron scattering and first-principles electronic-
structure calculations within the framework of density
functional theory and a quasiharmonic phonon description
of the material, we find that the frequencies of the well de-
fined doublet in inelastic neutron scattering spectra associ-
ated with out-of-plane motions of hydrogen-bonded protons
decrease monotonically with temperature indicating weak-
ening of these bonding motifs and enhancement of proton
motions. Theoretical mean-square displacements for these
proton motions are within 5% of experimental values. A
detailed analysis of this observable shows that it is unlikely
that there is a facile proton transfer along the direction of
ferroelectric polarization in the absence of an applied elec-
tric field. Calculations predict constrained thermal motion
of proton along crystallographic lattice direction c retain-
ing the hydrogen bond motif of the crystal at high temper-
ature. Using the Berry-phase method, we have also calcu-
lated the spontaneous polarization of temperature depen-
dent cell structures, and find that our computational model
provides a satisfactory description of the anomalous and so
far unexplained rise in bulk electric polarization with tem-
perature. Correlating the thermal motion induced lattice
strain with temperature dependent spontaneous polariza-
tions, we conclude that increasing thermal strain with tem-
peratures combined with constrained thermal motion along
the hydrogen bond motif are responsible of this increase in
ferroelectricity at high temperature.

1 Introduction

Ferroelectricity in organic solids is a subject of increasing in-
terest given its potential for applications across a number of
situations of technological relevance.1–10 In particular, the ob-
servation of above-room-temperature ferroelectricity 1,9 in the
single-component molecular crystal croconic acid (hereafter
CA), molecular formula C5O5H2, has prompted a significant
rethink of how carbon-based materials can develop and sustain
a macroscopic electric polarization in the solid state.

The crystal structure of solid CA including the average po-
sition of all hydrogen (H) atoms has been determined previ-
ously using neutron diffraction (ND).5–7 Figure 1 shows the
crystal structure along two crystallographic directions, where it
is to be noted that pentagonal units associated with distinct CA
monomers are arranged into planar sheets having a width of
about two molecular units on the a−b plane. These hydrogen-
bonded (HB) sheets extend indefinitely along the crystallo-
graphic c-axis, whereas the a− b plane exhibits a character-
istic accordion-like pattern. Topologically speaking, we can
therefore distinguish between two types of HB environments
depending on whether the corresponding H atoms reside on the
hinges of the pleats or on the terraces between hinges, here-
after denoted as H(H) and H(T), respectively. From a molecular
viewpoint, two OH groups are located on two adjacent carbon
atoms on the same side of a given pentagonal carbon ring, and
the two carbonyl oxygens on the opposite side are hydrogen-
bonded to two different neighbouring CA molecules. The car-
bonyl oxygen at the apex of the pentagon between oxygen pairs
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Fig. 1 Unit cell of CA along the b (left) and c (right) crystallographic
axes. For further details, see the text.

of HB donors and acceptors is too far away from neighbouring
protons to participate in HB.

Crystalline CA has also been studied using 13C and 17O
nuclear magnetic resonance (NMR).11 An OH distance of
0.99±0.01 Å obtained from this work is consistent with ND re-
sults, evincing a very subtle difference in bond lengths (below
1%) for the two crystallographically distinct OH bonds present
in CA.5,6 This difference in OH distances are also consistent
with results obtained from accurate X-ray charge density anal-
ysis.12 Spectroscopic signatures of HBs have also been inves-
tigated using X-ray photoelectron spectroscopy (XPS)13 and
a combination of high-resolution inelastic neutron scattering
(INS) experiments at liquid-helium temperatures and density
functional theory (DFT) calculations.5–7 In the latter case, HBs
associated with H(H) and H(T) give rise to distinct and well-
resolved spectral features around 900 cm−1. These features are
associated with proton motions transverse to the HB. From cal-
culated Born-effective-charge tensors, the net electric polariza-
tion within the unit cell appears to be dominated by the pres-
ence of collinear HBs along the hinges. More specifically, these
HB protons display anomalously high Born effective charges
of around 3|e|,6,14 responsible for a strong ‘push-pull’ effect
caused by electron-releasing and withdrawing groups along
these HBs.3 Formation of local domain has been predicted re-
cently by analysing the observations of photoinduced polarisa-
tion switching.8

From a computational viewpoint, first-principles simula-
tions of solid CA have also been reported using various
DFT approaches,1,3–9,14 including the use of state-of-the-art
dispersion-corrected van-der-Waals functionals.5,6,14,15 From
these calculations, it has been found that dispersive interac-
tions are an essential ingredient so as to attain a satisfactory
description of the structure of CA in the solid state.5,6 Fur-
thermore, calculated energy barriers for direct proton transfer
across CA monomers amount to 64− 75 meV per molecular

unit,14,15 yet specific reaction pathways for single and collec-
tive proton transfer have not been investigated to date.

Even at the most qualitative level, CA displays a very pe-
culiar phenomenology relative to other organic and inorganic
ferroelectric materials such as vinylidene fluoride (VDF) and
potassium dihydrogen phosphate (KDP).10 In the case of VDF,
for example, high coercive fields of ca 1200 kVcm−1 are re-
quired given the rather large size of the molecular units asso-
ciated with permanent electric dipole moments in the lattice.
In KDP, ferroelectriciy is believed to arise from collective pro-
ton transfer, a phenomenon facilitated by its extended three-
dimensional crystal structure.10 CA constitutes a very different
case, as attested by much-lower coercive fields relative to other
molecular ferroelectrics (14 kVcm−1), as well as by a charac-
teristic (accordion-like) pseudo-layered structure where neither
molecular reorientations nor collective proton motions in three
dimensions are expected to play a role. In spite of its rather
small molecular size, CA also exhibits a surprisingly high spon-
taneous polarization (∼30 µC cm−2) increases monotonically
with temperature up to at least 400 K. 1,9 Furthermore, calori-
metric studies have not detected any phase transitions from
liquid-helium temperatures to the known decomposition tem-
perature of the material around 450 K. Microscopic knowledge
of this temperature dependent ferroelectricity is important due
to its potential applications as organic pyroelectric material in
carbon based electronics.16 In a previous study,7 ND and DFT-
based molecular dynamics (MD) simulations were used to ex-
plore the structure and dynamics of CA as a function of tem-
perature, respectively. From the MD simulations, it was found
that medium-range order associated with O-H and O-O corre-
lations is affected by an increase in temperature, although the
characteristic long-range layered structure of solid CA remains
unaltered. Notwithstanding these initial efforts, a microscopic
understanding of the origin and peculiar phenomenology that
characterizes the ferroelectric response of solid CA remains
elusive.

To fill this gap in our current understanding, in this paper
we have used a combination of high-resolution INS and first-
principles DFT calculations relying on a phonon picture of the
material within the quasiharmonic approximation (QHA). The
development of structural instability due to increase in temper-
ature is explored from this phonon pictures. Thermal behaviour
of proton motions are investigated using thermodynamic anal-
ysis and Debye model on the INS spectra as well as by a de-
tailed exploration of minimum-energy paths associated with
both single-particle and collective proton transfer. These re-
sults are complemented by calculations of the spontaneous po-
larisation using the Berry-phase method for comparison with
available experimental data. A correlation of thermal-motion
induced strain with the spontaneous polarisation is also pre-
sented.
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2 Methodology

Following the work of Braga et al.,17 CA single crystals were
obtained from commercially available powders (Sigma Aldrich
No. 391700, 98% purity) dissolved in an aqueous solution and
kept at all times in an inert helium atmosphere. Successive
crystallization runs were carried by slow evaporation over a pe-
riod of several weeks to obtain well-defined millimeter-sized
platelets.

INS spectra as a function of temperature were measured on
the IN1-Lagrange neutron spectrometer at the Institut Laue-
Langevin (France).18 To this end, a single crystal of mass
100 mg was ground to a fine powder, and kept in an inert he-
lium atmosphere at all times and away from direct exposure
to ambient light so as to prevent unwanted oxidation and de-
composition. On IN1-Lagrange, an incident-energy range of
216-3500 cm−1 was achieved by means of a doubly focused
Cu(220) monochromator reflection, resulting in a relative spec-
tral resolution of ∆E/E ∼ 2-3%, where E denotes energy trans-
fer. In this configuration, the accessible E range was 180-3465
cm−1 with a fixed final energy of 36 cm−1. INS data were col-
lected in 50 K intervals over the temperature range 5-300 K.

Electronic-structure calculations were performed with the
DFT code CASTEP.19 For all calculations, optimized norm-
conserving pseudopotentials20 generated with the Perdew-
Burke-Ernzerhof (PBE)21 functional within the generalized-
gradient approximation (GGA) have been used. Dispersion
corrections to the PBE functional (PBE+D) were included fol-
lowing the methodology of Tkatchenko and Scheffler (TS).22 It
has been found that using the functionals for dispersion correc-
tions proposed by Grimme23 does not change values of calcu-
lated phonon frequencies. A plane-wave cutoff of 800 eV and
a Brillouin-zone (BZ) sampling of 6x6x3 k-points (18 points
when symmetry-reduced) were found to be sufficient to con-
verge energy and atomic forces below 9.6x10−3 eV/ion and
1.0x10−3 eV/Å, respectively. Self-consistent single-point en-
ergy minimizations used a tolerance of 2.5x10−9 eV. Geome-
try optimizations were performed on local coordinates on ex-
perimentally obtained unit cell structures with a force toler-
ance of 1.0x10−3eV/Å using the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) algorithm.

In the subsequent phonon calculations, normal mode fre-
quencies and eigenvectors of the resulting minimum-energy
structures were calculated via diagonalisation of dynamical ma-
trices computed using density-functional perturbation theory
(DFPT) and linear-response methods.24 Using DFPT, phonon
dispersion calculations were performed on a total of 8-q points
followed by interpolation to obtain a total of 209 q-points
within the first BZ. Within the QHA approximation, thermal
effects on phonon structure were obtained via the use of ex-
perimentally determined unit-cell parameters at a given tem-
perature. INS spectra were obtained from calculated eigenvec-

tors and eigenenergies using the newly implemented abINS al-
gorithm in Mantid.25,26 Calculated INS spectra included fun-
damentals as well as overtone and combination bands up to
fourth order. Mean-square displacements (MSDs) were calcu-
lated from the anisotropic displacement parameters (ADPs) ob-
tained from thermodynamic analysis using phonon frequencies
and wavevectors as implemented in CASTEP.

In line with a previous study of proton transfer in crystalline
squaric acid27, three functionals (PBE21, optPBE-vdW28, and
vdW-DF229) were used for nudged-elastic-band (NEB) calcu-
lations,30 for direct comparison of optimized structures against
experimental lattice parameters. The best agreement was found
via the use of vdW-DF2 and, therefore, this functional was used
for minimum-energy-path (MEP) calculations. Unit-cell polar-
izations were calculated using the Berry-phase method,31 as
recently implemented in CASTEP.

3 Results and Discussion

3.1 Thermal behaviour of proton motions

Figure 2 shows INS spectra of solid CA over the temperature
range 5− 300 K. Qualitatively speaking, the two most promi-
nent peaks located at 850-900 cm−1 undergo a relatively mild
red-shift with increasing temperature. This effect is accompa-
nied by an overall decrease in spectral intensity across the entire
energy-transfer range, although we note that most well-defined
features are still noticeable up to room temperature. From these
data, we find no evidence for the presence of phase transitions
over this temperature range, in agreement with previous ND
experiments.7 On the basis of previous works,5–7 the strong
doublet near 850-900 cm−1 is assigned to out-of-plane H-O–H
bending motions associated with the two distinct HB protons in
crystalline CA. The observed splitting of 64 cm−1 at 5 K also
tells us that the potential seen by H(T) is sensibly flatter than
that seen by H(H) atoms.

Figure 3 reports the evolution of the peak position of these
two spectral features as a function of temperature, including a
comparison with QHA predictions. The observed decrease in
mode frequency is monotonic and, therefore, consistent with
the absence of phase transitions over this temperature range.
In terms of relative changes, INS mode frequencies decrease
in a similar fashion up to 200 K. Above this temperature, the
mode associated with H(H) appears to exhibit relatively more
decrease than the mode associated with H(T) indicating that
the mode corresponds to the terrace type hydrogen bond may
be responsible to hold the solid state structure of CA at high
temperature.

The calculate change in H-O–H bending frequencies with
temperatures shown in Fig. 3 along the experimental results
predict the same qualitative trends, although, the calculated rel-
ative decrease in mode frequencies is far less pronounced than
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Fig. 2 INS spectra as a function of sample temperature. For further
details, see the text.
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Fig. 3 Temperature evolution of the mode energies associated with
out-of-plane H-O–H bending motions in CA: (a) net change in mode
energies obtained from the INS data; (b) percent change relative to
the lowest temperature investigated in this work – both INS data and
QHA predictions.
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observed experimentally and we can trace back these quantita-
tive differences to the prediction of stiffer HBs in the PBE+D
calculations, where it has been shown that HB and OH bond
lengths are 8% shorter and 3% longer, respectively, than those
observed with ND.7 The thermal expansion co-efficient of CA
is ∼ 10−5/K obtained from ND experiments suggests that an-
harmonic contributions to vibrations are not negligible. Going
beyond the QHA , however, would require recourse to other
methodologies like MD, beyond the scope of the present work.

More quantitative estimates associated with the onset of
atomic motions with temperature can be obtained from the INS
data. To this end, we recall that one of the primary merits of
neutron spectroscopy is that the intensity of a particular INS
mode is directly related to the dynamic structure factor S(Q,E).
For a crystal containing N atoms in the unit cell, the following
relation describes the contribution of the single-quantum exci-
tation of normal mode m with energy Em to the overall S(Q,E)
at temperature T 32–34,

Sm(Q,E) =
N

∑
i

h̄2|Q · ei,m|2

2MiEm
exp{−2Wi(Q,T )}δ(E−Em) (1)

where, ei,m is the eigenvector of atom i in mode m, Mi is
the mass of atom i, Q is the momentum-transfer vector, and
W (Q,T ) is the Debye-Waller factor at temperature T . For an
orientationally averaged crystal, the (temperature-dependent)
Debye-Waller factor is related to the mean-square displacement
(MSD) u2 via the relation 2W = 1

3 Q2 < u2 >.35 For an inverted-
geometry INS spectrometer like IN1-Lagrange, Q2 and E are
proportional to each other. Since Q and Um are vector quan-
tities, a powder averaging has been applied in this calculation
following standard methodology. 32

Our earlier work has established that the doublet associated
with out-of-plane H-O–H bending motions in CA is dominated
by proton motions.6 Taking this information into account, INS
intensities for that given normal mode at two different temper-
atures T1 and T2 obey the following relation,

Sm(T1)

Sm(T2)
=

E2

E1

e−2W (T1)

e−2W (T2)
(2)

where Ei and Sm(Ti) are the energy and INS intensity, respec-
tively, of the normal mode at temperature Ti and the small (%)
changes to the second order of the dot product of orientation-
ally averaged momentum transfer Q and eigenvectors associ-
ated with mode energy em as a function of temperature has been
neglected.

Applying the criteria of inverted geometry instrument on
Debye-Waller factor, from Eq.2 we get:

E2 < u2
2 > − E1 < u2

1 >=
3 h̄
2 m

ln
[E1S(T1)

E2S(T2)

]
(3)
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Fig. 4 Temperature dependence of change in MSDs for H(H) and
H(T) ions with respect to at T=5 K. Solid lines with symbols are
obtained from INS data and dashed lines from DFT calculations. For
further details, see the text.

where u2
i , Ei and S(Ti) are the MSD, energy transfer and INS

intensity, respectively, of the mode at temperature Ti. If we
neglect the temperature dependence of the normal mode energy
with respect to its energy value, the Eq. 3 reduces to :

< u2
2 > − < u2

1 >=
3 h̄

2 mE1
ln
[S(T1)

S(T2)

]
(4)

where E1 is the energy of the normal mode at base temperature.
Figure 4 reports temperature dependent differences in MSDs

obtained from the INS data of the doublet and the same for hy-
drogens from DFPT calculations with respect to those at 5 K.
In the latter case, MSDs have been obtained from the diago-
nal elements of ADP tensors calculated within the QHA. Both
datasets agree with each other within 5%, a strong indication
that the softening of these two modes is dominated from respec-
tive hydrogen motions. Moreover, since difference of MSDs
are plotted, the displacements associated with zero point vibra-
tions are eliminated to a certain extent.36 The calculated MSD
using DFPT corresponding to zero-point motion of H(H) and
H(T) are 1.648× 10−2 Å and 1.657× 10−2 Å, respectively,
suggesting its effect is negligible at room temperature. It is
found that MSDs of both H(H) and H(T) increase with tem-
perature in an identical manner, however, characteristic MSDs
at room temperature is ∼ 0.05 Å2, indicating that both types
of protons undergo a similar degree of thermal excitations, still
well below characteristic jump-distances associated with pro-
ton transfer ∼1.5 Å between two molecules. These MSDs are
consistent with those required for the deformation of the crys-
tal leading to transition from a non-centrosymmetric (ferroelec-
tric) to centrosymmetric (paraelectric) structure,14 as typically
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observed in inorganic ferroelectics such as BaTiO3.38
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Fig. 5 QHA phonon dispersion curves across the Brillouin zone for
CA at 10 K (a) and 300 K (b). Potential soft modes are labeled as A
and B. For further details, see the text.

A more detailed look of calculated MSDs reveals that both
H(H) and H(T) show a consistent directionality of displace-
ments at all temperatures. MSDs along the crystallographic
a-axis are dominant, with values being 2% and 1.5% larger
than those along the c and b directions, respectively. These
results evince that in absence of any external field intermolec-
ular proton transfer involving H(H) is less likely because these
bonding motifs run preferentially along the c-axis and the net
polarization per unit cell is preferentially aligned along this di-
rection. Similar considerations apply to HBs associated with
H(T), running at ca 45 ◦ relative to both a and b directions.
These results, therefore, strongly suggest that the relation be-
tween MSDs and spontaneous ferroelectric response in CA is
far from being trivial and does not seem to involve the possi-

bility of proton transfer along HBs without application of any
external electric field.

Phonon dispersion often contains important information
about inter-atomic forces and effect of motion of atoms on sta-
bilization of lattice structures. We have calculated full phonon
dispersion of CA for four different temperatures, 10 K, 100 K,
200 K and 300 K within the QHA. The phonon dispersion in
the low vibrational frequency region for structures at 10 K and
300 K are shown in Fig. 5. From Fig. 5 it is found that soft
phonon modes exist near the Γ point in the dispersion plot in the
Γ− S branch. These soft phonons are absent in cell optimised
lattice structures. Two modes are identified as responsible for
soft modes. These two modes are indicated by A and B on the
Fig. 5. Mode A corresponds to the rocking motion of molec-
ular units in sheets, where two adjacent molecular units on the
same sheet connected by H(T) rocks in the same direction, but
molecular units connected through H(H) rocks in opposite di-
rections forming a sheering motion between sheets. The mode
B corresponds to rocking motion of all two adjacent molecular
units in opposite directions. Instability of the mode B in both
low (10 K) and high (300 K) temperatures indicates that the
experimentally obtained unit cell has structural instability gov-
erned by the motion of adjacent molecular units is possible even
at low temperatures. This result also predicts that that rocking
motions on adjacent sheets may be responsible for the distor-
tion of the lattice structure during transition from paraelectric
to ferroelectric phase, change in phase at the high temperature
or melting of solid CA.

3.2 Proton-transfer pathways

As proton transfer is considered as a mechanism of ferroelec-
tricity in presence of applied field in organic crystals, to un-
derstand the mechanisms in the CA crystal the minimum en-
ergy paths (MEPs) for proton transfer have been calculated, as
shown in Figs. 6-7, using NEB calculations30. Fig. 6 shows
the MEPs from the three different functionals PBE, optPBE-
vdW and vdW-DF2. There is clearly a very large difference
between the functionals, with PBE predicting the smallest bar-
rier and shortest reaction coordinate (cumulative displacement
of atoms along the MEP), while vdW-DF2 predicts the highest
barrier and longest reaction coordinate. This agrees with previ-
ous DFT studies of squaric acid27, where, furthermore, vdW-
DF2 was found to agree best with explicitly correlated MP2
and RPA calculations in terms of the barrier height for proton
transfer.

The collective proton transfer event shown in Fig. 6, which
corresponds to a polarity reversal of the unit cell, is composed
of two steps. First, all four H(T)-atoms jump across the H-bond
(first barrier for vdW-DF2), followed by all four H(H)-atoms
(second barrier for vdW-DF2). However, this is not the only
possible mechanism, as shown in Fig. 7. In this figure only
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Fig. 6 Minimum-energy path for complete unit cell proton transfer
(polarization reversal) in CA, showing a comparison of PBE,
optPBE-vdW and vdW-DF2 functionals, obtained by the nudged
elastic band (NEB) method30. In this collective proton transfer
mechanism, first the 4 H(T)-atoms transfer, followed by the 4
H(H)-atoms.

vdW-DF2 results are shown, both for the two-step mechanism
shown in fig. 6 and for a different mechanism which leads to a
symmetric double barrier with lower barrier height but longer
reaction path than the first mechanism. This second mecha-
nism is composed of four steps. First two H(T)-atoms in neigh-
boring planes jump across the H-bond, then two H(H)-atoms
jump (asynchronously, in the upper plane), then the second two
hinge H-atoms jump (asynchronously in the lower plane), and
finally the final two H(T)-atoms jump. Both mechanisms can
be expected to play a role in polarity reversals in croconic acid,
which can be realized by applying strong electric fields to the
crystal. The barrier heights of all other combinations of path-
ways are found considerable higher in energies than pathways
discussed here. The amount of required displacements for pro-
tons to do these collective jumps found in MEP calculations
are, however, larger than MSD calculated from INS spectra and
from values of ADP as shown in Fig. 4, therefore not possible
without an electric field.

3.3 Polarization and ferroelectricity

Using our DFT results, we can investigate further the micro-
scopic origin of ferroelectricity in CA. To this end, Fig. 8 shows
a comparison between our predictions for the DC-permittivity
along the three crystallographic directions and available exper-
imental data as a function of temperature1. The agreement
between these two datasets is satisfactory in terms of general
trends, including an overall insensitivity to temperature. The
DC-permittivity along the c-axis dominates the response, fol-
lowed by very similar contributions along the b and a direc-

Fig. 7 Minimum energy path for complete unit cell proton transfer in
CA, showing two alternative pathways found by NEB calculations
and the vdW-DF2 functional. Pathway 1 is the same as shown in
Fig. 6, while Pathway 2 is composed of 4 steps: a) transfer of two
H(T)-atoms in neighboring planes; b) somewhat asynchronous
transfer of two H(H)-atoms; c) somewhat asynchronous transfer of
the remaining two H(H)-atoms; d) transfer of the final two
H(T)-atoms.
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directions. Experimental data have been taken from Ref. 1.
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tions. This trend is reproduced by the DFT calculations, in-
cluding the relative decrease by ca a factor of two when con-
sidering absolute values along the c-axis relative to a or b. At
a more quantitative level, we note that the DFT calculations
consistently underestimate the value of these directional per-
mittivities by 10-20 % relative to experiment. This discrepancy
may be due the breakdown of the QHA used in calculations.

Very similar trends as a function of temperature are also
found for calculated Born effective charges, a quantity that has
been correlated to ferroelectric response in CA5,6 and other
materials.37–41. These results show that the low frequency
phonons, which contribute maximum in the value of Born ef-
fective charges, don’t change their values with the temperature
dependent lattice structures.

Using the Berry-phase method, our DFT calculations can
also be used to obtain quantitative predictions of the net sponta-
neous bulk polarization Ps for comparison with previous stud-
ies. Using this formalism, Ps can be decomposed into two sep-
arate contributions, that is,

Ps = Pel +Pion (5)

where Pel and Pion correspond to electronic and ionic contribu-
tions, respectively.31,38 These data are shown in Fig. 10.

It is found that the calculated value of polarisation for the
cell-relaxed ground state structure is 21.75 µC/cm2, which is
a very good comparison with experimental value 20 µC/cm2 1

and calculated values reported previously at low temperatures.3

Calculated values on experimental cell structures are, how-
ever, 17% higher being consistent with the recently reported
experimental and calculated values, c.a. 28− 31 µC/cm2, at
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Fig. 10 Temperature dependence of the partial polarisations along
the crystallographic c-axis, calculated using the Berry-phase method.

room temperature.9 Since there is no temperature dependent
data in the recent report, those calculated values are shifted by
4.9 µC/cm2 to compare with previously reported temperature
dependent experimental values 1 in Fig. 9. In this plot the
component of the polarisation tensor along the c direction of the
crystalline lattice is shown, since all other components are neg-
ligibly small. The polarisation of the centrosymmetric phase
has come out zero for all temperatures. The values of polarisa-
tions obtained experimentally are plotted on the same plot by
scattered Astrix. Although calculated temperature dependent
polarisations doesn’t agree quantatively with experiments, the
trend of change in ferroelectricity with temperature, as shown
in Fig. 9, is in qualitative agreement with experiments.1

The increase in computational polarisation values calculated
on experimental lattice parameters may be due to the fact that
there is about 3% expansion of the volume of the unit cell with
respect to that of experiments during optimisation of cell pa-
rameters which reduces total energies by 12.5 meV per formula
unit. Further ∼ 8% difference in HB distances in between the
local-coordinate optimised structures and in the experimental
structures across temperature range 10 K-300 K has been re-
ported previously. 7 These differences in structural parameters
may introduce an effective strain which is consistent with the
finding (Fig. 5) of soft phonons near Γ point suggesting struc-
tural instability. This effective strain may also responsible for
increase in ferroelectricity,38 It is also reported that experimen-
tal polarisation values are not unique and depend on experimen-
tal conditions.9 More on the relationship between the lattice
strain with ferroelectricity is discussed below.

As shown in Fig. 10, the electronic, components of the
Berry-phase polarisations are about 4 times higher than that of
the ionic components. This indicates the electronic or quantum
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3 RESULTS AND DISCUSSION 3.3 Polarization and ferroelectricity

mechanical nature of the ferroelectricity. The trend of change
of electronic and ionic components of polarisation with tem-
perature is just opposite, therefore, compensating each other’s
trend to a certain extent. However, the overall trend is domi-
nated by the electronic component. Since the values of elec-
tronic and ionic components are results of short range and long
range interactions, respectively, the temperature dependent po-
larisation is a fine balance between these two. The indeter-
minacy component, i.e., the polarisation-quantum, is almost
double of that of the electronic component, however, that term
doesn’t play any role in the value of polarization in this case.

The spontaneous polarization, Ps, is related with the Born
effective charge by,

Ps =
|e|
V

N

∑
i=1

Z∗i · di (6)

where, Z∗i and di, are the Born effective charge and the dis-
placement of ith atom, respectively; N is the number of atom
per unit cell and V is the volume of the unit cell. 39 As men-
tioned above, since Born effective charge on H(H), the atom
responsible for ferroelectricity, 6 is independent of tempera-
ture, the increase in ferroelectricity with temperature suggests
the increase in displacements of that H(H) along the polarisa-
tion axis, c. As the volume of the unit-cell is inversely corre-
lated with polarisation, a significant increase in displacement
of H(H) is required to compensate the increase in volume due
to thermal expansion.

The correlation of polarisations with structural parameters,
such as displacement of proton, via change in O-H bond
lengths, becomes inconclusive, because although polarisation
is increasing with temperatures, O-H bond lengths decrease
with increasing temperatures. 7 On the other hand HB lengths
and lattice parameters increases with temperature.

Since position vectors are time averaged parameters, we cor-
relate polarisations with c-axis lattice vector in the analysis.
In Fig 11 experimental polarisations obtained from Ref. 1 and
Berry-phase calculated polarisations with a shift of 4.9 µC/cm2

are plotted against the experimentally obtained temperature
dependent lattice parameter c and in-plane strain. The in-
plane strain , ε has been calculated as (d|| − d0)/d0 , where
d|| =

√
a2 +b2 + c2 and a, b and c are temperature dependent

crystallographic lattice parameters reported previously 7; and
d0 is the the value of d|| at base temperature. A significant qual-
itative agreement have been found among these plots. Further
to the increase in polarisation with increasing in-plane strain, a
clear almost-linear relationship with these parameters are there.
The temperature dependent spontaneous polarisation, Ps(T ) , is
modeled with strain as Ps(T ) = P0(1+λε(T )), where P0, ε(T ),
and λ are the polarisation at base temperature, in-plane strain
at temperature T, and a parameter, respectively. As shown in
Fig. 11 it is found that experimentally obtained polarisation
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Fig. 11 The temperature dependent polarisations with (upper plot)
lattice parameter c and (lower plot) in-plane strain are correlated.
Calculated polarisations (solid line) shifted by 4.9 µC/cm2 are plotted
with experimental polarisations (symbols) and linear model (dashed
line). Experimental data have been taken from Ref. 1. For further
details, see the text.
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4 CONCLUSIONS

is almost linear with strain, when λ is 8.0. For the polarisa-
tion calculated by Berry phase method λ is 4.0. This almost-
linear correlation is significant and consistent to other findings
in solid-state ferroelectricity in perovskites, because a perfectly
linear correlation of ferroelectricity with strain is rare 38.

In a phenomenological dipole model, since the ferroelectric-
ity is found only along crystallographic c-axis, the increase in
HB length due to thermal expansion of lattice increases effec-
tive dipole moment between the H(H) and the respective oxy-
gen across the strong HB bond along that axis. MSD displace-
ments due to thermal fluctuations, on the other hand, is found
only perpendicular to the c-axis. The latter displacements ap-
ply additional component of strain on H(H) leading to increase
in polarisations further. The dissimilar expansion of a, b and c
lattice parameters, as reported earlier 7, causes structural distor-
tions and is the origin of in-plane strain. The signature of this
distortion and subsequent strain is also predicted through the
plot of phonon dispersion in Fig. 5. The constrained motion
of proton along the polarisation axis is significant, because this
helps to retain the strong HBs motif even at high temperature.
This constrained dynamics of protons along with the lattice dis-
tortion due to dissimilar thermal expansion of the lattice is pre-
dicted as the microscopic origin of increase in ferroelectricity
of CA with temperature. This knowledge may help in designing
room temperature ferroelectrics from organic layered materials
by applying suitable strain internally or externally.

4 Conclusions

Temperature dependent vibrational properties of solid CA have
been investigated to understand the influence of temperature on
structure and dynamics of hydrogen bonds and the ferroelec-
tricity of CA. Temperature dependent INS experiments along
with First principles lattice dynamics calculations within the
framework of DFT were presented to understand the structure-
dynamics-ferroelctricity correlations. Three important conclu-
sions are drawn from this investigations:

• INS experiments show that the frequencies and intensi-
ties of high-intensity INS doublet observed at an energy
transfer of ca. 900 cm−1 decreases with increase in tem-
perature. The decrease in frequencies of these two modes,
corresponding to the out of plane motion of two differ-
ent types of hydrogen bonds located at the hinge and the
terrace positions of the pleated structure are reproduced
qualitatively through DFT simulations within QHA. Tem-
perature dependent shift in frequencies predicts the weak-
ening of both HBs. The hinge type HBs soften relatively
faster above 200 K indicating that the mode correspond-
ing to the terrace type hydrogen bond may be responsible
to hold the solid state structure of CA at high tempera-
ture. The calculations within QHA, however, underesti-

mated this shift due to overestimation of HB strength and
the break down of QHA at high temperature. From the cal-
culations of phonon dispersion at 300 K, softening of the
two modes corresponding to shear motion of two sheets
against each other and to the rocking motion of molec-
ular units in sheets, are obtained. Softness of these two
modes indicates that long range shear or rocking motions
of molecular units may be responsible for temperature de-
pendent properties of CA .

• The temperature dependent MSDs of both hydrogens, cal-
culated from intensities of temperature dependent INS
spectrum, are compared within 5% of the calculated val-
ues from ADP tensors using DFT. These displacements
are, however, far too low from what is required to transfer
a proton to the neighbouring molecular unit in absence of
any electric field. From these values and directionality of
displacive motion of hydrogen atoms obtained from cal-
culated ADP, it is predicted that in absence of any external
field, proton transfer along polarisation axis, c, is unlikely.
The constrain motion along c-axis, however, helps to re-
tain strong HB motif of CA structures at high tempera-
tures. Possible pathways of the proton transfer between
molecular units of CA, which may occur due to applica-
tion of an external electric field, have also been explored
to find out the shortest pathways for proton transfer.

• The values of temperature dependent net spontaneous po-
larisation, calculated using Berry-phase approximation,
qualitatively agree with experiments. It is found that the
ferroelectricity is quantum mechanical in nature with 20%
contributions from long range ionic structures. The mi-
croscopic analysis of the polarisation reveals that the in-
homogeneous thermal expansion of lattice introduce extra
strain on the hydrogen bond structure of CA leading to
high ferroelectricity above room temperature. An almost-
linear relationship between in-plane strain and ferroelec-
tricity has been found.

It is predicted that these microscopic knowledge may help in
designing room temperature ferroelectrics from organic layered
materials.
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