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Abstract

There is wealth of evidence that the majority of the matter in the universe is composed of non-baryonic dark matter. One candidate for dark matter is weakly interacting massive particle (WIMP). There are many detectors searching for evidence of WIMP particle interaction. A common active medium is liquid argon. Argon, like all noble elements is a scintillator, meaning it produces light when exposed to radiation. Within these large, liquid argon detectors, one method of determining the significance of the event is by determining the event location. This involves a deep understanding of how the scintillation light optically propagates through the detector, including the Rayleigh scattering length. The Rayleigh scattering length of liquid argon was formerly contention, as experimental results did not agree with a theoretical calculation. We will discuss an update calculation of the wavelength dependent scattering in argon using historical measurements. These calculations were tested using an experimental test stand, designed and constructed at Royal Holloway. This will show that the scattering length of the scintillation light of liquid argon is 58 cm.
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Chapter 1

Dark Matter

*Science progresses best when observations force us to alter our preconceptions.*

- Dr. Vera Rubin

1.1 Introduction

Sir Isaac Newton is widely considered to be the father of classical physics. It has been 289 years since his death and still his formulations and concepts dominate physics classrooms throughout the world. In 1687, Newton published *PhilosophiæNaturalis Principia Mathematica* in which he described the force of gravity as the attraction between two masses [2]. This revolutionized our understanding of the Universe and cosmology. In 1702, Newton followed this with his publication *Opticks* in which he described the paths light takes through media and laid the foundation for the present field of optical physics [3]. In modern physics both these concepts are part of the search today for the mysterious dark matter particle whose presence in the Universe is indirectly detected by gravity. A particle which some search for with light-producing detectors.

The direct detection of a dark matter particle would solve one of the great mysteries in modern physics. At present there are several experiments racing to be the first to make
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this historic discovery. Some of these experiments rely on sensitive detector media that might be capable of capturing a dark matter interaction by observing a particle collision. One choice for a detector media is argon, a light-producing scintillator. The original research presented in this thesis focuses on an improved calculation and measurement of the optical parameters important for understanding how scintillation light travels through argon. This knowledge is relevant for modeling and reconstructing events in liquid argon detectors employed in the search of dark matter. This includes DEAP-3600 [4], DarkSide-50 [5], ArDM [6] and the future DarkSide-20k experiments [7]. This is also relevant for experiments being developed for the DUNE long baseline neutrino oscillation program [8].

Chapter 1 is a synopsis of the evidence for dark matter in the Universe and reviews the experimental search for dark matter with a focus on experiments that utilize liquid argon as a detector medium. Chapter 2 is a detailed description of the physics of liquid argon scintillation and the propagation of scintillated light through argon. Chapter 3 details previous optical measurements in liquid argon and provides updated calculations for the attenuation length based on these previous experiments. Chapter 4 is an overview of the scattering length experiment to measure the attenuation length of the scintillation light of liquid argon conducted at Royal Holloway. Chapter 5 is an overview of the conditions of the three argon runs. Chapter 6 describes the analysis process for analyzing the data obtained from the scattering experiment. The implications of the research presented in this thesis are discussed in chapter 7.
1.2 Historical Evidence of Dark Matter

1.2.1 Galaxy Cluster Velocities

The first published evidence of an unknown mass in our Universe came from Fritz Zwicky in the 1930’s \[9\] \[10\] where he proposed two different methods of measuring the mass of the Coma Cluster of galaxies, Figure 1.1. His goal was to determine the ratio of dark matter to luminous matter in a nebula. In this work, he was describing dark matter as cold stars, gasses, and solid bodies. Using Hubble’s \[11\] work on the luminosity curves of nebulae and photographs taken with an 18 inch Schmidt telescope, he determined the amount of luminous mass. Next, he observed the velocity dispersion of the galaxies in the Coma cluster using the rotational data obtained by \[12\] and applying the virial theorem which is an equation that yields the time average kinetic energy of a stable system consisting of particles bound by potential forces \[13\]. The virial theorem is expressed mathematically as

\[
\langle T \rangle = -\langle V_{tot} \rangle, \tag{1.1}
\]

which relates the average kinetic energy \(\langle T \rangle\), to its total gravitational potential energy \(\langle V_{tot} \rangle\). The model for this data is show in Figure 1.2. From this Zwicky observed that the velocity of galaxies was too large to be caused by luminous matter alone. According to his calculations, the mass-to-light ratio was around 400 solar masses per unit of solar luminosity. This finding was two orders of magnitude higher the the observation in the solar neighborhood. This indicates a large presence of dark matter.
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Figure 1.1: An NASA image of the coma cluster of galaxies [14].

Figure 1.2: Image of the Coma Cluster from Zwiki’s paper used to model the virial theorem. Each point represents a nebula [9].

1.2.2 Rotational Curves

After the observations and calculations made by Zwicky [9], there was a lull in dark matter research until Vera Rubin’s work starting in the 1970’s. In galaxies, luminous matter (stars) are clustered towards the center and become more sparse as one approaches the galactic edges [15] [16] [17]. Using Newtonian mechanics, the relation between rotational velocity and distance from the center of mass is

\[ v(r) = \sqrt{\frac{GM}{r}}, \quad \text{(1.2)} \]

where \( v \) is rotational velocity, \( G \) is Newton’s gravitational constant, \( M \) is the center of mass, and \( r \) is the distance from the center of mass. The majority of the baryonic matter in galaxy is clustered in the center and becomes sparse towards the galatical edges. One
would expect that the gravity dependent rotational curves would decrease as a function of distance from the center. Instead Rubin discovered the opposite. The rotational curves of galaxies remained constant and even extended beyond the region of visible matter, see figure 1.3. These studies re-ignited scientific interest in this unknown mass. Since this finding, thousands of galaxies have been studied, each with their own dark matter halo that extends beyond the region of visible matter [16] [17].

Figure 1.3: The mean velocities of 21 spiral galaxies in the plane of the galaxy as a function of distance from the center of the galaxy (nucleus). The $x$ axis is distance in kpc and the $y$ axis is velocity in km/s. Note that none of the galactic curves diminish at large radii. This runs contrary to what one would expect from observing the distribution of luminous matter of a galaxy [16].
1.2.3 Gravitational Lensing

Gravitational lensing describes the gravitation effects due to the distribution of matter between a distant, light-producing object and an observer. The matter between the observed and the observer is a great enough mass such that the light from the observed is distorted before reaching the observer. The distortion of the object is related to the strength of the gravitational potential. This was first theorized by Einstein in the year 1916 as a part of the theory of general relativity [18]. The first indirect observation of this effect was documented in 1919 [19], where the gravitational pull of the sun was observed to bend the light of stars passing by during eclipse, causing the stars to appear out of position. It was further shown in 1979, that gravitational lensing responsible for the quasar QSO 0957+561A/B appearing as two separate objects [20]. This came to be known as the Twin Quasar and is considered to be the first direct observation of the effects of gravitational lensing.
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Figure 1.4: The image on the left is an example of lensing of a quasar (the blue arcs) by the 0024+1654 cluster. The image on the right is a reconstruction of matter distribution of the same cluster. The spike are individual galaxies rising above a smooth dark matter halo [21].

As in the case of the Twin Quasar, some gravitational lenses are strong enough to produce clear arcs or multiple images. This can be described by

\[
\theta_E = \left( \frac{4GM}{c^2} \frac{D_{ds}}{D_s D_d} \right)
\]

(1.3)

where \(\theta_E\) is the Einstein angle, is M is the mass of the lens, \(D_d\) is the distance between the observer and the lens, \(D_s\) is the distance between the observer and the source, and \(D_{ds}\) is the distance between the lens and the observer. As shown in Figure 1.4, gravitational lensing is used to locate the distribution of dark matter through galaxies by observing geometric distortion.
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Bullet Cluster

One of the most exciting, recent pieces of evidence of dark matter came through the observation Bullet Cluster collision \[22\]. The X-ray band from the collision was observed using the Chandra X-ray Observatory \[23\]. The visible band was observed by the Hubble Space Telescope. The majority of the baryonic matter in a cluster of galaxy is composed of X-ray emitting gasses \[24\] \[25\]. Measuring X-ray emissions of the collision is an effective method for tracking the locations of baryonic matter throughout the collision. Gravitational lensing occurs as result of any type of massive matter, including dark matter. A false color image of this collision is shown in Figure 1.5. In Figure 1.5, there is a clear separation between the X-ray band (baryonic matter) and the gravitational lens (dark matter and other matter). One can see that the hot gas and baryonic matter (shown in blue) from the two clusters are interacting with each other and slowing down. The majority of the matter (shown in red) has passed straight through, without interaction. This is consistent with dark matter models.
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Figure 1.5: This is a false color image of the Bullet cluster collision. The baryonic matter and hot gas, as observed by the Chandra X-ray Observatory, are pictured in red the mass inferred through gravitational lensing by the Hubble Space Telescope in blue [26].

1.2.4 The Cosmic Microwave Background

A further piece evidence for dark matter comes from the earliest moments of Universe. After the Big Bang, the Universe was in a state that was too hot for hydrogen to form. Photons, frequently scattered by free charges, lost directional information from whence they originated. Approximately 378,000 years after the Big Bang, the Universe was cool enough for electrons and protons to bind. Photons created at this time had a mean free path essentially larger than the size of the Universe and have been propagating through space ever since, though slowed from universal expansion. These photons are the Cosmic Microwave Background (CMB) and take the form of a blackbody distribution with a temperature of approximately 2.73 K. Since they have not scattered since formation, their fluctuations provide information about the structure of the early Universe. See Figure 1.6.
for an image of the Wilkinson Microwave Anisotropy Probe (WMAP). The WMAP is the culmination of temperature measurements made across the visible universe of the CMB. The Lambda Cold Dark Matter (ΛCDM) model contains predictions for the angular distribution of these photon fluctuations that depend on the presence of early dark matter, dark energy, and baryonic matter concentrations. The temperature anisotropies of the CMB have been measured by COBE [27], WMAP [28], and the Planck satellites [29]. The findings further support the existence of dark matter and dark energy in the Universe [30].

Figure 1.6: The cosmic microwave background temperature fluctuations from 9 years of WMAP data [30].

1.3 Models for Dark Matter

What cannot be determined from the studies listed above is that there is prevalence of mass in our Universe that can be accounted for by baryonic matter alone. The mass-energy composition of the Universe is 71.4% dark energy, the force responsible for the acceleration of the expansion of the Universe [31], 24% is dark matter, theorized to be particle that
interacts gravitationally and possible via the weak nuclear force, and 4.6% of matter is atoms or baryonic matter \([30]\). Figure 1.7 depicts this distribution.

![Pie chart representing the energy distribution of the Universe into dark energy, dark matter, and atoms](image)

Figure 1.7: A pie chart representing the energy distribution of the Universe into dark energy, dark matter, and atoms \([30]\).

There are variety of theories attempting to explain this missing mass. A selection are reviewed below.

**1.3.1 Alternate Dark Matter Theories**

**MOND**

One alternative theory to the problem of missing mass is to adjust Newton’s equations of motion so as to account for the observed rotational galactic curves \([32]\). This theory is called Modified Newtonian Dynamics (MOND). It has had a small measure of success in reflecting the observed rotation curves \([33]\). However, it is not successful in explaining the CMB or the distribution of dark matter throughout galaxies \([34]\).
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MACHOS

Another explanation for dark matter is the prevalence of Massive Compact Halo Objects (MACHOS). These are large structures composed of baryonic matter that emit no or very little light. Black holes, brown dwarfs, and neutron stars and counted as possible suspects. Their presence might explain part of the dark matter problem. The collaborations EROS and MACHO search for these objects using micro-lensing signatures when these objects pass in front of a bright star \[35\] \[36\] \[37\]. There is some evidence for MACHO’s \[38\], but their existence alone cannot account for all dark matter.

1.3.2 Dark Matter Models

The currently favored idea for non-baryonic dark matter is that it is composed of particles that originated in the hot stage of the universe and survived the passage of time to the present day \[39\].

Neutrinos

One candidate for dark matter comes in the form neutrinos. Neutrinos were first theorized by Pauli \[40\] in the 1930’s. The first direction detection was made in the late 1950’s \[41\]. Neutrinos are leptons that interact only via the weak nuclear force and gravity. These particles were produced in great numbers in the early universe and exist today in relative abundance \[39\]. Three types of neutrinos have been detected, along with their subsequent anti-particles. These are $\nu_e$, $\nu_\mu$, and $\nu_\tau$. (These are also called electron neutrino, muon neutrino, and tau neutrino respectively.)

Originally neutrinos were assumed to be massless and have only one helicity state. This changed when Ray Davis reported on the first experiment to measure neutrinos from
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the sun [42]. This experiment measured solar neutrinos detected in a large container of chorine. This works by

\[ \nu_e + ^{37} Cl \rightarrow ^{37} Ar + e. \]  \hspace{1cm} (1.4)

The total accumulation was only about a third of the predicted amount [43], which was puzzling the scientific community at the time and several members of the physics community dismissed the findings as an experimental error.

Bruno Pontecorvo suggested an alternative solution to this issue of the Davis experiment; electron neutrinos produced by the sun are transformed into a different type of particle to which the Davis experiment could not detect [44]. This process is now called neutrino oscillations. This can be understood using the quantum mechanics of mixed states.

Let us consider a case with two neutrino types \( \nu_e \) and \( \nu_{\mu} \) [45]. If these can convert to one another, then neither is an eigenfunction of the Hamiltonian. Therefore the stationary states or some orthogonal linear combinations:

\[ v_1 = \cos \theta \nu_{\mu} - \sin \theta \nu_e \] \hspace{1cm} (1.5)

and

\[ v_2 = \sin \theta \nu_{\mu} + \cos \theta \nu_e. \] \hspace{1cm} (1.6)

t/ Using the Schrödinger equation, the time dependence for these eigen states is \( e^{-iE_it/\hbar} \).

So \( v_1(t) \) and \( v_2(t) \) are expressed
\[ v_1(t) = v_1(0)e^{-iE_1t/\hbar} \] (1.7)

and

\[ v_2(t) = v_2(0)e^{-iE_2t/\hbar} \] (1.8)

If the particle began as an electron neutrino then \( \nu_e(0) = 1, \nu_{\mu}(0) = 0 \). This means

\[ v_1(0) = -\sin\theta \] (1.9)

and

\[ v_2(0) = \cos\theta. \] (1.10)

Using this we can express \( v_1(t) \) and \( v_2(t) \) as

\[ v_1(t) = \sin\theta e^{-iE_1t/\hbar} \] (1.11)

and

\[ v_2(t) = \cos\theta v_2(0)e^{-iE_2t/\hbar}. \] (1.12)

We can then use this to solve Equations 1.5 and 1.6 for \( \nu_{\mu} \).

\[ \nu_{\mu}(t) = \cos\theta v_1(t) + \sin\theta \cos\theta \left(e^{-iE_1t/\hbar} + e^{-iE_2t/\hbar}\right) \] (1.13)

We can then calculate the probability that the electron neutrino has converted into a
muon neutrino after a time $t$

\[ |\nu_{\mu}(t)|^2 = (\sin \theta \cos \theta)^2 (e^{-iE_2 t/\hbar} - e^{iE_1 t/\hbar})(e^{-iE_2 t/\hbar} + e^{iE_1 t/\hbar}) \]  

(1.14)

\[ |\nu_{\mu}(t)|^2 = \frac{\sin^2(2\theta)}{4} (1 - e^{i(E_2 - E_1) t/\hbar} - e^{-i(E_2 - E_1) t/\hbar} + 1) \]  

(1.15)

\[ |\nu_{\mu}(t)|^2 = \frac{\sin^2(2\theta)}{4} \left( 2 - 2\cos \frac{(E_2 - E_1) t}{\hbar} \right) \]  

(1.16)

\[ |\nu_{\mu}(t)|^2 = \frac{\sin^2(2\theta)}{4} 4\sin^2 \left( \frac{E_2 - E_1}{2\hbar} t \right) \]  

(1.17)

or

\[ P_{\nu_e \rightarrow \nu_{\mu}} = \left[ \sin(2\theta) \sin \left( \frac{E_2 - E_1}{2\hbar} t \right) \right]^2 \]  

(1.18)

We can then see why the nomenclature is a neutrino oscillation. The $\nu_e$ will convert to $\nu_{\mu}$ and then back again. Using this theory the $\nu_e$ and $\nu_{\mu}$ do not have well defined masses (energies). We can address this by using

\[ E^2 - |p|^2 c^2 = m^2 c^4. \]  

(1.19)

We will use $m_1$ to be the mass eigenstate corresponding to $\nu_1$ and $m_2$ to be the mass eigenstate corresponding to $\nu_2$. So we see

\[ E^2 = |p|^2 c^2 + m^2 c^4 = |p|^2 c^2 \left( 1 + \frac{m^2 c^2}{|p|^2} \right) \]  

(1.20)
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\[ E \approx |p|c \left( 1 + \frac{1}{2} \frac{m^2 c^2}{|p|^2} \right) = |p|c + \frac{m^2 c^3}{2|p|}. \quad (1.21) \]

Then

\[ E_2 - E_1 \approx \frac{m^2 c^3 - m_1^2 c^3}{2|p|} \approx \frac{m_2^2 - m_1^2}{2E} c^4 \quad (1.22) \]

We can then express the probability of oscillation (Equation 1.18) over a given distance using \( z \approx ct \). (Neutrinos travel at relativistic speeds). This yields

\[ P_{\nu_e \rightarrow \nu_{\mu \nu}} = \left( \sin(2\theta) \sin \left[ \frac{(m_2^2 - m_1^2)c^3}{4\hbar E} z \right] \right)^2. \quad (1.23) \]

Further, after the distance

\[ L = \frac{2\pi \hbar E}{(m_2^2 - m_1^2)c^3} \quad (1.24) \]

the maximum probability of conversion is attained. From this we can see the necessary ingredients for neutrino oscillations: there must be mixing (\( \theta \)) and the masses must be unequal and non-zero. Further it was determined that neutrino mass very small. These observations were confirmed in solar neutrinos by Super-Kamiokande collaboration [46]. The Super-K detectors were sensitive to both the muon and tau neutrinos as well as the electron neutrino.

These relativistic particles lead to the theory of dark matter known as Hot Dark Matter (HDM). Zel’dovich and others proposed that neutrinos could account for the missing in the Universe [47] [48]. These models do not accurately predict the structure of the Universe. If neutrinos were to account for all of dark matter the Universe would need to have been formed in a ”top down” fashion [49]. Superclusters forming first and galaxies forming
later, the opposite of what is presently observed \[50\].

**Axions**

Axions are a theoretical particle proposed by Peccei and Quinn. This particle is a solution to problem that the strong force allows for CP violation \[51\], but no CP violations has been observed. Axions are Nambu-Goldstone bosons resulting from broken symmetry and therefore would be present throughout the Universe in large quantities \[52\]. Axions would not produce thermal radiation making them a viable candidate for dark matter.

**WIMPS**

Weakly Interacting Massive Particles (WIMPS) are the most popular dark matter candidate. WIMPs comprise a class of new particles, symbolically labeled with \(\chi\), that will interact via the weak nuclear force. WIMPS are thought to have to have a mass between approximately 1GeV and approximately 1 TeV.

From a cosmological perspective, WIMP particles were created at the time of the Big Bang, when the Universe was still quite hot, these particles remained in thermal and chemical equilibrium until the expansion of the Universe became comparable to the particle rate of annihilation. After this point, annihilation became a rare event. This time is referred to as the freeze out. This relic WIMP density from the big band would be present in the Universe today.

This is shown in the following equations. In order for the relic density to account for the presence of dark matter we must have

\[
\Omega_{DM}h^2 = \frac{3 \cdot 10^{-27} \text{cm}^3/s}{\langle \sigma_A \nu \rangle} \approx 0.1, \quad (1.25)
\]
where $\Omega_{DM}$ is the ratio of dark matter density to the critical density ($\Omega_{DM} \approx 0.22$) and $h$ is the Hubble parameter. From this, we get

$$\langle \sigma_A \nu \rangle \approx 3 \cdot 10^{-26} \text{cm}^3/\text{s} \rightarrow \sigma^2_A \approx \frac{\alpha^2}{M^2_{EW}},$$ (1.26)

where $M^2_{EW}$ is the electroweak scale, approximately 100 GeV. This phenomenon is referred to as the WIMP miracle and points to a link between dark matter and the weak force. Therefore any particle with a mass of 100 GeV that interacts via the weak force becomes a dark matter candidate. These particles become non-relativistic at the time of freeze out.

### 1.4 Methods of Dark Matter Detection

There are three primary methods for experimental dark matter detection: dark matter production, indirect detection, and direct detection. A diagram of these three methods can be found in Figure 1.8. In all three cases, the assumption is that dark matter interacts with Standard Model matter, through some form of yet to be discovered physics.

![Diagram of three detection techniques for WIMPS](image)

**Figure 1.8:** This is visual representation of three detection techniques for WIMPS, where the WIMPS are coupled to Standard Model particles (q) through some unknown new physics.
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1.4.1 Indirect Dark Matter Detection

Dark matter particles may self-annihilate or annihilate with other particles such as tau leptons [53]. These annihilations would produce high energy photons or rare anti-particles. These would be evident in areas of high dark matter concentrations, such as the centers of galaxies. Detecting this signal would be indirect dark matter detection. A lack of signal could set a limit on WIMP parameters. Research groups, such as the Fermi Gamma Ray Space Telescope, look for gamma ray signals in space that could potentially indicate dark matter annihilations. This type detection is high model dependent which makes the analysis for detection complicated [53].

There is also an active field of research looking for dark matter signals in dwarf spheroidal galaxies. These are expected to contain a large volume of dark matter and with less measurement background than larger galaxies, like the Milky Way. Several searches have been underway with no discernible signal detected. These results have placed some constraints on WIMP masses below approximately 20 GeV.

1.4.2 Accelerators

Large particle accelerators, like the LHC, are searching for the elusive particles, using the dark matter production method. It is thought that if a collision within the detector exceeds the energy of a WIMP mass, a WIMP could be generated in the collision and escape before detection in the accelerator. The signal could reveal the missing energy or momentum from the generated WIMP and thus provide a detection signal [54] [55]. This method renders testing the stability of the particle discovered impossible, therefore it will be difficult to determine if a particle found using this method accounts for the dark matter found throughout the Universe [56]. This method could be useful in setting limits for
dark matter couplings with Standard Model particles [56].

1.4.3 Direct Dark Matter Detection

The Milky Way galaxy, like other galaxies is enveloped in a dark matter halo. Earth would pass through billions of WIMP particles every second. Most of the particles travel directly through the planet without interaction. However, there is the possibility that one of these particles could interact with matter on earth via WIMP-nucleon scattering process. Direct detection experiments are designed around measuring the recoil energy of such an event. The energy spectrum of a recoil depends on both the properties of WIMPS and the target material. In selecting an appropriate target material, it needs to be sensitive to the KeV energy scale, as seen by the equations below.

Let us consider a target nucleus of mass $m_N$. The recoil energy of a WIMP scattering is given by

$$E_r = \frac{\mu_N^2 \nu^2 (1 - \cos \theta^*)}{m_N}, \quad (1.27)$$

where $\theta^*$ is the scattering angle in the center-of-mass frame, $\nu$ is the velocity of the WIMP, and

$$\mu_N = \frac{m_\chi m_N}{m_\chi + m_N}, \quad (1.28)$$

where $m_\chi$ is the mass of the WIMP. A backscattering process, where $\theta^* = 0$, deposits the maximum recoil energy. Thus,

$$E_{r,\text{max}} = \frac{2\mu_N^2 \nu^2}{m_N}. \quad (1.29)$$
In the case of a fixed recoil energy, the minimum WIMP velocity is described as

$$\nu_{\text{min}} = \sqrt{\frac{E_r m_N}{2 \mu_N^2}}.$$  \hspace{1cm} (1.30)

The average ratio of kinetic energy is expressed as

$$\frac{E_r}{E_\chi} = \frac{2 \left( \frac{m_N}{m_\chi} \right)}{\left( 1 + \frac{m_N}{m_\chi} \right)^2},$$  \hspace{1cm} (1.31)

Therefore, a typically nuclear collision will deposit about 100 to 10 keV of recoil energy in liquid argon, which has nucleus mass of 37 GeV. Naturally the WIMP mass is unknown, thus the exact amount of recoil energy from such an event is still mysterious. This is measurable in low threshold detectors. If we instead consider an electron target \((m_N = m_e)\), the energy transfer is less than 1 eV, an extremely challenging amount to detect.

The per kilogram of target material differential scattering rate can be expressed as

$$\frac{dR}{dE_r} = \frac{1}{m_N} \frac{d(N_\chi \langle \sigma v \rangle)}{dE_r} = \frac{\rho_0}{m_N m_\chi} \int_{\nu_{\text{min}}}^{\nu_{\text{max}}} \left( \frac{d\sigma}{dE_r} \right) v f(\vec{v}) d^3v,$$  \hspace{1cm} (1.32)

where \(N_\chi\) is the number density of WIMPS, \(\rho_0\) is the average WIMP mass density, \(f(\vec{v})\) is the normalized velocity distribution, and \(\frac{d\sigma}{dE_r}\) is the differential cross section. This differential cross section can be modeled as a point-contact interaction with a cross section \(\sigma_0\). This is coupled to a nuclear for factor F. This can be expressed as

$$\frac{d\sigma}{dE_r} = \frac{\sigma_0}{E_{r,\text{max}}} F^2(q),$$  \hspace{1cm} (1.33)

where
is the transfer of momentum.

A 100 GeV WIMP has a deBroglie wavelength that is around the diameter for a large nucleus. This would cause a WIMP to interact coherently with the entire nucleus. The results in the standard spin-independent point-contact interaction cross section of

$$\sigma_0 = \frac{4\mu_p^2}{\pi} (Z f_p + (A - Z) f_n)^2,$$  \hspace{1cm} (1.35)

where $A$ is the total number of nucleons, $Z$ is the total number of protons, $f_p$ is the coupling strengths to protons and $f_n$ is the coupling strength to neutrons. Supersymmetric models generally assume $f_p \approx f_n = f$, simplifying $\sigma_0$ to

$$\sigma_0 = \frac{4\mu_p^2}{\pi} A^2 f^2.$$  \hspace{1cm} (1.36)

Equation (1.36) can be used to describe the WIMP interaction cross section per target nucleus. This is not particularly useful since different experiments use different target materials. So instead we can express the cross section per target nucleon. The normalized WIMP-nucleon cross section for a single proton is

$$\sigma_p = \frac{\mu_p^2}{A^2 \mu_N^2} \sigma_0,$$  \hspace{1cm} (1.37)

where $\mu_p$ is the WIMP-proton reduced mass. We can use this to simplify Equation (1.32) as
\[ \frac{dR}{dE_r} = \frac{1}{2} \frac{\rho_0 A^2 \sigma_p}{\mu_p^2 m_\chi} \int_{v_{min}}^{v_{max}} \frac{F^2(q)}{v} d^3v \] (1.38)

The differential scattering rates (spin-independent) for various WIMP masses and target materials are shown in Figure 1.9.

Figure 1.9: Upper left - differential scattering rate versus recoil energy for 1GeV WIMPS, Upper Right - differential scattering rate versus recoil energy for 10GeV WIMPS, Lower Left - differential scattering rate versus recoil energy for 100 GeV WIMPS, and Lower Right - differential scattering rate versus recoil energy for 1TeV WIMPS. The blue is xenon, the purple is germanium, the brown is silicon, the orange is neon, and the green is argon 57.

**Direct Detection Dark Matter Detectors**

Dark matter detectors function by using a media which makes the recoil energy from a WIMP scatter a measurable quantity. Due to the rarity of these events, these detectors...
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need to be large and have excellent background rejection. Most experiments are located underground to reduce the cosmic ray background contamination. All these detectors require high levels of radio-purity to prevent background radiation from contaminating the signal. Roughly speaking there are three technological categories of detectors. Figure 1.10 summarizes several detection methods.

Figure 1.10: This diagram depicts various recoil energy deposition channels and how they are used in various experiments. The experiments that appear between the two channels measure both [58].

**Cryogenic Semiconductor Detectors** Cryogenic semiconductor detectors use crystalline substrates with a variety of sensors to measure recoil energies of particle scatter. The recoil energy is distributed by some combination of ionization, scintillation, and phonons. These detectors include CDMS [59], EDELWEISS [60], CoGeNT [61], CRESST [62], CDEX [63], and DAMA/LIBRA [64].

**Bubble Chamber Experiments** Bubble chambers are a less used detector technology. The detectors utilize superheated fluids and interactions generate visible bubbles that can
imaged. These detectors rely on the acoustic signal from the bubbles to differentiate alpha backgrounds. These detectors include PICASSO [65], COUPP [66], and PICO [67].

Liquid Noble Detectors Liquid noble detectors use large vessels of liquid noble elements, such as xenon or argon, as a target material. Noble elements are scintillators, meaning they produce light as a result of particle scattering. Liquid noble detectors can take the form of time projection chambers or pulse shape discriminators. A time projection chamber uses a combination of electric and magnetic fields together with a volume of gas, liquid, or mixed state, to form a three-dimensional reconstruction of a particle trajectory or interaction. A pulse shape discriminator utilizes the light output of argon to differentiate between different types of signals. (This is discussed at length in Chapter 2.) Notable experiments that use xenon as a detector medium include XENON [68], LUX/LZ [69] and ZEPLIN [70]. Liquid argon detectors are discussed in greater detail in the section below.

This is not an exhaustive list of dark matter experiments. More information about the present state of direct dark matter detections can be found in [58]. As my work focuses on measuring properties in liquid argon for detector improvement, I am going to focus primarily on liquid argon detectors.

1.5 Liquid Argon Detectors

1.5.1 DarkSide

DarkSide-50 is a liquid argon detector that uses a time projection chamber style of detector [5]. This iteration of the detector uses an active argon volume of 50 kg and is filled with depleted argon from underground sources [71]. This diminishes the natural background
radiation contained within atmospheric argon. Event significance is determined by the 3D event position within the detector and pulse shape discrimination. This is based on the present understanding of the optics of liquid argon at the scintillation wavelength.

1.5.2 ArDM

The ArDM experiment is another dark matter experiment that utilizes time projection chamber technology \cite{17} \cite{72}. The detector operates in a double phase mode (liquid-vapor). Gas is at the top of the detector and the liquid is at the bottom. When an event occurs, scintillation light and free electrons from ionization travel through the detector. The ionized electrons drift from the liquid into the argon vapor. This is accomplished by using an electric field in the kV/cm range. These electrons interact with the argon gas producing secondary scintillation light. The intensity of this light is proportional to the initial charge. Both the light from initial scintillation in the liquid argon and the secondary scintillation light are recorded. The time difference yields information about the event’s location. This is based on understanding the path of light traveled through argon.
MiniCLEAN is a direct detection dark matter experiment that is currently constructed and is in the process moving towards acquiring data [73] [74]. The MiniCLEAN detector will use 360 liters of liquid argon to search for dark matter. The argon is located within the inner vessel (IV). This argon is monitored by 92 photomultiplier tubes (PMT’s), sensitive, single photon detectors, to detect scintillations within the detector. These PMT’s are attached to light guides surrounding the IV to direct the signal. The scintillation light within the detector is 128 nanometers. This light range cannot be detected by the PMTs used in the experiment, so the end of the light guide is coated in tetra phenyl butadiene (TPB) which shifts the wavelength of the scintillation light to 420 nm, a wavelength that is detectable by the PMT. This IV will be placed within the outer vessel (OV) which is under vacuum. This vacuum space is a thermal shield between the OV and the IV. The OV will then be placed in a tank and will be completely submerged in water. This set up can
be seen in Figure 1.11. Event location within the detector is determined by examining the PMT hit pattern with an understanding of the optics in the argon, including the index of refraction and Rayleigh scattering length. Event location is crucial as background events from material radioactivity are more likely to occur at the outskirts of the liquid volume, whereas a WIMP event could occur anywhere in the detector. The signal region in the center of the detector is called the fiducial volume.

### 1.5.4 DEAP3600

![DEAP3600 Diagram](image)

Figure 1.12: The DEAP3600 experiment.

The DEAP3600 is another direct detection dark matter experiment that is in the process of taking data [75]. This detector will use 3600 kilograms of liquid argon. This detector
has many similar properties to the MiniCLEAN detector. The largest difference is that
the DEAP-3600 detector target volume is surrounded by an acrylic sphere. This acrylic
sphere acts as a neutron shield. A picture of this experiment can be found in Figure 1.12.
Like, MiniCLEAN, event location is one method of determining an event’s significance.
This involves a deep understanding of the optics of the liquid argon, the TPB coating,
and the acrylic vessel.

All of the argon detectors discussed rely on a deep understanding of the optics of the
scintillation light of liquid argon. The following chapter will describe the benefits of liquid
argon as a detector medium in greater detail, as well describing the optics of the material.
Chapter 2

Chapter 2: Argon Scintillation Physics

Argon must not be deemed rare. A large hall may easily contain a greater weight of it than a man can carry.

- Lord Rayleigh

2.1 Introduction

Argon is an inert chemical element discovered at the end of the 18th century by Lord Rayleigh and William Ramsey [76]. It is the third most abundant gas in the Earth’s atmosphere. The triple point, the state where liquid, solid, and gas coexist in thermal equilibrium, of argon is 83.8058 K at 0.6889 bar. The boiling point, the temperature at which argon gas liquifies, is 87.302 K. The melting point, the temperature at which liquid argon becomes solid, is 83.81 K. These values are needed to build a liquid argon detector that will keep argon at temperature and pressure so that it will remain in a liquid state. The phase diagram for argon around the triple point can be found in Figure 2.1.
Liquid noble low background detectors are used in various experiments seeking to measure low rate processes, like dark matter, and therefore require low background detectors. The primary elements used in such experiments are argon and xenon. Table 2.2 compares the properties of argon with other nobles elements. Liquid argon is relatively simple to purify, both through heated getter technologies \cite{79,80,81} and charcoal traps \cite{82}. The interaction cross section of noble scintillators is related to the square of the nuclear mass. The self shielding properties are related to the density. Self shielding improves as detectors get larger. Liquid argon has additional benefit for large detectors as it is less expensive (by an order of magnitude) than other noble elements.
### 2.2. ARGON-39 BACKGROUND

A further consideration in noble detectors is the level of natural contamination and the extent to which this contamination can be accounted for in detection techniques.

Since argon is abundant in Earth’s atmosphere, most argon used in experiments is atmospheric argon. Argon does have a natural radiation contamination of $^{39}$Ar, a $\beta$ emitter \[86, 17\]. $^{39}$Ar is entirely cosmic ray produced \[86\]. The half life of $^{39}$Ar is 269 years \[87\]. The energy for $^{39}$Ar is 565 keV. The rate of $^{39}$Ar in atmospheric argon in a detector is 1 Bq/kg \[86\]. Therefore, as these detectors grow in size, so does the rate of $^{39}$Ar events increase. The energy spectrum for $^{39}$Ar is in Figure 2.2.

---

<table>
<thead>
<tr>
<th>Property</th>
<th>Helium</th>
<th>Neon</th>
<th>Argon</th>
<th>Krypton</th>
<th>Xenon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic Number</td>
<td>2</td>
<td>10</td>
<td>18</td>
<td>36</td>
<td>54</td>
</tr>
<tr>
<td>Nuclear Mass</td>
<td>4.002602</td>
<td>20.179</td>
<td>39.948</td>
<td>83.708</td>
<td>131.293</td>
</tr>
<tr>
<td>Liquid Density (g/cm$^3$)</td>
<td>0.145</td>
<td>1.207</td>
<td>1.3954</td>
<td>2.413</td>
<td>2.942</td>
</tr>
<tr>
<td>Boiling Point at 1 atm (K)</td>
<td>4.22</td>
<td>27.1</td>
<td>87.3</td>
<td>119.74</td>
<td>165.0</td>
</tr>
<tr>
<td>Melting Point at 1 atm (K)</td>
<td>-</td>
<td>24.6</td>
<td>83.8</td>
<td>115.8</td>
<td>161.4</td>
</tr>
<tr>
<td>Approximate Cost/100g</td>
<td>$5.20</td>
<td>$33</td>
<td>$0.50</td>
<td>$33</td>
<td>$120</td>
</tr>
</tbody>
</table>

Table 2.1: Comparison of nuclear mass \[83\], liquid density \[83\], scintillation wavelengths \[84\], and approximate costs of noble elements, accurate as of 2012. \[85\]
There are two experimental methods for dealing with this background in dark matter detection. One method is to use depleted argon. There is a recently discovered source of underground argon with an activity rate of less than 5% of regular argon. This argon is used by the DarkSide Collaboration [71]. Using this method, they have reduced the activity of the $^{39}$Ar background by a factor of $(1.4\pm0.2)\times10^3$ relative to the atmospheric rate [71]. The initial result shows a background free null result accumulated over 70.9 live days. They are predicting measurements over their 3 year search to yield a minimum of 5.5 tonne-year exposures free of $^{39}$Ar background [71].

There is limited supply of depleted argon, so experiments, such as DEAP, which use atmospheric argon, instead rely on pulse shape discrimination to differentiate between the electronic recoils of the $^{39}$Ar background and nuclear like recoil of a possible dark matter induced signal event. To understand this difference, the scintillation process is described in detail from light generation to light detection in a single phase detector such as DEAP.
2.3 Argon Scintillation

When an ionizing particle travels through liquid argon, it deposits its energy via scatters with the electrons or the nuclei of the surrounding argon atoms \[83\]. These atoms either ionize through the loss of an electron \((\text{Ar}^+)\) or enter into an excited state \((\text{Ar}^*)\). The \(\text{Ar}^+\) and \(\text{Ar}^*\) states then bond with other atoms forming dimer molecules \((\text{Ar}_2^*)\), a molecule that consists of two identical atoms. The process for forming the \(\text{Ar}_2^*\) takes place in two channels. In the first, \(\text{Ar}^*\) combine with ground state atoms, directly forming \(\text{Ar}_2^*\) diamer. In the second channel, \(\text{Ar}^+\) ions combine with other argon atoms to form \(\text{Ar}_2^+\), ionized molecules. The \(\text{Ar}_2^+\) combine with free electrons to form \(\text{Ar}_2^*\). The \(\text{Ar}_2^*\) dimers, in channels are unstable and quickly disassociate, releasing a VUV photon, which corresponds to an energy of 9.7 eV \[89\] and wavelength of 128 nm. A diagrams of the process is found in Figure 2.3. Argon is transparent to its own scintillation light because the energy of the released photon is not high enough to excite ground state Ar atoms. Furthermore the wavelength of the light is between the UV and IR resonance wavelengths. (This will be discussed more in Chapter 3.)
The process of scintillation through excitons \( \text{Ar}^* \) can also be described using the follow chemical equations \[90\],

\[
\text{Ar}^* + \text{Ar} \rightarrow \text{Ar}_2^* \\
\text{Ar}_2^* \rightarrow 2\text{Ar} + \gamma(128 \text{ nm}),
\]

where \( \gamma \) is the VUV scintillation photon. This combines with argon atom forming \( \text{Ar}_2^* \), the excited molecule. This de-excites by emitting at 128 nm photon.

The process of scintillation through ions \( \text{Ar}^+ \) is described using the following chemical
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equation,

\[ Ar^+ + Ar \rightarrow Ar_2^+ \]  (2.3)

\[ Ar_2^+ + e^- \rightarrow Ar^{**} + Ar \]  (2.4)

\[ Ar^{**} \rightarrow Ar^* + \text{heat} \] (2.5)

\[ Ar^* + Ar \rightarrow Ar_2^* \] (2.6)

\[ Ar_2^* \rightarrow 2Ar + \gamma(128 \text{ nm}) \] (2.7)

In this case, \( Ar^{**} \rightarrow Ar^* + \text{heat} \) corresponds to transition in which light is not emitted. (\( Ar^{**} \) is an atom in an excited state that is two or more energy levels greater than the ground state.) In each type of scintillation, the lowest excited energy level de-excites by emitting a single photon \[90].

2.3.1 Scintillation Decay Time Constants

The two types of dimers formed in noble element scintillation are known as singlet \((^1\Sigma_u^+)\) and triplet states \((^3\Sigma_u^+)\), have different decay life times. The singlet state decays very quickly (see Table 2.2 for singlets lifetimes) into two ground state atoms. The triplet state survives for much longer \[91\] (see Table 2.2 for triplet lifetimes) because the triplet state requires a forbidden spin flip to decay to ground state. The triplet lifetime varies according the noble element used as a scintillator and is related to the mass of atom. This can be understood by assuming the spin flip comes from spin-orbit coupling.
Table 2.2: The scintillation wavelength [84] [92], time constants and light yields [92] for noble elements. Helium yield from [93] [94].

The following using [95] to explain the relationship between atomic mass and triplet lifetime. In the classical sense, spin-orbit coupling comes from the interaction of the electron spin with the magnetic field generated by its own orbital motion around the nucleus,

\[ H = -\mu \cdot B, \]  \hspace{1cm} (2.8)

\( \mu \) is the magnetic moment of the electron and \( B \) is the magnetic field. \( B \) can be expressed as,

\[ B = \frac{E \times v}{c}, \]  \hspace{1cm} (2.9)

\( E \) is the electric field, \( v \) is velocity and \( c \) is the speed of light. The relation for magnetic moment \( \mu \) can be expressed as,

\[ \mu = -\frac{eh}{2mc}\sigma, \]  \hspace{1cm} (2.10)
where $\sigma$ is the Pauli matrices. Further,

$$S = \frac{\hbar \sigma}{2}.$$  \hspace{1cm} (2.11)

The relation for $v$ can be expressed as,

$$v = \frac{p}{m}.$$  \hspace{1cm} (2.12)

Using the above equations, $H$ can be expressed as

$$H = \frac{e\hbar}{2m^2c^2} \sigma \cdot E \times p.$$  \hspace{1cm} (2.13)

In the classical domain for a central field $E$ can be written as,

$$E = \frac{1}{r} \frac{\delta V}{\delta r} r.$$  \hspace{1cm} (2.14)

We can use the expression for angular moment,

$$L = r \times p,$$  \hspace{1cm} (2.15)

and the potential

$$V = \frac{Z_{\text{eff}}}{r},$$  \hspace{1cm} (2.16)

where $Z_{\text{eff}}$ is the effective charge of the nucleus, to substitute into Equation 2.13. This shows,

$$H \propto \frac{e^2}{m^2c^2} \frac{1}{r} \frac{\delta V}{\delta r} L \cdot \frac{Z_{\text{eff}}}{r^3} L \cdot s.$$  \hspace{1cm} (2.17)
As this does not into account relativist effects, this expression shows proportionality instead of equality. Using the relation \( r \propto Z_{\text{eff}}^{-1} \), we see

\[
H \propto Z_{\text{eff}}^4 L \cdot S. \tag{2.18}
\]

We can use this relationship to normalize the triplet lifetime \((\tau_3)\) by \(Z^4\). From this we see that \(\tau_3 \times Z^4\) is between 0.15 s and 0.18 s for all elements except for helium. In the case of helium, there is no intrinsic orbital angular moment to couple the spin. This results in a much longer triplet lifetime. These values can be seen in Table 2.2.

Figure 2.4: Two waveforms showing the difference between an electronic recoil event and a nuclear recoil event. For each of the above plots, the x axis is time in microseconds and the y axis is PMT voltage signal in volts. The two plots above depict waveform from test stand data showing both a nuclear recoil like event (right) and an electronic recoil like event (left). Notice that there is more fast light in the nuclear recoil event.

The fraction of singlet states to to triplet states is dependent on linear energy transfer \((dE/dx)\) or LET of the radiation [91][96]. More singlet states are produced as greater energy is dissipated per unit of track length. Electronic recoils have more late light, than nuclear recoils. It is this difference that provides a method for determining background. An example of a nuclear and electronic trace can be found in Figure 2.4.

The time constants between the decay times of different nobles vary according to
element. The greater difference between the time constant, the better pulse discrimination is achievable. In the case of argon the fast time constant 7 ns and the long time constant is 1.5 µs \[92\]. This separation makes good pulse discrimination \[97\]. This separation is much better than that of Krypton and Xenon where the difference between singlet and triplet states are nanoseconds instead of a microsecond. The time constants for liquid nobles can be found in Table 2.2.

One method of examining the amount of singlets (fast light) and triplets (late light) in each decay is by looking at the $F_{\text{prompt}}$. This is the fraction of fast light to total light generated in an event and is described by the following equation,

$$F_{\text{prompt}} = \frac{\int_{0}^{t_1} V(t) dt}{\int_{0}^{t_2} V(t) dt},$$

(2.19)

where

$$V(t) = V_0 \frac{1}{\tau_1}(1 - e^{-t/\tau_1}) + \gamma \frac{1}{\tau_2}(e^{-t/\tau_2}),$$

(2.20)

where $t_1$ is the prompt window, a length of time experimentally determined for fast light, $t_2$ is the total length of time, $\tau_1$ is the fast light decay constant, $\tau_2$ is the slow light decay constant, and $\gamma$ is the ratio of slow light to fast light. The pulse shape discrimination from $F_{\text{prompt}}$ can be seen in Figure 2.5.
2.4 Light Propagation through Argon

Large, single phase detectors rely on optical event reconstruction to determine event locations within this detector. Photon detection systems in liquid noble detectors typically surround the noble liquid volume, and therefore the size and spatial distribution of the measured signal depends on the physics of photon propagation through the medium. The

Figure 2.5: This is plot of the fraction of prompt light. The x-axis is photoelectron counts (PE) and the y-axis is the fraction of prompt light ($F_{\text{prompt}}$). The fraction of light arriving within the early window as a function of PE count for nuclear and electronic recoils. The two peak separation makes pulse shape discrimination possible. This figure came from data taken in the Rayleigh scattering test stand.
next section reviews the possible optical processes that could occur with liquid argon that could impact event reconstruction within a detector and demonstrates that the dominate process within these detectors is Rayleigh scattering and the index refraction of the scintillation light.

2.4.1 Rayleigh Scattering

Rayleigh scattering was first proposed in 1899 [98]. Rayleigh scattering is the process of light elastically scattering off particles in a medium. The wavelength of the light is not changed in the scattering process. The length of of travel for a photon through a medium before Rayleigh scattering is strongly dependent on the wavelength of the light as well as the optical properties of the material. This can be seen in the Rayleigh equations that follow. The derivation of the Rayleigh scattering equation follows from [99] and [100]

In the simplest form, Rayleigh length is expressed as

$$l = \frac{1}{\sigma N},$$

(2.21)

where $N$ is the molecular density of a medium ($molecules/m^3$) and $\sigma (m^2)$ is the Rayleigh scattering cross section. The cross section was first expressed as [98]

$$\sigma = \frac{24\pi^3 [n^2 - 1]^2}{N^2 \lambda^4 [n^2 + 2]^2},$$

(2.22)

where $N$ is the number density, $n$ is the index of refraction, and $\lambda$ is the wavelength of light. It was later found through experiment that this equation was not sufficient to describe the cross section of anything other than a spherical gas molecule [99]. To correct for a non-spherical particles the King’s correction factor [100] [101] was added so the cross section reads:
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\[ \sigma = \frac{24\pi^3}{N^2\lambda^4} \left[ \frac{n^2 - 1}{n^2 + 2} \right]^2 F_k, \]  

(2.23)

where

\[ F_k = \frac{(6 + 3\rho_n)}{(6 - 7\rho_n)}. \]  

(2.24)

In this equation \( \rho_n \) is the depolarization ratio that accounts for the anisotropy of non-spherical molecules \[102\]. However in the case of noble gases, these are spherical molecules, so the Kings correction constant is assumed to be 1. However Equation 2.23 was found to be insufficient in predicting the Rayleigh scattering length in liquids and solids \[100\]. Einstein proposed a modification to Equation 2.23 in 1910 to account for the thermodynamics of liquids and solids \[103\]. This equation reads

\[ l^{-1} = \frac{16\pi^3}{6\lambda^4} \left[ kT\rho^2\kappa_T \left( \frac{\partial n^2}{\partial \rho} \right)_T^2 + \frac{kT^2}{\rho c_v} \left( \frac{\partial n^2}{\partial T} \right)_\rho^2 \right], \]  

(2.25)

where \( l^{-1} \) is the inverse Rayleigh scattering length, \( c \) is the velocity of light, \( k \) is the Boltzmann’s constant, \( T \) is the temperature, \( \rho \) is the liquid density, and \( \kappa_T \) is isothermal compressibility, and \( c_v \) is the heat capacity. In the temperature range of solid and liquid argon, the second term is small enough to be negligible \[100\] \[104\], so the equation becomes:

\[ l^{-1} = \frac{16\pi^3}{6\lambda^4} \left[ kT\rho^2\kappa_T \left( \frac{\partial n^2}{\partial \rho} \right)_T^2 \right]. \]  

(2.26)

The following steps are used to estimate \( \left( \frac{\partial n^2}{\partial \rho} \right)_T \) \[104\]. The Lorentz-Lorenz equation (Equation 2.27) \[105\] \[106\] relates the index of refraction to the wavelength of light can
be expressed as follows \[107\],
\[
\frac{n^2 - 1}{n^2 + 2} = \rho \left( a_0 + \sum_i \frac{a_i}{\lambda^2 - \lambda_i^2} \right),
\]
(2.27)

In this equation, \( n \) is the index of refraction, \( \rho \) is the density in moles per unit volume, \( \lambda \) is the wavelength of light, \( \lambda_i \) is the wavelength corresponding to the \( i^{th} \) resonance, \( a_i \) is the constant related to the strength of the resonance, and \( a_0 \) is a constant experimentally determined using index refraction measurements. For the sake of simplicity, we will define
\[
a_0 + \sum_i \frac{a_i}{\lambda^2 - \lambda_i^2} = C,
\]
(2.28)

where \( C \) is a constant associated with a particular wavelength. So then the Lorentz-Lorenz becomes
\[
\frac{n^2 - 1}{n^2 + 2} = C\rho.
\]
(2.29)

Next, we use this expression to get \( (\partial n^2/\partial \rho)_T \)
\[
\left( \frac{\partial n^2}{\partial \rho} \right)_T = \frac{3C}{(1 - C\rho)^2} = \frac{(n^2 - 1)(n^2 + 2)}{3\rho}.
\]
(2.30)

Using this expression for \( (\partial n^2/\partial \rho)_T \), \( l^{-1} \) becomes
\[
l^{-1} = \frac{16\pi^3}{6\lambda^4} \left[ kT\rho\kappa_T \left( \frac{(n^2 - 1)(n^2 + 2)}{3} \right) \right]^2.
\]
(2.31)

This equation is satisfactory for calculating the Rayleigh scattering length of spherical molecules when \( n^2 \) corresponds to the index of refraction at the temperature, density and wavelength used elsewhere in the equation \[99\].
2.4.2 Mie Scattering

The intensity due to Rayleigh scattering can be expressed as

\[ I = I_0 \left( \frac{1 + \cos \theta}{2R^2} \right) \left( \frac{2\pi}{\lambda} \right) \left( \frac{n^2 - 1}{n^2 + 2} \right)^2 \left( \frac{d}{\lambda} \right)^6, \] (2.32)

where I is the intensity of photons detected, \( I_0 \) is the intensity of photons generated, \( \theta \) is the angle, R is the distance of the observer, \( \lambda \) is the wavelength of light, \( n \) is the index of refraction corresponding to the wavelength of the light and \( d \) is the particle diameter. The intensity of the light detected depends strongly on the wavelength of light and size of the particle. The ratio of these two values determines if the Rayleigh model of scattering is sufficient to describe the system. If the wavelength of light is much greater than the particle diameter, then Rayleigh scattering is sufficient for describing extinction. In the case that the particle diameter is larger than the wavelength of light, then Mie theory will be needed to fully model scattering \[108\].

In the case of argon the wavelength of light is 128 nm and the diameter of an argon atom has been measured to be 71 pm (0.071nm) \[109\] \[110\]. The wavelength of light is 4 orders of magnitude greater than the argon particle diameter. In \[111\] Mie scattering was not observed in argon with argon droplets with a radius less than 2\( \mu \)m. Therefore, Mie scatter should not be a significant contribution to extinction, the total amount of light due to scattering or other processes that is lost before detection.

2.4.3 Absorption

Another potential optical process that occurs to photons traveling through a media is self absorption. This occurs when a photon is absorbed by another atom with the same media. The emission spectra for argon was measured by \[112\] and is found in Figure 2.6.
Figure 2.6: This shows the emission spectra of the helium, argon, krypton and xenon. The x axis (lower) is wavelength (nm), the x-axis (upper) is photon energy (eV), the y axis is relative intensity. The peaks have been normalized to show the same intensity at the maximum. The figure is taken from [83] using data from [112].

The absorption spectra for solid argon was measured by Baldini [113]. The results of the measurement are detailed in Figure 2.7.
Figure 2.7: This shows the absorption spectra measured by Baldini [113]. The x axis (lower) is energy in eV, the x axis (upper) is wavelength in Å. The image is taken from [83] using data from [113].

By comparing Figure 2.6 and Figure 2.7, the emission spectra of argon falls outside of the absorption spectra. This makes the contribution of self absorption in pure argon negligible [83].

The self absorption within argon can be altered by the presence of impurities within the argon [114]. It was found by [115] [116] that the argon contaminated with as little as 1 part
per million (ppm) impacted the self absorption. Further, the greater the contamination, the shorter the triplet lifetime [115]. This effect can be controlled by purifying the argon used in experiments. The getters used both by the test stand step up described in this thesis as well as the getter used by DEAP3600 purify argon so that the presence of oxygen and nitrogen is less that 1 ppm [81]. Therefore, the impact of impurities upon total total extinction should be negligible. This can be determined by measuring the triplet lifetime within argon data to determine the presence of problematic impurities.

2.5 Scintillation Light Travel Through TPB

The wavelength of the scintillation light of liquid argon is too short to be efficiently detected by most photomultiplier tubes (PMT’s). Therefore the wavelength needs to be shifted to a wavelength that is compatible with light detection technology. Typically this is done using tetraphenyl butadiene (TPB). TPB is a fluorescing, organic chemical compound that shifts VUV to 430 nm [117] [118], which is in the visible range and easily detectable by PMT’s [119]. The efficiency for emission after absorption for TPB is slightly greater than 1, however the emission is isotropic [119]. Some of the scintillation light is lost in the wavelength shifting process as it could re-emitted in a direction away from the detectors.

2.6 Scintillation Light Detection

After the scintillation light has been shifted to a detectable wavelength the final journey is detection by the photon detector. Typically this is a PMT. Information about the event is discerned using the voltage output. The efficiency of detection is impacted by the quantum efficiency of a PMT as well as the temperature at which the PMT is being operated. This
temperature reduction of efficiency can be avoided by using PMT’s specifically designed for low temperature operation.

2.7 Discussion

The dominate optical process within argon is Rayleigh scattering which is strongly dependent on the index of refraction of the wavelength of light (see equation 2.31). Other optical processes will have negligible contributions within pure argon. At the time of writing the index refraction of 128 nm light in liquid argon has not reached a consensus within the scientific community [120] [104]. This is discussed in the next chapter in further detail.
Chapter 3

Index of refraction, Rayleigh scattering, and
Sellmeier coefficients in solid and liquid argon, xenon, and krypton

*Is there a thing whereof it is said: See, this is new?--it hath been already, in the ages
which were before us.* -The Teacher

3.1 Introduction

Common noble element targets used in scintillation detectors are argon, krypton, and xenon. The scintillation photons in liquid noble detectors are detected using photo-sensors, and therefore knowledge of the index of refraction of the liquid noble and the photosensor cover (e.g. glass, and other materials like acrylic in the case of DEAP-3600) is required to model the transmission and reflection at such interfaces. The probability that a photon is detected by a photosensor depends on the scattering lengths in the medium, and the path-length of liquid noble it traverses. These values are wavelength dependent. The scintillation wavelength for argon, xenon, and krypton are shown in Table 3.1. At present, the values for liquid xenon have been measured and confirmed in calculations.
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However, there are inconsistent values in argon and krypton from previous measurements and calculations. These parameters have not been measured for this noble target in a solid state. This chapter reviews the status of current knowledge, and calculates new values for these parameters for argon, xenon, and krypton based on previous measurements.

<table>
<thead>
<tr>
<th>Element</th>
<th>Scintillation Wavelength (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argon</td>
<td>128</td>
</tr>
<tr>
<td>Xenon</td>
<td>147</td>
</tr>
<tr>
<td>Krypton</td>
<td>178</td>
</tr>
</tbody>
</table>

Table 3.1: The scintillation wavelength of argon, xenon, and krypton [84].

The Rayleigh scattering lengths at the scintillation wavelength in liquid argon and krypton were measured by Ishida et al [122] and were extrapolated by Seidel et al [104]. The values obtained by these two groups differ by 27% in the case of liquid argon. This a large enough discrepancy to impact event reconstruction (this will be discussed in more detail in Chapter 7). The Rayleigh scattering length and index of refraction at the scintillation wavelengths of solid argon, xenon, and krypton are not known. While there is not presently a large experiment using solid nobles, this information could be useful for future experiments.

Clarification of the Rayleigh scattering lengths is of interest to a number of low background experiments including the DEAP/CLEAN collaboration [123, 124] and MicroBooNE [125] and experiments that use liquid krypton calorimetry like Na48 at CERN [126]. The DEAP/CLEAN collaborations use large liquid argon detectors in their dark matter searches [123]. These detectors have the argon contained in a spherical detector surrounded by photon detectors to detect the light from scintillation and rely on event reconstruction to determine if a scintillation event occurs within the region of interest.
This event reconstruction depends on the Rayleigh scattering length and index of refraction for liquid argon at the scintillation wavelength. MicroBooNE will use a 170 ton liquid argon time projection chamber for neutrino research [125]. The optical model used for simulating MicroBooNE [125] takes into account Rayleigh scattering around the detector edges and uses the Rayleigh scattering length extrapolated by Seidel et al [104]. This motivates a need to further clarify the precise Rayleigh scattering length at the scintillation wavelength of liquid argon.

The following is a theoretical approach to reconciling the two predominate Rayleigh scattering lengths based on the Sellmeier dispersion relationship and a survey of previous optical measurements. While the main emphasis is on the liquid argon results, the method described below is also used to determine the index of refraction and Rayleigh scattering lengths of krypton and xenon and argon in a solid state since that the data was available to generate these numbers and they are of general interest. The scintillation wave lengths of argon, krypton, and xenon are found in Table 2.2 in Chapter 2.

3.2 Index of Refraction Calculation

The Rayleigh scattering length equation for solids and liquids,

\[ l^{-1} = \frac{16\pi^3}{6\lambda^4} \left[ kT\rho_T \left( \frac{(n^2_{\Lambda} - 1)(n^2_{\Lambda} + 2)}{3} \right)^2 \right], \tag{3.1} \]

as discussed in Chapter 2. There is heavily dependent on the index of refraction. The index of refraction in object is dependent on the wavelength of light and the material properties of the medium. This dependency is explored in the following equations.

In its simplest form, the index of refraction is defined as [99]
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\[ n = \frac{c}{\nu}, \quad (3.2) \]

where \( c \) is the speed of light in a vacuum and \( \nu \) is the speed of light in a medium. \( \nu \) is dependent on the wavelength of light and is determined by various material and thermodynamic properties, including material phase, temperature, pressure, polarizability, and molecular structure \[127\]. In the case of noble detectors, temperature, pressure, phase, and atomic structure remain fairly constant, so these calculations will only be focusing on optical models that explore the relationship between the index of refraction and light wavelength. This relationship can be further examined by using the Lorentz-Lorenz equation, a phenomena discovered independently by two researchers of similar names \[105\], \[106\]. The Lorentz-Lorenz equation is

\[ \frac{4\pi \alpha}{3m} = \frac{n^2 - 1}{n^2 + 2\rho_m}. \quad (3.3) \]

In this equation, \( \alpha \) is the molecular polarizability, \( m \) is the molecular mass, \( n \) is the refractive index, and \( \rho_m \) is the molar density. The Lorentz-Lorenz equation can be derived from Maxwell’s equations \[128\]. This equation is sufficient to describe the molar refractivity and was a bridge between Maxwell’s electromagnetism equations and atomic physics \[107\]. This equation was originally believed to be a constant. It was later found through experiment that the index of refraction varies with wavelength and that the molar refractivity is not constant \[107\]. This variance is known as dispersion. This lead to a new formation of the Lorentz-Lorenz equation that accounts for the relationship between the index of refraction and wavelength,
\[ \frac{n^2 - 1}{n^2 + 2 \rho_m} = a_0 + \sum_i \frac{a_i}{\lambda^2 - \lambda_i^2}. \]  

(3.4)

In this equation, \( n \) is the index of refraction, \( \rho_m \) is the density in moles per unit volume, \( \lambda \) is the wavelength of light, \( \lambda_i \) is the wavelength corresponding to the \( i^{th} \) resonance, \( a_i \) is the constant related to the strength of the resonance, and \( a_0 \) is a constant experimentally determined using index refraction measurements. The Lorentz-Lorenz equation can be further expanded to account for density and temperature variations [127] and these formulas should be used in the case where the temperature or density can not be assumed relatively constant, however this chapter will focus only on wavelength dependence since this the model most useful for large, low background noble detectors.

### 3.3 Measurements

With the exception of liquid xenon at the triple point [129], the index of refraction at the scintillation wavelengths of solid and liquid argon, xenon, and krypton have not been measured. There have been few measurements of the various optical properties of solid and liquid argon, xenon, krypton.

Sinnock and Smith [1] measured the index of refraction as a function wavelength at different temperatures in solid and liquid argon, xenon, and krypton. These measurements were made between the wavelengths of 350 nm and 650 nm with an error of \( \pm 0.5\% \). This was done by passing a beam at the required wavelengths through a cell containing the element and measuring the change in angle to measure the index of refraction (Snell’s law). In these experiments the temperature and density was held constant during the index of refraction measurements at different wavelengths. A full summary of their measurements can be found in Tables A.1, A.2 and A.3 in the Appendix.
3.4. PREVIOUS EXTRAPOLATION

Bideu-Mehu et al. [130] measured the index of refraction of room temperature argon, xenon, and krypton gas between the wavelengths of 140 nm and 174 nm and used these values to find the Sellmeier coefficients for the gas based Sellmeier equation (Equation 3.5).

Ishida et al. [120] measured the attenuation length of liquid xenon, argon, and krypton at the scintillation wavelengths. This was done by scintillating a 88cm tube of argon using an external ion beam through six windows. The resulting photons were detected and the Beer-Lambert relationship was used to determine the attenuation length. They found values of $66 \pm 3 \text{ cm}$ for argon at $87 \text{ K}$, $29 \pm 2 \text{ cm}$ for xenon at $196 \text{ K}$ and $82 \pm 4 \text{ cm}$ for krypton at $127 \text{ K}$.

Barkov et al. [131] measured the index of refraction in liquid xenon at a wavelength of 180 nm and found a value of $1.565 \pm 0.01$. However this measurement has been shown to be inconsistent with other index of refraction measurements made in liquid xenon [132].

Solovov et al. [129] measured the index of refraction and attenuation length of liquid xenon at the triple point. The found a value of $1.69 \pm 0.02$ at scintillation wavelength of 178 nm.

Calvo et al. [133] measured the attenuation length in situ in the ArDM TPC. They obtained value of 52.1 cm a with variation, depending on light yield, from 47.9cm to 57.7cm.

3.4 Previous Extrapolation

Seidel et al extrapolated the Rayleigh scattering length for liquid argon, xenon, and krypton. Seidel’s extrapolated values were 90 cm for argon, 60 cm for krypton, and 30 cm for
xenon. The authors did not specify what the error on the extrapolation. Their extrapolations are not within error of the measured attenuation lengths of Ishida et al [122] for liquid argon (66 cm) and krypton. The extrapolated Rayleigh scattering length uncertainty was within the measured values for xenon. However a different method of extrapolation was used for xenon. In the case of xenon, both liquid and gaseous measurements were to obtain a value. In the case of argon and krypton, Seidel et al [104] used data from from Bideu-Mehu et al [130] to extrapolate the dielectric constant at the scintillation wavelengths. Bideu-Mehu measured the index of refraction of argon, xenon, krypton, and neon gases at 275 K between the wavelength of 250 nm and 140 nm [130]. These values were fit using the simplified Sellmeier equation for gasses for the relationship between the index of refraction and wavelength. The simplified Sellmeier equation for gasses is:

\[
\frac{1}{n} = \frac{1}{N} \frac{e^2}{8\pi^2\epsilon_0 mc^2} \sum f_i \frac{1}{\lambda_i - \lambda^2},
\]

where \( n \) is the index of refraction, \( N \) is the number density of atoms or molecules, \( e \) and \( m \) are the charge and mass of the electron, \( \epsilon_0 \) is the vacuum permittivity, \( \lambda \) is the wavelength, \( \lambda_i \) is a resonance wavelength and \( f_i \) is the Sellmeier coefficient found experimentally that corresponds to the resonance wavelength. Seidel et al did not calculate temperature dependence and made an adjustment for the density change from gas to liquid. The reasoning for including the temperature was based on the research done by Achtermann et al [131]. This study looked at the Clausius-Mossotti equation for the dielectric constants for gasses.

The Clausius-Mossotti equation for the dielectric constant in gases of low density is

\[
\frac{\epsilon - 1}{\epsilon + 2} = \frac{4\pi N a a_0}{M} \rho
\]
where \( \alpha_0 \) is the polarizability, \( N_a \) is Avagadro’s number and \( M \) is the atomic mass. This is similar to the Sellmeier equation shown previously, but is used to determine the relationship between dielectric constant instead of refractive index. At higher densities the interatomic interactions can influence the polarizability of the atom, Equation 3.6 is no longer correct and can be expressed as the following expansion

\[
\frac{\epsilon - 1}{\epsilon + 2} = A_\epsilon(\omega) \rho + B_\epsilon(\omega, T) \rho^2 + C_\epsilon(\omega, T) \rho^3 + ..., \tag{3.7}
\]

where \( A, B, C, \) etc. are the dielectric coefficients. These coefficients have been measured in noble gasses at room temperature in the visible light range by Achtermann et al. [134] and it was found that under these conditions that the second and third dielectric coefficients are small enough to be negligible. Seidel et al. [104] extrapolated these coefficients down to a liquid density and determined that even in a liquid the second and third dielectric coefficients were sufficiently small enough to neglect and did not include a temperature dependence in the extrapolations. Using this method Seidel extrapolated an index of refract of 1.37 in argon and 1.50 in krypton and a Rayleigh scattering length of 90 cm in argon and 60 cm in krypton. The uncertainty on this extrapolation was not reported in the paper [104].

3.5 Method

The updated calculation utilizes the valued recorded by [1] taken under the same thermal and state conditions and described previously in the chapter. In the case of the liquid state, it was to verify or dispute previous measurements or extrapolations, in the case of the solid state, it was to provide the first numbers for index of refraction and Rayleigh scattering for this state. This was done using the following Sellmeier dispersion relation
In this case \( a_0 \) is a Sellmeier coefficient that accounts for the effect of UV resonances not included in the sum and \( a_i \) are the Sellmeier coefficients that correspond to the \( i^{th} \) resonances. The Sellmeier dispersion equation was derived from the Lorentz-Lorenz equation \[107\]. The data from Sinnock and Smith was fit using the first UV and IR resonance wavelength for each element. The wavelengths of the data fall between these resonance peaks (as seen in Table 3.2) so these will have the most influence on the fit. The fit equation used was

\[
n^2 = a_0 + \sum_i \frac{a_i \lambda^2}{\lambda^2 - \lambda_i^2} \tag{3.8}
\]

where \( \lambda_{UV} \) corresponds to the closest or first UV resonance and \( \lambda_{IR} \) corresponds to the closest or first IR resonance. The wavelengths measured were used to determine the values of \( a_0 \), \( a_{UV} \), and \( a_{IR} \).

The data used for the fit was taken by Sinnock and Smith. The error reported in their original work was \( \pm 0.5\% \) \[128\] on the index of refraction, though the authors state that this was a conservative value \[1\]. This data can be seen in Tables A.1 - A.2 in Appendix A.

<table>
<thead>
<tr>
<th>Element</th>
<th>UV Resonance ( \lambda ) (nm)</th>
<th>IR Resonance ( \lambda ) (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argon</td>
<td>106.6</td>
<td>908.3</td>
</tr>
<tr>
<td>Xenon</td>
<td>146.9</td>
<td>827.0</td>
</tr>
<tr>
<td>Krypton</td>
<td>123.6</td>
<td>965.3</td>
</tr>
</tbody>
</table>

Table 3.2: The resonance wavelengths of argon \[135\] \[136\], xenon \[130\] \[136\], and krypton \[130\] \[136\].
3.5. METHOD

3.5.1 Extrapolation Error Calculations and Fit Verification

The error on the extrapolation was calculated using,

\[ \sigma_f^2 = G^T V G, \]  \hfill (3.10)

where \( \sigma_f^2 \) is the variance in the function \( f \) with parameters \( n \) parameters, \( V \) is the covariance matrix and \( G \) is the matrix of first derivatives \[137\].

Solovov et al \[129\] measured the index of refraction of the scintillation wavelength of liquid xenon at the triple point. The liquid triple point data from \[1\] was fit with Equation \[3.9\] and used this fit to extrapolate to the scintillation wavelength. This extrapolation was verified by comparing the extrapolated value to the value measured by Solovov. The fit from the Sinnock data agree well with the measured value taken by Solovov. This can be be seen in Figure \[3.1\].
3.5. METHOD

Figure 3.1: Sinnock data [1] with fit and Solovov [129] point. The x axis is wavelength in nanometers (nm) and the y axis is index of refraction. The line is the extrapolation and points correspond to data points.

The was redone to included the points from Sinnock and the point from Solovov. This was done to improve the accuracy of the function. These fit lines can be seen in Figure 3.3.
Figure 3.2: Sellmeier Fit with Sinnock data points only compared to fit with Sinnock (data shown in Table A.3) and Solovov data points. The x axis is wavelength in nanometers (nm) and the y axis is index of refraction. The red line is the Sellmeier equation extrapolation using Sinnock data only. The blue line is the Sellmeier extrapolation using both the Sinnock data point and the Solovov data point. Both fit lines have error, but the error on the blue line is too small to be seen on this plot.

Figure 3.3: The percent difference between fit using Sinnock data points only and Sinnock and Solovov data points.
This validation test in liquid xenon is an indicator that fitting the data from Sinnock and Smith [1] with Equation 3.9 is effective in extrapolating the index of refraction from the measurements in 660 - 350 nm to the scintillation wavelengths.

3.6 Results

3.6.1 Sellmeier Coefficients

The first step in analyzing the data from Sinnock and Smith [1] was to fit with Equation 3.9 and find the Sellmeier coefficients. (This data can be found in Table A.3 in the Appendix.) These will be useful in determining the index of refraction at any wavelength between the UV and IR resonances. The results of this fit can be found in Tables 3.3 - 3.5. In the case of liquid xenon at the triple point, the point from Solovov et al. [129] (shown in Figure 3.1) was included in the fit to improve the accuracy of the coefficients at this temperature.
<table>
<thead>
<tr>
<th>T (K)</th>
<th>$a_0$</th>
<th>$a_{UV}$</th>
<th>$a_{IR}$</th>
<th>$\chi^2$/ndf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.4±0.1</td>
<td>0.29±0.09</td>
<td>0.001±0.007</td>
<td>0.005/5</td>
</tr>
<tr>
<td>30</td>
<td>1.4±0.1</td>
<td>0.30±0.09</td>
<td>0.0005±0.007</td>
<td>0.005/5</td>
</tr>
<tr>
<td>40</td>
<td>1.3±0.1</td>
<td>0.30±0.09</td>
<td>0.0007±0.007</td>
<td>0.006/5</td>
</tr>
<tr>
<td>50</td>
<td>1.4±0.1</td>
<td>0.27±0.09</td>
<td>0.002±0.007</td>
<td>0.007/5</td>
</tr>
<tr>
<td>60</td>
<td>1.3±0.1</td>
<td>0.29±0.09</td>
<td>0.001±0.007</td>
<td>0.001/5</td>
</tr>
<tr>
<td>70</td>
<td>1.3±0.1</td>
<td>0.21±0.09</td>
<td>0.001±0.007</td>
<td>0.001/5</td>
</tr>
<tr>
<td>80</td>
<td>1.3±0.1</td>
<td>0.29±0.09</td>
<td>0.001±0.007</td>
<td>0.001/5</td>
</tr>
<tr>
<td>83.81</td>
<td>1.3±0.1</td>
<td>0.29±0.09</td>
<td>0.0009±0.007</td>
<td>0.004/5</td>
</tr>
<tr>
<td>Liquid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>83.81</td>
<td>1.243±0.09</td>
<td>0.27±0.09</td>
<td>0.0005±0.007</td>
<td>0.003/5</td>
</tr>
<tr>
<td>86</td>
<td>1.238±0.09</td>
<td>0.27±0.09</td>
<td>0.0008±0.007</td>
<td>0.003/5</td>
</tr>
<tr>
<td>88</td>
<td>1.234±0.09</td>
<td>0.27±0.09</td>
<td>0.0008±0.007</td>
<td>0.003/5</td>
</tr>
<tr>
<td>90</td>
<td>1.261±0.09</td>
<td>0.24±0.09</td>
<td>0.002±0.007</td>
<td>0.025/5</td>
</tr>
</tbody>
</table>

Table 3.3: Argon Sellmeier coefficients found by fitting the data (Table A.3 in Appendix) from Sinnock and Smith [1].
### 3.6. RESULTS

<table>
<thead>
<tr>
<th>T (K)</th>
<th>$a_0$</th>
<th>$a_{UV}$</th>
<th>$a_{IR}$</th>
<th>$\chi^2$/ndf</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Solid</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>1.6±0.3</td>
<td>0.6±0.2</td>
<td>0.001±0.03</td>
<td>0.0052/8</td>
</tr>
<tr>
<td>90</td>
<td>1.6±0.3</td>
<td>0.6±0.2</td>
<td>0.0009±0.03</td>
<td>0.0050/8</td>
</tr>
<tr>
<td>100</td>
<td>1.7±0.3</td>
<td>0.6±0.2</td>
<td>0.0009±0.03</td>
<td>0.0058/8</td>
</tr>
<tr>
<td>110</td>
<td>1.6±0.3</td>
<td>0.6±0.2</td>
<td>0.001±0.03</td>
<td>0.0050/8</td>
</tr>
<tr>
<td>120</td>
<td>1.5±0.3</td>
<td>0.6±0.2</td>
<td>0.0009±0.03</td>
<td>0.0051/8</td>
</tr>
<tr>
<td>130</td>
<td>1.5±0.3</td>
<td>0.6±0.2</td>
<td>0.001±0.03</td>
<td>0.0063/8</td>
</tr>
<tr>
<td>140</td>
<td>1.5±0.2</td>
<td>0.6±0.2</td>
<td>0.0009±0.03</td>
<td>0.0066/8</td>
</tr>
<tr>
<td>150</td>
<td>1.5±0.2</td>
<td>0.6±0.2</td>
<td>0.0008±0.03</td>
<td>0.0056/8</td>
</tr>
<tr>
<td>162.35</td>
<td>1.5±0.2</td>
<td>0.6±0.2</td>
<td>0.0008±0.03</td>
<td>0.0057/8</td>
</tr>
<tr>
<td><strong>Liquid</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>162.35*</td>
<td>1.536±0.02</td>
<td>0.380±0.01</td>
<td>0.00856±0.01</td>
<td>0.0040/8</td>
</tr>
<tr>
<td>166</td>
<td>1.4±0.2</td>
<td>0.4±0.2</td>
<td>0.001±0.02</td>
<td>0.0094/8</td>
</tr>
<tr>
<td>170</td>
<td>1.4±0.2</td>
<td>0.4±0.2</td>
<td>0.002±0.02</td>
<td>0.011/8</td>
</tr>
<tr>
<td>174</td>
<td>1.4±0.2</td>
<td>0.4±0.2</td>
<td>0.002±0.02</td>
<td>0.010/8</td>
</tr>
<tr>
<td>178</td>
<td>1.4±0.2</td>
<td>0.4±0.2</td>
<td>0.002±0.02</td>
<td>0.093/8</td>
</tr>
</tbody>
</table>

Table 3.4: Xenon Sellmeier coefficients found by fitting the data (Table A.3 in Appendix) from Sinnock and Smith [1]. *This Fit includes the point from [129]. Including this point improves the error on the fit by a factor of 10.
3.6. RESULTS

<table>
<thead>
<tr>
<th>T (K)</th>
<th>$a_0$</th>
<th>$a_{UV}$</th>
<th>$a_{IR}$</th>
<th>$\chi^2$/ndf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>1.5±0.1</td>
<td>0.4±0.1</td>
<td>0.004703±0.01</td>
<td>0.06/5</td>
</tr>
<tr>
<td>75</td>
<td>1.5±0.1</td>
<td>0.4±0.1</td>
<td>0.004693±0.01</td>
<td>0.06/5</td>
</tr>
<tr>
<td>85</td>
<td>1.4±0.1</td>
<td>0.4±0.1</td>
<td>0.004140±0.01</td>
<td>0.09/5</td>
</tr>
<tr>
<td>95</td>
<td>1.4±0.1</td>
<td>0.4±0.1</td>
<td>0.004479±0.01</td>
<td>0.09/5</td>
</tr>
<tr>
<td>105</td>
<td>1.4±0.1</td>
<td>0.4±0.1</td>
<td>0.004531±0.01</td>
<td>0.08/5</td>
</tr>
<tr>
<td>115.95</td>
<td>1.4±0.1</td>
<td>0.4±0.1</td>
<td>0.004214±0.01</td>
<td>0.06/5</td>
</tr>
<tr>
<td>Liquid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>115.95</td>
<td>1.4±0.1</td>
<td>0.28±0.08</td>
<td>0.004±0.01</td>
<td>0.05/5</td>
</tr>
<tr>
<td>118</td>
<td>1.4±0.1</td>
<td>0.28±0.094</td>
<td>0.004±0.01</td>
<td>0.05/5</td>
</tr>
<tr>
<td>122</td>
<td>1.4±0.1</td>
<td>0.28±0.09</td>
<td>0.004±0.01</td>
<td>0.06/5</td>
</tr>
<tr>
<td>126</td>
<td>1.4±0.1</td>
<td>0.28±0.09</td>
<td>0.004±0.01</td>
<td>0.07/5</td>
</tr>
</tbody>
</table>

Table 3.5: Krypton Sellmeier coefficients found by fitting the data (Table A.3 in Appendix) from Sinnock and Smith [1].

3.6.2 Index of Refraction and Rayleigh Scattering Lengths

The Sellmeier coefficients obtained by fitting the data from Sinnock and Smith [1] were then used to extrapolate the index of refraction and Rayleigh scattering length at the scintillation wavelengths. The extrapolations are graphically depicted in Figures 3.5 - 3.7. In the graphs of the index of refraction, the original data points from [1] are included. In the case of xenon, only the values for solid xenon were extrapolated since the values for liquid xenon have already been measured.
### 3.6. RESULTS

<table>
<thead>
<tr>
<th>T (K)</th>
<th>n</th>
<th>l (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.52±0.07</td>
<td>149±4</td>
</tr>
<tr>
<td>30</td>
<td>1.53±0.07</td>
<td>97±10</td>
</tr>
<tr>
<td>40</td>
<td>1.52±0.074</td>
<td>75±8</td>
</tr>
<tr>
<td>50</td>
<td>1.51±0.07</td>
<td>67±7</td>
</tr>
<tr>
<td>60</td>
<td>1.51±0.07</td>
<td>53±5</td>
</tr>
<tr>
<td>70</td>
<td>1.51±0.07</td>
<td>47±5</td>
</tr>
<tr>
<td>80</td>
<td>1.50±0.07</td>
<td>42±4</td>
</tr>
<tr>
<td>83.81</td>
<td>1.50±0.07</td>
<td>40±4</td>
</tr>
<tr>
<td>Liquid</td>
<td></td>
<td></td>
</tr>
<tr>
<td>83.81</td>
<td>1.46±0.07</td>
<td>55±5</td>
</tr>
<tr>
<td>86</td>
<td>1.45±0.07</td>
<td>54±5</td>
</tr>
<tr>
<td>88</td>
<td>1.45±0.07</td>
<td>54±5</td>
</tr>
<tr>
<td>90</td>
<td>1.43±0.07</td>
<td>62±6</td>
</tr>
</tbody>
</table>

Table 3.6: Solid and liquid argon index of refraction and Rayleigh scattering length extrapolations at the scintillation wavelength. This uses the densities as given by Sinnock and Smith [1] were used to calculate the Rayleigh scattering length. 83.81 K is the argon triple point.

![Index of Refraction Graph](image)

Figure 3.4: The index of refraction for argon extrapolation. The x axis is wavelength in nanometers (nm) and the y axis is index of refraction. A dashed line is placed at 128 nm, the scintillation wavelength of Argon.
3.6. RESULTS

Figure 3.5: The Rayleigh scattering length of argon extrapolation. The x axis is wavelength in nanometers (nm) and the y axis is Rayleigh scattering length in centimeters. A dashed line is placed at 128 nm, the scintillation wavelength of Argon.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>n</th>
<th>( l ) (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid</td>
<td></td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>1.67±0.09</td>
<td>41±4</td>
</tr>
<tr>
<td>75</td>
<td>1.67±0.09</td>
<td>37±4</td>
</tr>
<tr>
<td>85</td>
<td>1.67±0.08</td>
<td>32±4</td>
</tr>
<tr>
<td>95</td>
<td>1.66±0.08</td>
<td>30±3</td>
</tr>
<tr>
<td>105</td>
<td>1.66±0.08</td>
<td>28±3</td>
</tr>
<tr>
<td>115.95</td>
<td>1.65±0.08</td>
<td>26±4</td>
</tr>
<tr>
<td>Liquid</td>
<td></td>
<td></td>
</tr>
<tr>
<td>115.95</td>
<td>1.54±0.08</td>
<td>48±5</td>
</tr>
<tr>
<td>118</td>
<td>1.55±0.08</td>
<td>48±5</td>
</tr>
<tr>
<td>122</td>
<td>1.53±0.07</td>
<td>47±4</td>
</tr>
<tr>
<td>126</td>
<td>1.53±0.07</td>
<td>46±4</td>
</tr>
</tbody>
</table>

Table 3.7: Solid and liquid krypton index of refraction and Rayleigh scattering length extrapolations at the scintillation wavelength. This uses the densities as given by Simmock and Smith [11] were used to calculate the Rayleigh scattering length. 115.95 K is the krypton triple point.
Figure 3.6: The index of refraction for krypton extrapolation. The x axis is wavelength in nanometers (nm) and the y axis is index of refraction. A dashed line is placed at 147 nm, the scintillation wavelength of krypton.
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Figure 3.7: The Rayleigh scattering length of krypton extrapolation. The x axis is wavelength in nanometers (nm) and the y axis is the Rayleigh scattering length in centimeters (cm). A dashed line is placed at 147 nm, the scintillation wavelength of krypton.
### Table 3.8: Solid and liquid xenon index of refraction and Rayleigh scattering length extrapolations at the scintillation wavelength.

This uses the densities as given by Sinnock and Smith [1] were used to calculate the Rayleigh scattering length. 162.35 $K$ is the argon triple point.

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$n$</th>
<th>$l$ (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid 80</td>
<td>1.90±0.03</td>
<td>25±2</td>
</tr>
<tr>
<td>90</td>
<td>1.90±0.04</td>
<td>23±2</td>
</tr>
<tr>
<td>100</td>
<td>1.89±0.04</td>
<td>21±1</td>
</tr>
<tr>
<td>110</td>
<td>1.89±0.04</td>
<td>19±1</td>
</tr>
<tr>
<td>120</td>
<td>1.89±0.04</td>
<td>18±1</td>
</tr>
<tr>
<td>130</td>
<td>1.88±0.03</td>
<td>17±1</td>
</tr>
<tr>
<td>140</td>
<td>1.88±0.03</td>
<td>16±1</td>
</tr>
<tr>
<td>150</td>
<td>1.87±0.03</td>
<td>15±1</td>
</tr>
<tr>
<td>162.35</td>
<td>1.87±0.03</td>
<td>14±1</td>
</tr>
<tr>
<td>Liquid</td>
<td>162.35</td>
<td>1.69±0.04</td>
</tr>
<tr>
<td>166</td>
<td>1.69±0.03</td>
<td>35±2</td>
</tr>
<tr>
<td>170</td>
<td>1.68±0.03</td>
<td>36±2</td>
</tr>
<tr>
<td>174</td>
<td>1.68±0.03</td>
<td>35±2</td>
</tr>
<tr>
<td>178</td>
<td>1.67±0.03</td>
<td>35±2</td>
</tr>
</tbody>
</table>

### Figure 3.8: The index of refraction for xenon extrapolation.

The x axis is wavelength in nanometers (nm) and the y axis is index of refraction. A dashed line is placed at 178 nm, the scintillation wavelength of xenon.

---

[1] Sinnock and Smith
3.7 Discussion

Large liquid noble detectors rely on precise optical information for event reconstruction. In the case of liquid argon there is a discrepancy between the measured value and Seidel et al’s extrapolated value. However, the extrapolation done by Seidel et al [104] was done over a 200 $K$ temperature change and a phase transition. The extrapolation using the data from Sinnock et al [1] extrapolated the wavelength dependency through argon at constant temperature and state. The extrapolated Rayleigh scattering length of liquid argon at 88 $K$ is 54±5cm. This is closer to the value measured by Ishida et al [122] than the extrapolated value by Seidel et al [104] as seen in Table 7.1. The extrapolated value is within error the value measured in situ by ArDM in 2016 [133]. The accuracy of the extrapolation method was tested against a measured point in xenon and the value was
### Table 3.9

<table>
<thead>
<tr>
<th>Element</th>
<th>n</th>
<th>Previous Calculation</th>
<th>Previous Measurement</th>
<th>l (cm)</th>
<th>Updated Analysis</th>
<th>Previous Calculation</th>
<th>Previous Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid Argon</td>
<td>1.45 ± 0.07</td>
<td>1.37</td>
<td>N/A</td>
<td>55±5</td>
<td>66 ± 3</td>
<td>90</td>
<td>82 ± 4</td>
</tr>
<tr>
<td>Liquid Krypton</td>
<td>1.54 ± 0.08</td>
<td>1.51</td>
<td>N/A</td>
<td>58±5</td>
<td>82 ± 4</td>
<td>60</td>
<td>29 ± 2</td>
</tr>
<tr>
<td>Liquid Xenon</td>
<td>1.73 ± 0.03</td>
<td>1.68</td>
<td>1.69±0.02</td>
<td>26±2</td>
<td>N/A</td>
<td>30</td>
<td>N/A</td>
</tr>
<tr>
<td>Solid Argon</td>
<td>1.50 ± 0.07</td>
<td>N/A</td>
<td>N/A</td>
<td>40±4</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Solid Krypton</td>
<td>1.65 ± 0.08</td>
<td>N/A</td>
<td>N/A</td>
<td>26 ± 4</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Solid Xenon</td>
<td>1.87 ± 0.03</td>
<td>N/A</td>
<td>N/A</td>
<td>14±1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

This is a summary of the results of extrapolations made by fitting the Sinnock data at the triple point with the Sellmeier equation. Both the liquid and solid triple point values are included. These values are compared with previous calculations and measurements. The previous index of refraction and Rayleigh scattering length calculation come from [104]; error bars were not included in the original work. The previous argon scattering length measurements come from [120] and the previous xenon index of refraction measurement is from [129].

predicted within experimental error.

The krypton extrapolation is not within error of either the measurement by Ishida et al [122] or the extrapolation by Seidel et al [104] as shown in Table 7.1. This could be for a number of reasons. In Ishida et al’s method there were technical issue with the scintillation beam during the krypton measurements. Also, in the Sinnock and Smith measurements, the authors noted anomalies in the krypton measurements which may have been related to the quality of the krypton used. The issues with krypton in the Sinnock and Smith measurement were discussed in greater detail in a thesis document on the experiment [128], but were not added to the error in the final paper with no explanation given as to the motivation behind this omission. Further measurements on krypton will need to be made in order resolve this matter.

The data taken by Sinnock et al. [1] also gave us the opportunity to produce values for the index of the refraction and Rayleigh scattering lengths of solid argon and xenon.
at different temperatures at the scintillation wavelengths. These values may be useful in future detectors or experiments that take advantage of the scintillation properties of these elements in a solid state. All of the results for the index of refraction and Rayleigh scattering length are collected in Table 7.1.
Chapter 4

Test Stand Design and Construction

Scientific progress is the discovery of a more and more comprehensive simplicity... The previous successes give us confidence in the future of science: we become more and more conscious of the fact that the universe is cognizable. - Monsignor Georges Lemaitre

4.1 Introduction

This chapter describes the development of the Rayleigh scattering experimental concept as the construction of a test stand. The test stand was developed using simulations of potential test stand geometry models. The results of which were implemented into the design decisions for the detector stand.

The concept for Rayleigh scattering experiment is to have a long tube of liquid argon with a photon detector at one end. The argon will be scintillated a different lengths from the photon detector and the number photons that arrive at the photon detector will scale as function of the solid angle,

\[ I_\Omega(x) = I_0 \left( \frac{d}{x} \right)^2, \quad (4.1) \]
where \( I_\Omega \) is number of photons detected by the photon detector as a result of solid angle, \( I_0 \) is the number of photons produced at the scintillation event, \( x \) is the distance of of the scintillation event from the photon detector and \( d \) is the diameter of the tube. This relationship can easily be calculated and modeled. Furthermore, the number of photons detected should scale as a function of attenuation length, or Beer-Lambert Law \[138\][139],

\[
I_i(x) = e^{-x/l},
\] (4.2)

where \( I_i \) is \( x \) is the distance of the scintillation length from the photon detector as result of Rayleigh scattering length and \( l \) is the Rayleigh scattering length. The photon count will also be impacted by the optical properties of the materials and components used in the measurement. This includes the efficiency of detectors and the transmission of any windows used. This is described by:

\[
I(x) = I_0 \left( \frac{d}{x} \right)^2 e^{-x/l},
\] (4.3)

For simplification, we let

\[
A = I_0 d^2,
\] (4.4)

since \( I_0 d^2 \) are constants for each measurement. Thus, the fraction of photons detected as a function of scintillation distance from the photon detector is described as

\[
I(x) = \left( \frac{A}{x^2} \right) e^{-x/l}.
\] (4.5)

This starting point in the detector design. The chapter describes the process for designing a geometric model used as a guide to construct a test stand. The discussion
of the geometric model is followed by a description of the scattering test stand built at RHUL.

4.2 Test Stand Development: Physical Detector & GEANT4 Geometric Model

4.2.1 Internal Vessel

The internal vessel (IV) is constructed of copper and is 150 cm in length. The internal diameter is 5.83 cm. One end of the IV, there is an MDC conflat flange \[140\] with a window installed so that the scintillation light can pass through to be detected by the PMT. At the other end, there is second MDC conflat flange \[140\] which connected to a stainless steel tube. This was used in the experiment for fridge and vacuum components. This tube is 1.84 cm in length and has an internal diameter of 3.33 cm. The geometric model is shown in Figure 4.1

![Figure 4.1: A visual representation of the simplest GEANT4 geometry model used to test the experimental concept. CF flanges(1), a stainless steel tube containing (2), a copper tube containing liquid argon (3), a TBP coated acrylic window coupled to a sapphire viewport (4), and a PMT (5).](image)

When the physical vessel was installed it was wrapped in 7 layers of super insulation to maintain a constant temperature. Attached to the copper inner vessel was a stainless steel T section in which the pipes for the argon gas and vacuum system were attached. The inner vessel was supported inside of the outer steel vessel using a vacuum compatible resin collar and nylon strews. This was done to minimize conductive thermal contact with the outer vessel. An image of the physical inner vessel is shown in Figure 4.2
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Figure 4.2: An image of the inner vessel before it was installed in the outer vessel. It is attached to vacuum system.

Window

An acrylic window, 4.9 cm in diameter, is coated with tetra-phenyl butadiene (TPB, C_{28}H_{22}) wavelength shifter, which serves to shift the VUV light generated by argon scintillation to 420 nm [141]. This is then coupled with a sapphire window viewport [142]. A sapphire window was chosen since it can withstand greater pressures than a glass window [143]. The transmission of a sapphire window is around 85% for 420 nm light (see Figure 4.3), as compared to 92% for a glass window.
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Figure 4.3: This a plot showing the transmission curve of the sapphire window. The x axis is light wavelength in microns and the y axis is percent transmission. Line 2 corresponds the the sapphire used in the experiment.

The light generated in the detector would reach the TPB coating first. This shifts the wavelength to 420 nm through re-emission. The light then travels through the acrylic window, followed by the sapphire window. This light is then detected by the PMT.

The physical window used was coated using a TPB evaporation deposition system at the University of Sussex. The coating was estimated to be about 0.6 microns based on previous applications of this system. This widow was then placed against the sapphire window view port. The window used in simulation is shown in Figure 4.3.
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Figure 4.4: An image of the window. This has been coated with TPB.

Internal Coating

Black Sheet Coating One of the background concerns for the experiment was the impact of internal reflections from the inner vessel. Two types of internal coatings were modeled. A completely absorptive coating was modeled to understand the signal under zero reflection conditions. This is used as a baseline to understand the impact of the additional reflections contributed by the spectral black coating.

Spectral Black Coating The second internal coating that was modeled is spectral black, a coating manufactured by Aktar Limited [146]. Spectral black is a highly absorptive coating with a reflectance that is extrapolated to be under 2% reflectance at 128 nm wavelength and just over 2% at 420 nm as see in Figure [4.5]. It is rated for cryogenic applications, clean rooms, and does not outgas, making it suitable for the Rayleigh test stand experiment.
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Figure 4.5: A figure from Aktar website [146]. The x axis is wavelength and the y axis is percent reflection. This information was used to generate the optical properties of spectral black in the simulation. These values were extrapolated to 128 nm.

Rear Baffles

To minimize reflections from the rear of the detector two rear baffles were simulated. These baffles had a diameter of the inner vessel and were coated in spectral black. Two baffles were simulated. These were placed at 140.0 cm and 144.0 cm away from the window. One had three 0.1 cm hole and the other and four 1 cm holes, which were intentionally misaligned. Simulations were done using an isotropic photon bomb of 10 million photons placed at 145 cm away from the window and 1 cm away from the nearest baffle. The PMT in simulation did not detect any photons generated in this region. This was sufficient to implement these baffles into the design of the detector to further reduce the contribution of photons from reflection at the rear of the detector.

4.2.2 Stainless Steel Outer Vessel and External Components

The external stainless steel vessel was composed of two parts: the PMT enclosure and the IV enclosure. The diameter of the PMT enclosure is 24.8 cm. The length of this section is 50.0 cm.
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Figure 4.6: A visual representation of the simplest GEANT4 geometry model used to test the experimental concept. This is an image of the outer steel vessel. This includes stainless steel flanges (1), the stainless steel (2), the stainless steel vacuum vessel that houses the argon tube (3), the internal flange that houses the window (4), the stainless steel vacuum vessel that houses the PMT (5), and the PMT in the vacuum vessel (6). Internal photon bomb simulations were done through the length of the internal vessel.

The physical outer vessel is shown in Figure 4.7.

Figure 4.7: An image of the stainless steel outer vessel. 1 is where the PMT is located. 2 is the location of the copper tube used for the liquid argon. 3, this where the cold head for the fridge is located.
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Lead Collimators

Collimators in Simulation In order to determine where events occurred in the detector, the radioactive sources needed to be collimated with lead. These collimators were cylindrical with an opening in the middle. The diameter of the lead collimators was limited by the material available at RHUL. The overall diameter could not exceed 8.0 cm and the opening could not be less than 1.0 cm. The height of the collimators was determined using the following equation,

\[ I = I_0 e^{-\mu/\zeta t}. \]  \hspace{1cm} (4.6)

Where \( I_0 \) is the intensity of the source, \( \mu \) is the attenuation coefficient for lead for the gamma energy looked from NIST [147], \( t \) is the thickness of lead, \( \rho \) is the density of lead (11.34 g/cm\(^3\)) and \( I \) is the intensity. The values for \( \mu \) for lead can be found in Figure 4.8.
Figure 4.8: A graph of the lead attenuation coefficient as function of gamma energy from [147]. The x-axis is the coefficient and the y-axis is the energy of the gamma in MeV.

<table>
<thead>
<tr>
<th>5 cm collimator height</th>
<th>10 cm collimator height</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% Transmission</td>
</tr>
<tr>
<td>511 keV $^{22}$Na</td>
<td>$1.0 \times 10^{-2}$ %</td>
</tr>
<tr>
<td>661 keV $^{137}$Cs</td>
<td>$8.5 \times 10^{-2}$ %</td>
</tr>
<tr>
<td>1274 keV $^{22}$Na</td>
<td>3.6 %</td>
</tr>
</tbody>
</table>

Table 4.1: A table comparing the effectives of different size collimators in attenuating different gamma energies. This includes the resolution of events in the x-axis.
Collimators in Experiment  For the experiments, 6 cylindrical lead collimators were constructed. All of these were 8 centimeters in overall diameter. 5 collimators were 10 cm in length and 1 collimator was 5 cm in length. Each collimator had 1 cm diameter opening. A lead source cap was also fashioned to place on top of the collimators (Figure 4.10). This was 10 cm in length and had a $4.5 \times 4.5 \times 3.5$ cm opening for the source and tagging PMT installation. This was used to further shield background radiation from the source. For the tagging system (discussed later in the chapter), the tops of the collimators were coated in black foam (Figure 4.11). This was to prevent any light leaks for the tagging PMT.
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Figure 4.10: A close up of the collimator with the source cap.

Figure 4.11: The collimators with black foam used for a light seal. Between each collimator is a lead block to reduce background from the source.
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Lead Blocks

To prevent contamination background from using a gamma source, lead blocks were used in the simulation to attenuate radiation. In the simulation, these blocks were $50 \times 50 \times 10$ cm. These blocks were placed between the simulation collimators and on the two ends of the outer vessel. The lead used in the physical experiment was lead found in the lab. The source and purity of the lead was unknown and may have had impurities that may be altered the background reduction comparison between experiment and simulation.

4.3 Simulations in RAT

The test stand was developed through geometric modeling and simulations. The simulations were done using a custom software package called RAT. RAT is a custom software developed by Stan Seibert [148] and is used for optical simulations in DEAP/CLEAN. This software utilizes both ROOT [149] and GEANT4 [150].

Simulations followed a basic format; a simulation of events was done a different lengths along the detector and the number of photons detected by the photon detector were analyzed. In simulations, different types of simulated events were used. A simulation event a single particle in simulation (e.g. photon, gamma, beta, etc.).

4.3.1 Simulation Argon

In order to do simulation effectively, the optics for three different argon’s were written. The difference between these three simulation mediums was the optical scattering length. This was done using equation 4.2. Simulated argon was developed with three scattering lengths: 66 cm, 90 cm, and zero scattering. These were chosen to reflect the previous measurement [120] and extrapolation [104], at the time of simulation. The zero scattering
Isotropic Photon Bombs  Detector models were tested using an ideal physics simulation. This consists of generating isotropic photons generating from a single point. These are called photon bombs in the RAT simulations. These use a predetermined wavelength. In simulations, the wavelength typically used was 128 nm, the argon scintillation light wavelength. Simulations were sometimes done using a wavelength of 420 nm, the peak wavelength for the PMT. In most simulations, each photon bomb consisted of 10,000 photons. This would be repeated a number of times according to the desired statistics needed. These simulations were used to understand the detector geometry and in studies of optical tracking.

Isotropic Gamma Sources  The most realistic simulations were done using isotropic gamma simulations. These model sources most accurately. It consists of gammas being generated isotropically from a single point. These were used in simulations with the lead collimators.

4.3.2 Detecting Signal in Simulation

PMT  The output of the simulations was detected by a PMT generated within the geometric model. This PMT can be found in Figure 4.5 and was based on the specs of a Hammatsu R6091. The PMT in simulation had a diameter of 7.60 cm. The quantum efficiency in simulation was 32%.

In simulation, photoelectrons were counting using the following method. The charge on the PMT was recorded. This reading was converted to photoelectrons using the charge conversion listed for the PMT model. In the case of the Hammatsu R6091, the conversion
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\[ 1PE = 0.8pC. \] \hspace{1cm} (4.7)

4.3.3 Scattering Simulations

The next test in simulation was to see the scattering length simulated could be recovered. Simulations were done using all three simulation argon settings. A cursory background subtraction was done by using the infinite scattering condition. For both the 90 cm scattering condition and the 66 cm scattering condition, the scattering length input was recovered by fitting the results with Equation 4.5. This can be seen in Figure 4.12 and 4.13.

Figure 4.12: Simulation using argon with 66 cm scattering length. The x axis is position in cm and the y axis is the integral value of PE/s. This has been fit with Equation 4.5.
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Distance from Window in Millimeters

200  400  600  800  1000  1200

Ratio (90cmPE)/(No Rayleigh PE)

0.2  0.4  0.6  0.8  1.0

/ ndf

χ² / ndf 33.46 / 43
Prob 0.8516
A 0.04293 ± 1.079
I 99.73 ± 925.1

Figure 4.13: Simulation using argon with 90 cm scattering length. The x axis is position in cm and the y axis is the integral value of PE/s. This has been fit with equation 4.5.

4.3.4 Front Aperture

Front Aperture Simulation Study

An additional study that was conducted compared the percent reflection with spectral black coating as a function of aperture size. This was done to test methods of further reducing photons detected via material reflection. Apertures of sizes 4.0 cm, 2 cm, 1 cm, 0.5 cm, and 0.1 cm were used. In this study 10 million isotropic photons were simulated 50.0 cm away from the window. The path of the photons detected by the PMT in simulation were tracked. The percentage of photons that reached the window in the black sheet condition was compared to the number of photons that reached the window the spectral black setting. In black sheet, all photons on arriving at the window should be absorbed.
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No photons should arrive at the window via reflection. Therefore additional photons in the spectral black condition could be attributed to reflection at the baffle. The results are found Table 4.2.

<table>
<thead>
<tr>
<th>Front Aperture Size (cm)</th>
<th>Black Sheet Photons</th>
<th>Spectral Black Photons</th>
<th>Percent Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>4*</td>
<td>4376</td>
<td>4591</td>
<td>4.9%</td>
</tr>
<tr>
<td>2*</td>
<td>1122</td>
<td>1154</td>
<td>2.9%</td>
</tr>
<tr>
<td>1</td>
<td>286</td>
<td>293</td>
<td>2.4%</td>
</tr>
<tr>
<td>0.5</td>
<td>64</td>
<td>63</td>
<td>-1.6%</td>
</tr>
<tr>
<td>0.1</td>
<td>2</td>
<td>2</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 4.2: 10 million isotropic photons were simulated at a 50.0 cm distance from the window using different front aperture sizes and absorptive coatings. Black sheet is completely absorbing and spectral black is mostly absorbing. The number of photons counted are the number that have reached the window. *These are the baffle sizes used in the actual experiment.

For this study, it was determined that a 4.0 cm baffle could have as much as 5% of the photons from reflection, a 2.0 cm baffle might detect as many as 3% of photons from reflection and a baffle of 0.5 cm would minimize the percentage of photons reflected via reflection to a statistically insignificant number.

4.3.5 Front Aperture in Experiment

Three copper apertures were used throughout the experiment. The diameter sizes are as follows, 4.0 cm, 0.2 cm, and 0.5 cm. All of these apertures were coated in spectral black. This was done by folding the black foil around the apertures. An example apertures can be see in Figures 4.15 and 4.14. The folds of spectral black were then used to secure the
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The following section goes through the various sensors used within the experiment as well as the method of data acquisition.

4.4.1 Sensors

LakeShore germanium [151] temperature sensors were placed at three places on the outside of the inner vessel. One temperature sensor was placed 4cm away from the window on the outside of the copper tube. A second temperature sensor was placed in the middle of the copper tube. (This temperature sensor failed after the first argon fill.) The third sensor was placed at the far end of the internal vessel. A fourth sensor was mounted to the second stage of the refrigerator. These were monitored by a Lakeshore model 218 temperature monitor [152] as well as the slow control. The sensors were accurate with 0.001 of a degree
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K [151]. A conductive level sensor meter was placed at the far end of the inner vessel to monitor the argon fills and the level of liquid argon throughout the data acquisition process. A hornet pressure monitoring system was used to measure the vacuum pressure.

4.4.2 Slow Control

To monitor the system, a computer interface slow control was used, which could also be accessed remotely. The slow control kept a log of the temperature, pressure, level meter, vacuum pressures, as well as the state of the cryocooler throughout measurements. The DCDAQ code was used to write the average pressure and temperature from a data run to a root file using the data stored in the slow control. The temperature of the refrigerator stage could be controlled via slow control. The cryogenic pump could also be turned off remotely via the slow control.

4.4.3 Argon

The argon used for the experiment had a quality rating of N6.0 (99.9999%) [153]. It was further purified by passing through a Saes MonoTorr heated getter [81], pictured in Figure 4.16. The getter removes H$_2$O, O$_2$, CO, CO$_2$, H$_2$, N$_2$, and hydrocarbons to less than 1 parts per billion. The cleanliness of the argon used in the experiment was verified using the triplet lifetime shown in Chapter 5.
Gas Handling System

A gas handling system was designed for this experiment. This system incorporated methods to clean the argon. It is designed both to fill chamber with argon and to remove the gaseous argon. (Argon flushes were used as part of the filling procedures and the argon was removed via this system in the final decommissioning.) It was also designed to pass the argon through a chiller, when in cool down mode. This began the liquefaction of the argon. The system is detailed in Figure 4.17.

The gas flow into the detector was as follows. The valve to the gas container was opened and the argon was released into the manifold. The pressure on the manifold was monitored by a gas gauge and kept at 1 bar. A valve was located after the manifold to release the gas into part of the copper gas line. The gas was released further into the gas
line by a second valve. A third valve was located before the Saes MonoTorr heated gas getter [81]. This released the gas into the getter for further purification. A fourth valve was located after the getter. This released the gas into the final line before entering the vessel. The final valve released the gas into the inner vessel.

Figure 4.17: Schematic diagram of the gas handling system. The red arrows indicate the direction of flow when the gas is turned on and the vacuum is off. When the argon gas is on valves V1- V4, and V8 are turned on and valves V4-V7 are turned off. The blue arrows indicate the direction of flow when the gas is off and the vacuum is off. When the vacuum is on valves V4-V8 are turned on, and valves V1-V4 are off. Valve V1 is a part of BOC cylinder manifold [154]. Valves V2 - V8 are Swagelok ball valves [155].
For each argon fill, the detector was filled first with warm, room temperature argon gas until the internal pressure reached 1 bar. This gas was then vacuum purged until the internal pressure was $10^{-3}$ bar. This process was repeated 6 times for each fill. We called this procedure a warm flush. The purpose of this was to scrub the detector and reduce impurities. After the warm flush, the cryocooler was turned on to begin the cool down.

4.4.4 Fridge and Cryogenics

A Cryomech fridge and cold head was used to chill the argon. The inner vessel was attached to the cold head using thermally conductive copper braid. A schematic of the cold head can be found in image 4.19. This copper braid was on the far end the detector...
The argon in the system was liquified using the following steps. Following the warm flush, the inner vessel was filled with 1 bar of room temperature argon (277 K). The heater temperature was then set at 150 K. The system was then allowed to thermally stabilize. Following this, the temperature on the heater was dropped in 10 degree increments until the cold head end of the inner vessel was a temperature of 120K. At this point more...
argon was added to the system until the inner vessel was at 1 bar of pressure. The heater was then gradually brought down in temperature. More argon was added throughout the process to keep the pressure at around 1 bar. Once the temperature sensors on both ends of the inner vessel read the same temperature, this signified that the argon had liquified. A cold flush of the system was then performed 7 times to remove any impurities in the cool down. The argon was set to flow into the detector. The pressure on the argon flow line was kept at 1 atm.

4.4.5 PMT’s

Argon PMT

The PMT installed in the OV is a Hamamatsu R6901 Mod [157]. The R6901 window is made of borosilicate glass and has a diameter of 7.6 cm. The photocathode is made of bialkali and is 6.5 cm in diameter. The length of the tube is 13.7 cm. The R6901 is a 12 stage PMT. The gain as listed by the manufacturer is $5 \times 10^6$. The wavelength range of a R6901 is 300 nm to 650 nm with a peak wavelength of 420 nm, making it ideal to detect light coming from the TPB.

The PMT was operated at a voltage of 1500 V for argon fill 1 and 2 and 1600 V for argon fill 3. (The reason for the increased voltage in the third run was due to a power supply being swapped out and the replacement needed to be run at 1600V.)
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Figure 4.20: Typical spectral response of R6901 PMT. The x-axis is wavelength in nm. The solid black line on the y-axis is cathode radiant sensitivity in mAW. The dashed black line on the y-axis is quantum efficiency percentage.

**Sodium PMT**

In two of the argon runs, a double PMT set up was used. The second PMT was used in conjunction with a sodium source to tag events from the source as a means of background reduction. (The DAQ set up for this experimental set up can be found in Figure 4.28). This PMT faced the sodium source on top of a collimator. The PMT used as the tagging PMT was an electron tube 9954B series [158]. The 9954B window is made of borosilicate glass and as a diameter of 5.6 cm. The photocathode is made of enhanced biakli. The 9954B has 12 BeCu dynodes. The quantum of efficiency at the peak wavelength is 28%. The gain was not listed or measured.
A cube of plastic scintillator was coupled to the sodium PMT window using optical grease. This was wrapped with mylar to reflect scintillation light back into the PMT. This was then wrapped in the 3 layers of black tape which extended down the base.

**Tag PMT Dark Box**

The tag PMT (Figure 4.22) was installed in a mobile dark box (Figure 4.23) to prevent contamination from outside light as shown in Figure 4.24. The box was constructed out of corrugated paper and enforced with aluminum support. The box was covered in black paper and black duct tape. Each corner of the box had black paper baffles installed to prevent any light from directly entering. The lead collimator cap was installed inside the box and hole was cut in the bottom so the box could be placed over the radiation source. Light was prevented from entering this hole by the black foam on the top of the collimators. The tag PMT was inserted into the lead cap. The cords ran out the back.
through two holes. These were covered on each side by black rubber to prevent any direct light from entering. The entire box was sealed once everything was installed. The box was placed on adjustable stand to keep this box at the collimator level so that it could envelop the source and allow the tagging PMT to detect events from the sodium source (Figure 4.24).

Figure 4.22: An image of the Sodium PMT. The plastic scintillator is coupled to the PMT window and this has all be wrapped in black tape.
4.5 Data Acquisition System (DAQ)

In the Rayleigh scattering experiment, two different DAQ configurations were used. The first was the single PMT, or untagged set up. The second was the double PMT or tagged set up.

Figure 4.23: An image of the sodium PMT dark box. This was taken before the PMT was installed. Once the PMT was installed, the box was sealed to prevent light leaks.

Figure 4.24: An image of the inside of the tag PMT dark box. This includes the source holder for the sodium source.
Figure 4.25: DAQ box diagram for the single PMT data set up. A signal is detected by the PMT from the argon. The diagram flows from left to right. The orange corresponds to PMT’s. The red boxes are NIM logic units. The grey is the counter. The blue corresponds to computers and oscilloscopes. Dm007 is the name of the computer which stored data.

Figure 4.26: DAQ logic diagram for the single PMT data set up. The discriminator sets the voltage threshold for an event to be counted.
Figure 4.27: DAQ box diagram for the doublePMT data set up. The blue path is the data flow of the Argon PMT. The red path is the data flow of the Sodium PMT. The purple bath is the combined logic signal. The diagram flows from left to right. The orange corresponds to PMT’s. The red boxes are NIM logic units. The grey is the counter. The blue corresponds to computers and oscilloscopes.

Figure 4.28: This figures shows the DAQ configuration for the double PMT set up. The blue path is the argon pmt. The red path is the sodium pmt. The discriminator sets the voltage threshold for an event to be counted. The tagged works using AND logic in the 4 Fold Logic Unit.
Figure 4.29: The CAEN cart used for data acquisition. At the top of the cart is the oscilloscope (not pictured). The top row of units from left to right: CAEN Mod V1720 digitizer (unused), CAEN Mod V1720 digitizer, CAEN Mod N401 Quad Linear Fan In-Out, CAEN Mod N417 8 Channel Discriminator, NIM to TTL Converter, and CAEN 4 Ch High Voltage supply. The second row from left to right: 4-Fold Logic Unit. The PC where data is stored for analysis (which is referred to in this thesis as dm007).

4.5.1 CAEN Modules

Fan In Fan Out  The signal from the argon PMT goes in channel 1 in the CAEN Mod N401 Quad Linear Fan In Out [159]. The Quad Linear Fan In Out inputs are bipolar, DC coupled, with a 50 Ω impedance. Each output send out the combined signal of all the outputs. The delay between the input and out is 4 ns± 1ns. In our set-up, there was one input and two outputs.
In the tagged condition, the argon PMT went to channel 1 and the sodium PMT went to channel 4. Each channel had one input and 3 outputs.

**Discriminator**  In the tagged and untagged configurations, one of the signal output from the Fan In Fan Out argon PMT went to Channel 1 of the discriminator. A CAEN M417 8 Channel Low Threshold discriminator [160] was used. This sets the threshold voltage to accept a signal. For the argon PMT in argon fills, the threshold was set to -8 mV in argon fill 1, -12 mV for argon fill 2, and -8 mV for the argon fill 3.

In the tagged configuration, the signal output from the Fan In Fan Out from the Sodium PMT goes to Channel 2 of the discriminator. The threshold voltage was set to -150 mV, which corresponds to the voltage response of the 511 keV peak from the Sodium source. See Figure 4.30.

![Figure 4.30](image.png)

Figure 4.30: The spectrum of the $^{22}$Na source using the threshold of -150mV. The x-axis is voltage on the sodium PMT and the y-axis is the number of counts. The 511 keV peak and 1274 keV peaks are clearly visible.
4.5. DATA ACQUISITION SYSTEM (DAQ)

**Digitizer**  The second output from the Fan In Fan Out from the argon PMT signal went to the V1720 CAEN digitizer [161]. This converted the voltage signal in ADC counts [162]. In the single PMT set-up, this used an external trigger set by the discriminator voltage. In the double PMT set up, the digitizer utilizes an external trigger set by the 4-Fold Logic Unit.

The second output from the Fan In Fan Out from the sodium PMT signal went to the V1720 CAEN digitizer. This converted the voltage signal in ADC counts.

**4 Fold Logic Unit**  In the double PMT set up, the outputs from both the argon and sodium went from the discriminator to the LeCroy 4 Fold Logic Unit [163]. This is used to establish coincidence between the two pulses. The coincidence width was set to 150 ns. The coincidence signal was monitored by the oscilloscope. This signal was also used to trigger the digitizer to record the wave pulses from the argon and sodium PMT's.

**NIM to TTL Converter**  In the single PMT set up, the NIM to TTL discriminator receives a signal from the discriminator. This signal is then sent to the Arduino counter which counts the number of PMT pulses. This is used to calculate a basic rate, using the slow control.

In the two PMT set up, the signal from the 4 Fold Logic Unit was then sent to the NIM to TTL Converter [164]. This signal is sent to the arduino counter which counts the number of coincidence pulses. This is used to calculate a basic rate using the slow control.

4.5.2 DAQ Code

To record data during the experiment a previously developed DAQ code was implemented. This code was externally triggered from the digitizer signal. In the argon PMT, this
trigger was set by the discriminator threshold. In the double PMT set up, this was set using the discriminator threshold voltages and the coincidence unit. The number of events (waveforms) that would be acquired was preset by the user. This code could modified to record data from 1 or two PMT’s. Each waveform was 16,000 ns in length.

Figure 4.31: Flow chart of data acquisition during experimental runs.
4.6 Discussion

This chapter described the geometry model used in simulations and the detector set up. This included the DAQ system and the system monitoring. The following chapter details the three data acquisition runs that were performed.
Chapter 5

A Description of the Stability During Data Acquisition

Science’s domain is the natural. If you want to understand the natural world and be sure you’re not misleading yourself, science is the way to do it.

Dr. Francis Collins

5.1 Introduction

Data acquisition transpired over three different experimental runs. Each run took place at a different period in time and with a new supply of argon. The first run (Run 1) was used to make the measurement. The second two runs (Run 2 and Run 3) were to understand the contribution of reflection. This chapter includes a detailed description of each data run. This includes changes in the detector configuration and the motivations behind the detector alterations. The stability of the temperature, pressure, triplet lifetime, and PMT voltage is presented. As shown in Chapter 3, the Rayleigh scattering length is a sensitive function of temperature and pressure; therefore, ensuring detector stability is the first step in the analysis process. This section describes the criteria applied to select stable data.
These criteria are applied to low-level variables measured directly by detector pressure and temperature sensors, which are acquired in the slow-control data stream. The variables examined to determine detector stability are: temperature of the front and back of the internal detector and pressure.

As discussed in Chapter 2, the triplet lifetime is an indicative of the purity of the argon. The triplet lifetime was monitored over the length of the run using background data taken in the single PMT set up.

### 5.2 Parameters for Beginning Data Acquisition After an Argon Fill

In each of the detector configurations, the data acquisition process began after the cooling and filling process was complete. At this point, the valves for the gas system were sealed. No additional argon was introduced to the system during the experimental runs. Table 5.1 summarizes the parameters and data acquired in each argon fill.

<table>
<thead>
<tr>
<th>Argon Run</th>
<th>Front Aperture Size</th>
<th>Number of Untagged Data Positions</th>
<th>Number of Tagged Data Positions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4 cm</td>
<td>36</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2 cm</td>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>0.5 cm</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 5.1: Details of each of the argon runs. The number of untagged positions refers to the number of untagged data points taken with a $^{22}\text{Na}$ source and the number of tagged data points taken with $^{22}\text{Na}$. 
5.3 Acquiring Stability Variables

The stability of each run was determined by examining the temperature and pressure variations over course of data acquisition. This was extracted from the first pass analysis output file. The first pass analysis code was used to compile the time and the conditions in which the data was taken. The start and ending time was written into each data file. The start time recorded was the beginning of data acquisition and the ending time was recorded was the time the file was written. This information was then used to extract the temperature and pressure information. The information from the temperature and pressure sensors for the length of time was extracted from the slow control. This includes the average temperature and pressure and the sigma on the average.

![Flowchart showing the process of storing detector sensor data](image)

Figure 5.1: A flow chart showing the process of storing detector sensor data.

The stability of the PMT for each run was also recorded. The baseline voltage, or pedestal, of the PMT for each data run was taken by average the voltage of the first 1000 ns of each waveform. This is about 1500 ns before the average trigger time. This value is used to examine the stability of the PMT for each data run.

The triplet lifetime was measured by averaging the waveforms in a data file run. The pulse was shifted such that the peak was at 0 ns. The pulse was fit from 1000 ns to 5000 ns, the time of the waveform primarily impacted by the triplet lifetime. This fit was done...
5.4 Radioactive Sources Used in the Data Acquisition

Calibration data was taken in the first argon fill using $^{137}$Cs. To maximize the rate, 7 sources were used together with a combined rate $547\ kBq$, as shown in Table 5.2.

In the case of the $^{137}$Cs, the rates for the sources used are in Table 5.2. The initial rates were obtained from the records of the radiation safety officer at RHUL. The present

Using

$$V(t) = Ae^{(-t/\tau_3)} \quad (5.1)$$

where $V$ is the voltage reading on the PMT, $A$ is a constant, $t$ is the time in the waveform, and $\tau_3$ is the triplet lifetime. An example is seen in Figure 5.2.

Figure 5.2: An example of fitting average waveforms for the triplet time constant. The x axis is time in ns and the y axis is in ACD. This has been fit with equation 5.1

5.4 Radioactive Sources Used in the Data Acquisition
day activity was calculated using the half-life of $^{137}\text{Cs}$, 30.17 years [?] and equation

$$A = A_0 e^{-\lambda T},$$

where $A$ is the present activity, $A_0$ is the initial activity, $\lambda$ is the half-life, and $T$ is time.

<table>
<thead>
<tr>
<th>Source Number</th>
<th>Purchase Date</th>
<th>Initial Activity</th>
<th>Activity on 04/2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20/01/1984</td>
<td>37 kBq</td>
<td>18 kBq</td>
</tr>
<tr>
<td>2</td>
<td>20/01/1984</td>
<td>37 kBq</td>
<td>18 kBq</td>
</tr>
<tr>
<td>3</td>
<td>20/01/1984</td>
<td>37 kBq</td>
<td>18 kBq</td>
</tr>
<tr>
<td>4</td>
<td>20/01/1984</td>
<td>37 kBq</td>
<td>18 kBq</td>
</tr>
<tr>
<td>5</td>
<td>01/05/1975</td>
<td>370 kBq</td>
<td>147 kBq</td>
</tr>
<tr>
<td>6</td>
<td>20/07/1984</td>
<td>370 kBq</td>
<td>182 kBq</td>
</tr>
<tr>
<td>7</td>
<td>01/02/1974</td>
<td>377 kBq</td>
<td>146 kBq</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td><strong>547.55 kBq</strong></td>
</tr>
</tbody>
</table>

Table 5.2: $^{137}\text{Cs}$ sources, purchase data, initial activity, and activity at the time of experiment. The purchase date and initial activity were obtained from the RHUL radiation safety officer the activity at the time of use was calculated using Equation 5.2.

The primary source used for data acquisition was a $^{22}\text{Na}$ source. $^{22}\text{Na}$ has a half life 2.602 years. This rate difference was taken into account for each data set. The rate for each data run is shown in table 5.3.
Table 5.3: This is the activity of the sodium source used in the experiment.

5.5  Argon Fill 1

The primary distinguishing attributes of the first argon fill was the 4 centimeter baffle size and the use of a single PMT. An image of the external set up of the first argon fill is shown in figure 5.3.
Figure 5.3: An image of the collimator set up for the argon fill 1. This collimators and lead shielding were moved every five runs to get data at different positions.

Data Acquisition

Cs -137 Data Acquisition  The first set of data points were taken using a $^{137}$Cs source. Seven $^{137}$Cs sources were used to maximize the activity. The activity of the combined sources was approximately 547.55 kBq. This is detailed in table 5.2 in Chapter 4. In this set up the, source was placed on top of a 5 cm collimator with 1 centimeter diameter. The collimator was placed on a movable cart. For each data acquisition point, an additional 9 cm of lead in the form of lead bricks was placed around the collimator. Five data points were taken using the $^{137}$Cs source. Each data run, 200,000 waveforms of data were taken.
Na-22 Data Acquisition  The next set of data was taken using a $^{22}$Na source. The activity of the source was approximately 3.9 MBq. In this set up, the source was placed on top of a 10 cm lead collimator. In each run 200,000 waveforms were collected. Data was taken at 36 different points. In addition, 20 background runs were acquired, each with 200,000 waveforms. The background runs were taken over the course of the experiment.

5.5.1  Argon Fill 1 Data Stability

In the first argon run, we encountered problems with maintaining temperature stability. Throughout the experiment, we had to lower the temperature of the cold head gradually to maintain the same temperature. Upon dismantling the detector, it was discovered that the copper braid coupling the inner vessel with the cold head had become slack. This problem was solved in subsequent runs by adding additional hardware clamps to keep the inner vessel bonded with the copper braid.
Figure 5.4: A plot of the temperature over the course of data acquisition. The x axis is in time in hours from the start of data acquisition, the y axis is temperature in Kelvin. The red points is the temperature on the outside of the inner vessel from the temperature sensor located near the PMT (underneath the blue), the blue point is the temperature on the outside of the inner vessel from the temperature sensor located on the outside of the inner vessel, and the green points is the temperature at the cold head.

Figure 5.5: A plot of the pressure over the course of data acquisition. The x axis is time in hours from the start of data acquisition and the y axis is the pressure in bar.
The baseline voltage of the PMT remained stable throughout the data acquisition as seen in figure 5.7.

Figure 5.6: A plot of baseline voltage during data acquisition. This has been fit with first order polynomial. The slope of the line is $-1.028 \times 10^{-5}$ showing the stability of the baseline voltage over time.

Figure 5.7: The triplet lifetime over time. The x axis is time in hours and the y axis is the triplet lifetime in ns.
5.6 Argon Fill 2

In this set up a front baffle with a 20 mm diameter was installed. The inner copper braiding that was used to couple the detector to the cold head was doubly secured for an improved thermal bond. The inner vessel was put at a downward angle so as to prevent any bubbles in the experimental region. In the second argon fill, both the single PMT set up and the tagging system were employed. An image of the second argon fill is shown in Figure 5.8.

Figure 5.8: An image of the collimator set up for the argon fill 2. This collimators and lead shielding were moved every five runs to get data at different positions. The tag pmt is enclosed within the mobile dark box. The mobile dark box is shown on the right hand side, propped up and with a radiation safety sign attached.
Data Acquisition

This data run utilized the tag PMT set up. A 4MBq $^{22}\text{Na}$ source was placed on a collimator 10 cm in height with a 1 cm diameter opening. For this run data was acquired at 12 different positions. 50,000 events were recorded in each source run. Tagged background runs were taken overnight and had a variable number of events. The tagged background rate was less than 1 Hz.

5.6.1 Argon Fill 2 Data Stability

Untagged background was taken throughout the run. This was used to monitor the detector stability as well as to find the triplet lifetime constant.

Figure 5.9: A plot of the temperature over the course of data acquisition. The x axis is in time in hours from the start of data acquisition, the y axis is temperature in Kelvin. The red points is the temperature on the outside of the inner vessel from the temperature sensor located near the PMT, the blue point is the temperature on the outside of the inner vessel from the temperature sensor located on the outside of the inner vessel, and the green points is the temperature at the cold head.
Figure 5.10: A plot of the pressure over the course of data acquisition. The x axis is time in hours from the start of data acquisition and the y axis is the pressure in bar.

The baseline voltage of the PMT remained stable throughout the data acquisition as seen in figure 5.11.
Figure 5.11: A plot of baseline voltage during data acquisition. This has been fit with first order polynomial. The slope of the line is $-1.028 \times 10^{-5}$ showing the stability of the baseline voltage over time.

Figure 5.12: The triplet lifetime over time. The x axis is time in hours and the y axis is the triplet lifetime in ns.
5.7 Argon Fill 3

In the third argon fill, a 0.5 centimeter front baffle was installed. This done to restrict
the impact of reflection from the sides of the detectors. This set up also utilized the $^{22}\text{Na}$
double PMT tag system. As with Argon Fill 2, a 10 centimeter in length collimator was
used with 1 centimeter in diameter opening. Data was taken at 5 positions along the
detector. The collimators and surrounding lead blocks were left in one place during data
acquisition. 600,000 raw waveforms were taken at each position.

Figure 5.13: A top down image of the collimators set up in the argon fill 3 data acquisition.
5.7. ARGON FILL 3

5.7.1 Argon Fill 3 Data stability

The temperature and pressure conditions in the third argon fill were more stable. However, the power supply used during the data acquisition cased a drift in the baseline voltage reading on the PMT.

![Temperature Graph](image)

Figure 5.14: A plot of the temperature over the course of data acquisition. The x axis is in time in hours from the start of data acquisition, the y axis is temperature in Kelvin. The red points is the temperature on the outside of the inner vessel from the temperature sensor located near the PMT, the blue point is the temperature on the outside of the inner vessel from the temperature sensor located on the outside of the inner vessel, and the green points is the temperature at the cold head.
Figure 5.15: A plot of the pressure over the course of data acquisition. The x axis is time in hours from the start of data acquisition and the y axis is the pressure in bar.

The third argon fill used a different power supply. The baseline voltage was less stable as a result as shown in Figure 5.16.
5.8. DISCUSSION

Data in the third argon fill had very low statistics due to the small front aperture. As a result only one measurement for the triplet lifetime was obtained. The triplet lifetime of the third argon fill is $1458 \pm 5$ ns.

5.8 Discussion

The conditions in the first argon run, was the most stable, despite some temperature and pressure fluctuations. In the first argon run, the detector was cooled over six weeks and allowed to stabilized cold and full for three weeks before data acquisition.

The conditions in the second run were less stable in terms of state. There are some clear data points that were taken in mixed state conditions. This can be determined by examining the plot of pressure and temperature. In this experimental run, external variables necessitated that the detector be cooled quickly, (it was cooled in a week) and filled quickly, (it was filled in 1.5 weeks.) Data acquisition began immediately after the
The conditions in the third argon run were less stable. The baseline voltage drift on the PMT is likely attributed to using a different power supply, as the was the only change between the second and third fills. The temperature conditions were more stable.

These conditions are used in the follow chapter to determine the errors on the measurements.
Chapter 6

Scattering Length Analysis and Results

One must work; one must work. I have done what I could. - Louis Pasteur

6.1 Introduction

This chapter details the process of analysis, which includes data reduction, calibration, signal event selection criteria, background subtraction, and the fit to measure the Rayleigh scattering length.

6.2 First Pass Analysis

Once the data was collected, the raw waveforms were processed with the first pass analysis code. The first pass analysis code concatenates data acquired over many sub-runs, applies the digitizer and PMT calibration constants, finds PMT pulses, and calculates pulse characteristic variables. Two variations on the first pass analysis were used: one variation took data on a single PMT (Figure 6.1), and the second compiled data from two PMTs (Figure 6.2). The single PMT setup was used for the entirety of the first argon fill and for all untagged background data runs in all argon fills. The tagged PMT set up was used
in the second and third argon fill for source and background runs.
In each data set, the waveforms were recorded into 100 root files with an equal number
waveforms. The number of waveforms in each file depended on run type. The first pass analysis read in each file, extracted pulses and calculate variables to characterize each event waveform. This information was then written into a single root file to describe the full data run. The waveform characterization process is described in detail below.

6.2.1 Raw Data Conversion to Physical Units

Voltage data in the experiment was recorded in ADC counts. The conversion from ADC into volts is

\[ V = \left( \text{ADC} \times \frac{2.0}{4096.0} \right) [-1], \]  

(6.1)

where \( V \) is the value in volts. The result is multiplied by -1 to invert the negative-going PMT signal to positive. In the first pass analysis, this conversion was done prior to writing the information do the output file.

Each waveform was divided into 4000 time bins. Each time bin was 4 ns in size, limiting the timing resolution to 4 ns intervals. The conversion is

\[ T[\text{ns}] = B_i(4), \]  

(6.2)

where \( T \) is the time, \( B_i \) is the bin number.

6.2.2 Calculation of Waveform Properties Used for Pulse Finding

Pulses were identified based on deviation form the baseline voltage. The method for determining the baseline voltage is described below.
Baseline Voltage  The pedestal or baseline voltage was calculated using the first 250 time bins (1000 ns) in the waveform and calculated the average voltage and the sigma on the average voltage. This value was stored and used to extract events that occurred above the baseline.

The baseline and baseline sigma was converted from ADC to voltage using Equation 6.1. These values were then written into the output file for each waveform.

Peak Voltage  The peak voltage ($V_{\text{peak}}$) was found by iterating over the time bins in a waveform until the highest voltage value was located. This value was then pedestal subtracted before being recorded to the output file.

Trigger Time  The signal trigger time corresponds to the time bin with the $V_{\text{peak}}$. This was done so that events where the largest pulse was outside of the trigger window could be discarded in future analysis.

Waveforms with an event trigger time of less than 50 ns were discarded after this step. An early trigger time indicates pile up in the early window from a previous event. This cut typically eliminated fewer than 0.1% of events.

Early Time Window  The early time window ran from the first time bin to 4 time bins (12 ns) before the time when the voltage crossed 15% of the peak value. The early time window ending time was written on to the output file.

6.2.3 Calculation of Variables that Characterize Pulses

Pulse Finding  Pulses within a waveform are identified by the deviation from the baseline voltage. Time bins with voltage entries with a value greater than three times the
6.2. FIRST PASS ANALYSIS

baseline voltage are identified as pulses in the waveform and used in further analysis.

**Charge**  The charge of waveform was calculated for different time segments of the waveform, early (Figure 6.4), late (Figure 6.5), and full (Figure 6.3), see Table 6.1. The charge was taken for pulses within the specified time window with voltage higher than three sigma above the baseline voltage. The charge was calculated at different time segments in the waveform.

<table>
<thead>
<tr>
<th>Name</th>
<th>Time Window</th>
<th>Reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full $Q_{tot}$</td>
<td>Trigger Time to End of Waveform (16000 ns)</td>
<td>Used to calculate the total energy for an event</td>
</tr>
<tr>
<td>$(Q_{tot})$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Early Time Window</td>
<td>Start of Waveform (0 ns) to Early Time</td>
<td>Used to detect pile up in the early window</td>
</tr>
<tr>
<td>Late $Q_{tot}$</td>
<td>5000 ns after Trigger Time to End of Waveform (16000 ns)</td>
<td>Used to detect late events</td>
</tr>
</tbody>
</table>

Table 6.1: Time windows within a waveform for which a charge $Q_{tot}$ was calculated.
Figure 6.3: An example charge integral for the full window event. The x-axis is charge in V·ns and the y-axis is counts. This was taken using source data and is shown before any cuts were applied.

Figure 6.4: The charge integral for the early window event. The x-axis is charge in V·ns and the y-axis is counts. This was taken using source data and is shown before any cuts were applied.
Figure 6.5: The charge integral for the late window event. The x-axis is charge in V·ns and the y-axis is counts. This was taken using source data and is shown before any cuts were applied.

6.2.4 Calculation of Variables that Characterize Events

Time Difference Between Events One consideration was the impact of pile up on interpreting data. One indication of pile up is if two events (waveforms) occurred within a short time period of each other. To quantify specifically, an event that occurred with 5 argon lifetimes of the event previous the trigger could be triggering on late light in the previous events instead of new event. To control for this, the event time of each waveform was recorded and the time difference was taken between this and subsequent event in ns. This was later used to make cuts.
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Figure 6.6: An example showing the time difference between waveform events. The x axis is the time difference in ns and the y axis is counts. This was taken from source data in the first data run.

Events Passing the Trigger Threshold in the Early Window  To further understand pile up within the waveform, the events in the early and late waveforms that passed the trigger threshold were counted. The trigger threshold is defined using the CAEN data acquisition system. The number of bins with a threshold above the trigger threshold in the early window were counted. This was done by iterating through the bins starting at the beginning of the waveform until a bin was found with a voltage above threshold. This triggered a counter. The next 5 time bins would be skipped and then the iteration would continue until the end of the early time window. The count of events above threshold were recorded. Several events in the early window indicates that the event was too noisy. An example of this was found in Figure 6.7. This was used both to make cuts and to identify how effective other cuts were at eliminating pile up.
6.2. FIRST PASS ANALYSIS

Figure 6.7: An example showing the number of events counted in the early window that passed the threshold voltage. The x axis is the number of events counted within a waveform above threshold and the y axis is how many times that number of counts was found within a run. This was taken from source data in the first data run.

Events Passing the Trigger Threshold in the Late Window To further understand pile up within the waveform, the events in the early and late waveforms that passed the trigger threshold were counted. The trigger threshold is defined using the CAEN data acquisition system. The number of bins with a threshold above the trigger threshold in the late window were counted. This was done by iterating through the bins starting at 5 lifetimes after the trigger time of the waveform until a bin was found with a voltage above threshold. This triggered a counter. The next 5 time bins would be skipped and then the iteration would continue until the end of the waveform. The count of events above threshold were recorded. Several events in the early window indicates that the event was too noisy. An example of this can be found in Figure 6.8 This was used both to make cuts and to identify how effective other cuts were at eliminating pile up.
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Figure 6.8: An example showing the number of events counted in the late window that passed the threshold voltage. The x axis is the number of events counted within a waveform above threshold and the y axis is how many times that number of counts was found within a run. This was taken from source data in the first data run.

**Fraction of Prompt Light** The fraction of prompt light \((F_{\text{prompt}})\) was calculated by taking the ratio of the charge that occurred within the first 120 ns after the trigger time to the total charge of the waveform:

\[
F_{\text{prompt}} = \frac{C_E}{C_T},
\]  

\(C_E\) is the charge in the early window (120 ns after the trigger time) and \(C_T\) is the total charge of the window (from trigger time to waveform end).
Parameters for the 2 PMT Set Up Only

**Trigger Time Difference**  One additional parameter in this scheme is the trigger time difference between the two PMT's. This is calculated by using

\[ T_{\text{Diff}} = T_{\text{Argon}} - T_{\text{Sodium}}, \]  

(6.4)

where \( T_{\text{Diff}} \) is the trigger time difference, \( T_{\text{Argon}} \) is the trigger time for the argon PMT, and \( T_{\text{Sodium}} \) is the trigger time for the sodium PMT.

6.2.5  Calibration of PMT Pulses

**Single Photoelectron Calculation**

![Flowchart](image_url)

Figure 6.9: A flow chart depicting how singles were extracted from pulses in the first pass analysis. This is a subset of the processes in the first pass analysis.

In order to measure the charge of a single photoelectron, data needed to be obtained using samples where the signal is low light single events. This was done by sampling the waveforms in two places. The first pass analysis was used to extract singles pulses from the data taken to determine the single photoelectron (PE) charge, a process detailed in
Figure 6.9: The signal pulse occurs at around 2640 ns in each waveform. Data was taken in the pre-pulse region and the the post pulse region, 8000 ns after the trigger time. The post-pulse region was determined by the argon triplet lifetime by 5. An example of a waveform with a single PE pulse in the late charge window is shown in Figure 6.10 and Figure 6.11. To find singles, the code ran over the voltage isolating pulses with a charge greater than $3 - \sigma$ of the baseline voltage. The $Q_{tot}$ of these selected pulses was calculated and written out.

Figure 6.10: An example of waveform with a single photoelectron even in the late window. The x axis is time in microseconds and the y axis is voltage in Volts. The single event is just before the 8.0 microseconds and is 0.012 microseconds in length. The red and green vertical lines show the prompt window. A zoomed version of this single PE can be found in Figure 6.11.
Figure 6.11: An zoomed view of the single PE pulse from above. The x axis is time in micro seconds and the y axis is voltage in Volts. The single event is just past the 8.0 micro seconds and is 0.012 micro seconds in length. The red and green vertical lines show the prompt window.

The $Q_{tot}$ of the single pulses was taken for varying time windows as seen in Figures 6.12 - 6.15. The purpose of examining the different time integrations windows was to determine the window with cleanest signal of the single PE pulse. Longer time windows show more information about large events in the singles regions. The feature is the pedestal and the second is the singles peak.
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Single PE Conversion

The PMT used in this experiment is a Hamamatsu R6091-Mod \[165\] with typical anode gain $5.0 \times 10^6$. Using the charge of an electron, $1.602 \times 10^{-19} \text{C}$, the single photon charge is calculated as

$$(1.602 \times 10^{-19} \text{C})5.0 \times 10^6 = 8.01 \times 10^{-13} \text{C} = 0.801 \text{pC.} \quad (6.5)$$

The measured PMT voltage is integrated over time to obtain charge in Volt-nanoseconds.
(V·ns). This can be converted in Coulombs using,

\[ Q = \int_{t_i}^{t_f} I dt, \]  

where \( Q \) is charge and \( I \) is the current [166]. Substituting Ohm’s Law [167],

\[ V = IR \]  

where \( V \) is voltage and \( R \) is resistance, \( Q \) becomes

\[ Q = \frac{1}{R} \int_{t_i}^{t_f} V dt. \]  

The resistance on the data acquisition set up was 50 Ω. Using this, the expected single photon charge in Volt-nanoseconds is 0.0400 V·ns.

In all three runs the single photoelectron charge was found to around 0.3 pC or 0.015 V·ns. This is less than half of the expected. The details of how these values were obtained are discussed in the following section.

**Measuring Single PE Charge From Data**

The argon run will be used an an example for the calculation of the single’s pulse. In the first argon run, the PMT was run at voltage of 1500 V and the trigger threshold was set at -8 mV. The singles finding code was run over 20 files of untagged background data. Each data file contained 200,000 thousand waveforms. Figure 6.16 shows the results of the singles code run over the late waveform and Figure 6.17 shows the result of the singles code run over the first 800 ns. In both fits, the singles charge is 0.285 pC or 0.0143 V·ns. The residuals of the fits are found in Figures 6.18 and 6.19.
Figure 6.16: This details the singles found in the 8000 ns after the trigger time. The x axis is pC and the y axis is counts. This has been fit with three Gaussians. The mean of the first Gaussian (pedestal) shown in blue is $-4.05\times10^{-4}\pm5\times10^{-4}$ pC, the mean of the second Gaussian (single PE) shown in red is $2.85\times10^{-1}\pm2\times10^{-1}$ pC, and the mean of the third Gaussian, shown in green is $4.44\times10^{-1}$ pC±$3\times10^{-1}$. (The third gaussian is used to fit out the remaining features, there was enough data to get the double PE peak.) The sum of the three Gaussians is shown in yellow.
Figure 6.17: This details the singles found in the first 800 ns. The $Q_{tot}$ is from the time of the event until the end of the window. The x axis is pC and the y axis is counts. This has been fit with three Gaussians. The mean of the first Gaussian (pedestal) shown in blue is $2.02e-04 \pm 9e-04$ pC, the mean of the second Gaussian (single PE) shown in red is $2.87e-01 \pm 5e-01$ pC, and the mean of the third Gaussian, shown in green is $8.69e-01 \pm 6e-01$ pC. The sum of the three Gaussians is shown in yellow.

Figure 6.18: The residuals of the thee Gaussian fit of the singles obtained from late charge window of the first argon fill. The x axis is charge in pC and the y axis is are the residuals.
Figure 6.19: The residuals of the thee Gaussian fit of the singles obtained from early charge window of the first argon fill. The x axis is charge in pC and the y axis is are the residuals.

**Single Pulse Charge For the Three Data Runs**

In the second argon run, the PMT was run at voltage of 1500 V and the trigger threshold was set at 8 mV. The singles finding code was run over 14 files of untagged background data. Each file consisted of 200,000 waveforms. In the fit of late singles, the single photoelectron charge was 0.30 pC or 0.015 V·ns and the early singles had a fit of single charge of 0.34 pC or 0.017 V·ns.

In the third argon run, the PMT was run at voltage of 1650 V and the trigger threshold was set at 8 mV. In this case the mean of the single photoelectron peak is 0.33 pC or 0.0165 V·ns. This run had insufficient statistics to calculate a single’s charge from the early window.

The values for the singles pulses for all the runs can be be found in Table 6.2.
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<table>
<thead>
<tr>
<th>Fill</th>
<th>Singles Charge (V·ns)</th>
<th>$\chi^2/ndf$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argon 1</td>
<td>$2.85 \times 10^{-1}$</td>
<td>$3.0 \times 10^6/133$</td>
</tr>
<tr>
<td>Argon 2</td>
<td>$2.96 \times 10^{-1}$</td>
<td>$1.0 \times 10^6/113$</td>
</tr>
<tr>
<td>Argon 3*</td>
<td>$3.28 \times 10^{-1}$</td>
<td>$1.99 \times 10^{-5}/78$</td>
</tr>
</tbody>
</table>

Table 6.2: Single PE charge for each argon fill. The large $\chi^2/ndf$ was mostly impacted by the pedestal peak. In the third argon fill there were insufficient statistics, so a larger time window was used.

6.3 Second Pass Analysis

The second pass analysis ran over the first pass analysis file from both source runs and background runs. Data from both files were filtered through a variety cuts to eliminate junk events and non signal events. The remaining data was then rate normalized and back round subtracted. Figure 6.20 shows a flow chart of the basics of the first pass analysis. The data cuts are described in greater detail below.

Figure 6.20: A flow chart depicting the data flow for the second pass analysis for the single PMT set up.
6.3.1 Data Quality Cuts

The cleaning cuts were used to eliminate events that were outside the signal region. This included saturated events, events with the $V_{peak}$ outside of the trigger window. The data quality cuts were applied before background subtraction.

**Trigger Time Cut (Single PMT Set Up Only)** The trigger time window was set at 2640 nanoseconds into the waveform via the data acquisition software. The trigger time for each waveform was set according to the time the largest voltage in the waveform was recorded. Events were kept that satisfied the condition of having the largest pulse occur between 2640 ns and 4140 ns. The 2640 ns was chosen from the DAQ system. The 4140 ns ending point is the turn on time plus the triplet lifetime. This cut was not used in the data with the tagging set up as the time difference between the two PMT’s was to discriminate between source and background.

**Trigger Time Difference Cut (Double PMT Set Up Only)** The trigger time cut was not used in the double PMT set up. In its place, a condition for trigger time difference was used to discriminate against events not from the source. Figure 6.21 is an example of the trigger time difference between the argon PMT and the tagging PMT. The data acquisition was set to acquire when the trigger threshold was met for both PMT’s in a 120 ns time window regardless of order. A cut was placed to accept events with a time difference of 4 ns and 60 ns, Figure 6.21. This eliminates events where the argon PMT triggered first.
Figure 6.21: Trigger time difference between the argon PMT and the tagging PMT. The x axis is the time difference in ns and the y axis is the counts/bin.

**Voltage Saturation Cut**  The maximum voltage detected by the PMT was 2 V. Events with a peak larger than 2 V were saturated and needed to be eliminated. We implemented a cut to remove events with a peak value larger than 1.8 V. The peak just before 2.0 V are the events with saturation. The voltage threshold for triggering was set to 8 mV. An additional cut in data was done to remove any events with a $V_{\text{peak}}$ less than 8 mV, the trigger threshold.

**Baseline Sigma Cut**  The baseline line sigma corresponds to the value of the calculated sigma for the baseline voltage. The baseline voltage are the voltage readings in the first 1000 nanoseconds. Events with values less than 0.4 mV and events with a value less than 0.7 mV where eliminated. This was determined by fitting the baseline distribution and including events within 7 sigma of the mean.
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**Charge Cut** The $Q_{tot}$ of each pulse was calculated from time the of the peak voltage until the end of the waveform. Events with a negative integral value were cut. The negative value resulted from the variability of the baseline voltage between pulses indicating noise.

**Sodium PMT Cut Peak Value Cut** The voltage from the tagging PMT, (the PMT that was tagging sodium events) was recorded in double PMT runs. This was used to discriminate events that triggered a tag not caused by the source. Figure 6.22 shows the sodium spectrum for the second argon fill. A cut was placed to eliminate events tagged by the sodium PMT with a threshold greater than 0.7V. This is the full range of the spectrum of events caused by something within the sodium spectrum on the tagging PMT. Figure 6.23 details the spectrum on the tagging PMT when a source was not installed. The majority of the background triggering events would be caused by an event larger than the 0.7V.

![Graph showing sodium spectrum](image)

Figure 6.22: Sodium spectrum on the tagging PMT in the second argon fill. The x axis is peak voltage in V and the y axis is counts/bin. The 511 keV peak is around 0.2 V and the 1274 keV peak is around 0.5 V.
Figure 6.23: Background voltage spectrum for untagged background in the second argon fill. The x axis is peak voltage in V and the y axis is counts/bin. The lack of sodium source present means there is no spectrum. This demonstrates the majority of tagged background events were high voltage events (cosmic rays, etc.)

Figure 6.24 shows the sodium spectrum for the third argon fill. A cut was placed to eliminate events tagged by the sodium PMT with a threshold greater than 1.8 V. Figure 6.25 shows the spectrum on the tagging PMT when a source was not installed. It is clear that the majority of the background triggering events would be caused by an event larger than the 1.8 V.
Figure 6.24: Sodium spectrum on the tagging PMT in the third argon fill. The x axis is peak voltage in V and the y axis is counts/bin.

Figure 6.25: Background voltage spectrum for untagged background in the third argon fill. The x axis is peak voltage in V and the y axis is counts/bin.

6.3.2 Signal Section Cuts

The signal extraction cuts occurred after the the data quality cuts. The cuts were set by examining the data after these cuts. These cuts were used to extract signal that came from the radioactive source placed on the collimator.
Cuts Applied to Both the Single PMT Set-Up and the double PMT Set-Up

$F_{\text{prompt}}$ Cut  Gamma events in liquid argon cause electronic recoil events. Unlike nuclear recoil events, these have a lower $F_{\text{prompt}}$ value. An example of the $F_{\text{prompt}}$ with the electronic recoil and nuclear recoil peaks can be found in 6.26. This shows the $F_{\text{prompt}}$ vs PE from several background runs taken in the first data run. The $F_{\text{prompt}}$ cut was determined by fitting the electronic recoil peak for background subtracted data. The cut was then made to exclude events that were greater than three sigma from the mean. This resulted in discarding values with an $F_{\text{prompt}}$ less than 0.1 and greater than 0.6.

![Figure 6.26: A plot comparing the photoelectrons in an event to the $F_{\text{prompt}}$ ratio. This is untagged background data taken in the first data run. The x axis is the PE count, the y axis is the $F_{\text{prompt}}$ ratio. The electronic recoil peak can be seen between the $F_{\text{prompt}}$ values of 0.05 and 0.5. The nuclear recoil peak is between the values of 0.6 and 0.95.](image)

Cut Based on the Relationship of Peak Voltage to $Q_{\text{tot}}$ Charge  The peak voltage was plotted against the $Q_{\text{tot}}$ for each data run. This resulted in a distribution with two
populations. This is shown in Figure 6.27. The upper population events are signal events.

Figure 6.27 shows this relationship before cuts and Figure 6.28 shows this relationship after cuts were applied. The cuts removed the majority of events in the lower population. The remaining events were removed using the following method.

To make the cut, the upper population is fit with a first order polynomial,

\[ V_{\text{peak}}(Q_{\text{tot}}) = (85.13Q_{\text{tot}} - 5.83). \]  

Events with a values below the polynomial were removed. In the plots shown below (Figure 6.27 and Figure 6.28), these are all the events below the blue line.

![Figure 6.27: A plot showing the relationship of the \( V_{\text{peak}} \) to \( Q_{\text{tot}} \) charge value before data quality cuts. The x axis is \( V_{\text{peak}} \) in V and the y axis is charge in Volt-nanoseconds (V·ns). The signal population above the blue line.](image1)

![Figure 6.28: A plot showing the relationship of the \( V_{\text{peak}} \) to \( Q_{\text{tot}} \) charge value after data quality cuts. The x axis is \( V_{\text{peak}} \) in V and the y axis is charge in Volt-nanoseconds (V·ns). The signal population above the blue line.](image2)
6.3.3 Event Position Cuts (Based on Simulation)

Simulations were done to model the data that was taken during the experiments. (The details of simulation geometry and methods are described in detail in Chapter 4.) This was used to determine additional cuts. In order to use the simulation output as a comparison, it was subjected to cuts to mimic the cuts made in data.

6.3.4 Selection Cuts in Simulation

**Peak Voltage** The peak voltage in simulation was determined by iterated through all the voltage pulses in a waveform and locating the pulse with the largest voltage value. This was stored as the peak voltage, the time this occurred was stored as the trigger time, similar to the definition of the trigger time in data.

The first cut applied in simulation was a voltage cut. In simulation all events, including low voltage events, would be accepted. A cut was implement to remove low voltage events similar to DAQ voltage threshold. In simulation this cut was placed at $8 \times 10^{-3}$ V. This was based on voltage scan on the PMT used in the experiment. Setting a threshold below 0.008 V resulted in a signal dominated by dark rate. Figure 6.29 depicts the voltage on the PMT before the threshold cut.
Figure 6.29: The simulation voltage before the threshold cut. The x axis is volts and the y axis is counts.

**Event Trigger Time** The trigger time of each event in simulation was determined using a similar method as the data analysis code. The charge pulses in each waveform were iterated through until the pulse with the largest voltage value was located. The simulation time of the waveform of the start of the event was recorded as the trigger time. A trigger time cut would later be applied in data, so it was applied in simulation. The was set to include events between 1044, the trigger window in simulation and 2564, the trigger window plus the triplet lifetime of liquid argon. Figure 6.30 depicts the trigger time spread in simulation prior to the trigger time cut.
**Figure 6.30**: Simulation trigger time prior to cuts. The x axis is time in ns and the y axis is counts.

\( F_{\text{prompt}} \)  The \( F_{\text{prompt}} \) in simulation was calculated by summing the charge in the pulse 120 ns after the peak pulse (the prompt window), and dividing by the total charge. Figure 6.31 depicts the \( F_{\text{prompt}} \) distribution in simulation prior to cuts. Cuts were made to eliminate events between less than 0.1 and 0.6. This was chosen as it is a generous estimation of the \( F_{\text{prompt}} \) region.
Figure 6.31: $F_{prompt}$ in simulation, prior to cuts. The x axis is PE and the y axis is the $F_{prompt}$ ratio.

**PE Cuts Based on Position**  Events simulated using a collimated isotropic source were subjected to cuts based on the PE generated as function of position. Events with a larger number of PE occurred closer to the window and were outside of the simulated position. To demonstrate how this cut is done, as example is shown using a $^{137}$Cs simulation at 21 cm. An example can be see in Figure 6.32.
Figure 6.32: Position from the window in simulation at 21 cm using a $^{137}Cs$ energy (662 keV). The x axis is PE detected and the y axis is position the simulation event occurred from the window in cm.

To determine the position range to consider for the PE cut, the event position was plotted as a function of distance from the window. This is shown in Figure 6.33. The peak position was fit with Gaussian. The result of this Gaussian were used to cut events that did occur within 3 sigma of the mean of the Gaussian.
Figure 6.33: Position from the window in simulation. The x axis is distance from the window in cm and the y axis is counts. This has been fit with a Gaussian to determine the mean position.

The PE of the events that passed cut were then plotted. An example is shown in Figure 6.34. The mean of this plot was fit with Gaussian and events with a PE greater than 5 sigma were cut in the final simulation analysis.
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Figure 6.34: Position from the window in simulation. The x axis is distance from the window in cm and the y axis is counts. This has been fit with a Gaussian to determine the mean position.

6.3.5 Rate Normalizing Simulations

The simulations were rate normalized to match the rates of the gamma sources on campus. In the case of the $^{137}$Cs, the rates for the sources used are in table 5.2 in Chapter 5.

In an isotropic gamma simulation, the events were rate scaled but dividing the total number of events simulated by simulation rate. For example, $^{137}$Cs simulations were done with 100 million events. This was scaled using

$$t_s = \frac{S_{events}}{^{137}Cs_{Rate}} = \frac{1.0 \times 10^8 [events]}{5.4755 \times 10^5 \left[\frac{events}{s}\right]} = 182.6 s.$$  

(6.10)

An example of the rate normalized PE in simulation is found in Figure 6.35.
Comparing Simulation to Data

In order to use the simulation as a means to determine cuts, first the simulation had to be shown to describe the data acquired within error. The following details the process using $^{137}$Cs simulations. The same process was also used for $^{22}$Na simulations and data.

$^{137}$Cs was analyzed in the following way. Trigger time cuts, $F_{\text{prompt}}$ cuts, and $V_{\text{peak}}$ cuts were applied to match the cuts in data. Next the simulation was rate normalized.
This was done by scaling the number of events simulated to the rate of the source used in experiment. In the case of the $^{137}$Cs simulations, the source rate used in the experiment is 548 kBq (table 5.2, Chapter 5). One hundred million events were isotropically simulated. This corresponds to

$$t_S = \frac{S_{\text{events}}}{S_{\text{Rate}}^{137\text{Cs}}} = \frac{1.0 \times 10^8}{5 \times 10^5 \text{[1/s]}} = 180.0 \text{s}. \quad (6.11)$$

This simulation time was used to rate normalize the events simulated.

Next the simulation was multiplied by two scaling factors. The first was to correct for a discrepancy between the data acquisition rate of the DAQ system with the rate events counted with the Arduino counter. The data system acquired 56\% fewer events during a data run than measured by Arduino counter. The simulation rate would be similar to the rate the rate of the Arduino counter as no time was lost for file writing. Simulation was scaled by 0.44 to correct for this difference.

The cut efficiency in simulation did not match data. Table 6.3 demonstrates the difference between the survival rates by position of cuts applied in both simulation and in data. This difference was corrected by scaling the simulation to match the survival rate of the data.
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<table>
<thead>
<tr>
<th>Position</th>
<th>Other Cuts</th>
<th>$V_{peak}$ Plus Previous</th>
<th>$T_{trigger}$ Plus Previous</th>
<th>$Q_{tot}$ vs $V_{peak}$ Plus Previous</th>
<th>$F_{prompt}$ Plus Previous</th>
<th>PE Max Plus Previous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25 cm</td>
<td>96.58%</td>
<td>96.35%</td>
<td>71.98%</td>
<td>66.60%</td>
<td>18.45%</td>
<td>12.59%</td>
</tr>
<tr>
<td>30 cm</td>
<td>97.71%</td>
<td>97.59%</td>
<td>74.86%</td>
<td>67.37%</td>
<td>20.24%</td>
<td>12.69%</td>
</tr>
<tr>
<td>40 cm</td>
<td>96.72%</td>
<td>96.21%</td>
<td>73.00%</td>
<td>65.89%</td>
<td>18.83%</td>
<td>11.94%</td>
</tr>
<tr>
<td>50 cm</td>
<td>97.63%</td>
<td>97.20%</td>
<td>74.36%</td>
<td>66.75%</td>
<td>19.85%</td>
<td>11.77%</td>
</tr>
<tr>
<td>70 cm</td>
<td>96.88%</td>
<td>96.39%</td>
<td>73.42%</td>
<td>65.98%</td>
<td>19.29%</td>
<td>11.43%</td>
</tr>
<tr>
<td>Simulation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25 cm</td>
<td>100.00%</td>
<td>100.00%</td>
<td>95.29%</td>
<td>95.29%</td>
<td>68.87%</td>
<td>63.84%</td>
</tr>
<tr>
<td>30 cm</td>
<td>100.00%</td>
<td>100.00%</td>
<td>93.69%</td>
<td>93.69%</td>
<td>67.02%</td>
<td>56.32%</td>
</tr>
<tr>
<td>40 cm</td>
<td>100.00%</td>
<td>100.00%</td>
<td>93.01%</td>
<td>92.85%</td>
<td>67.41%</td>
<td>52.32%</td>
</tr>
<tr>
<td>50 cm</td>
<td>100.00%</td>
<td>100.00%</td>
<td>78.84%</td>
<td>78.84%</td>
<td>66.68%</td>
<td>47.79%</td>
</tr>
<tr>
<td>70 cm</td>
<td>100.00%</td>
<td>100.00%</td>
<td>75.04%</td>
<td>75.04%</td>
<td>63.39%</td>
<td>46.10%</td>
</tr>
</tbody>
</table>

Table 6.3: Percent Survival for $^{137}$Cs simulation and data. The data is background subtracted

Lastly the $Q_{tot}$ of the rate was taken. This method is detailed in [6.36](#)

Next, the simulation was compared to data to ensure agreement in the peaks. This was necessary before using simulation output as a method for making data cuts. Data plotted with simulation can be found in [6.37](#). What to observe in this figure is the agreement of the means of the peaks.
Figure 6.37: $^{137}$Cs simulation compared to background subtracted data. The x axis is PE and the y axis is counts/sec. The red trace is simulation with 90 cm scattering, the green trace is simulation with 66 cm, and the black trace is background subtracted data. The simulation has been scaled and the plots have been area normalized to better compare the mean peaks.
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Figure 6.38: Normalized residuals comparing $^{137}$Cs simulation with 66 cm to data. The x axis is PE and the y axis is normalized residuals. The $\chi^2/ndf$ is 5.7/48 $= 0.12$.

There was a difference in rates between the simulation and data. This is likely caused by a difference in the lead shielding in simulation as compared to data acquisition.

The PE of the peaks between simulation and data was compared for each position measured in $^{137}$Cs. The results are in Table 6.4. For each position, the data and simulation are in agreement within error.
## Table 6.4: Comparison of simulation and data mean PE peaks by position. These were obtained by fitting the top of each peak with a Gaussian. The error is the sigma on the Gaussian.

<table>
<thead>
<tr>
<th>Position</th>
<th>Data Mean</th>
<th>Simulation Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>21 cm</td>
<td>19±7</td>
<td>19±6</td>
</tr>
<tr>
<td>30 cm</td>
<td>21±6</td>
<td>19±6</td>
</tr>
<tr>
<td>40 cm</td>
<td>20±11</td>
<td>19±5</td>
</tr>
<tr>
<td>50 cm</td>
<td>20±8</td>
<td>19±6</td>
</tr>
<tr>
<td>70 cm</td>
<td>19±8</td>
<td>20±5</td>
</tr>
</tbody>
</table>

### Determining Cuts Based on Simulation

Cut were applied to the simulation to eliminate events outside of the position by doing a PE cut based on the PE generated at the position. This was done to eliminate background from the source that has occurred outside of position. Due to the nature of the solid angle, scintillation events that occur close to the window are more likely to be detected. This is also true for the $^{39}$Ar background. This can be seen in Figure 6.39.
A cut was placed on the data for a maximum PE based on the position study in simulation.

6.4  Data Corrections

Once all of the cuts were applied to both the source and background file(s). The final step was to subtract the background from the source and take the integral of the result. The following plots show this for both $^{137}$Cs and $^{22}$Na for the first argon fill. Figure 6.40 and 6.41 shows the source rate after all the cuts had been applied, but before background subtraction in $^{137}$Cs and $^{22}$Na respectively.
Figure 6.40: Rate normalized $^{137}\text{Cs}$ data after cuts and before background subtraction. The x axis is PE and the y axis is (counts/bin)/second. This is from the 40 cm position.
Figure 6.41: Rate normalized $^{22}$Na data after cuts and before background subtraction. The x axis is PE and the y axis is (counts/bin)/second. This is from the 39 cm position.

Figure 6.42 is the background data rate normalized with all the cuts applied. The rate of the $^{137}$Cs was 25.0% higher than background at the 40 centimeter position. At the 39 cm, with the $^{22}$Na source, the source rate was 74.5% higher than the background rate, as shown in figure 6.43.
Figure 6.42: Rate normalized background data from the $^{137}$Cs data acquisition after cuts. The x axis is PE and the y axis is (counts/bin)/second.

Figure 6.43: Rate normalized background data from the $^{22}$Na data acquisition after cuts. The x axis is PE and the y axis is (counts/bin)/second.
The result of the background subtraction is shown for $^{137}$Cs in figure 6.44 and for $^{22}$Na in figure 6.45.

Figure 6.44: Rate normalized $^{137}$Cs data with cuts and background subtracted. The x axis is PE and the y axis is (counts/bin)/second. This plot was used to calculate the integral. This is from the 40 cm position.
Second and Third Argon Fills

The second and third argon fills were used to understand the background contribution better but implementing a tagging system, as well as adding an aperture to the front window. The third argon fill suffered from very low statistics due to the choice of such a small front aperture.

Figure 6.46 shows the PE rate after cuts and before background subtraction at 38.5 cm. The data runs in this argon fill had low statistics.
Figure 6.46: Rate normalized $^{22}$Na data after cuts and before background subtraction at 38.5 cm in the second argon fill. The x axis is PE and the y axis is (counts/bin)/second.

Figure 6.46 shows the tagged background at 38.5 cm. The tagged source rate at the peak is 195% greater than the tagged background rate at the same location.

Figure 6.47: Rate normalized tagged background taken at 38.5 cm in the second argon fill. The x axis is PE and the y axis is (counts/bin)/second.

Figure 6.48 shows the result of background subtracted data with all the cuts. This was used to calculate the rate integral.
6.4. DATA CORRECTIONS

Figure 6.48: Rate normalized $^{22}$Na data after cuts and and and rate normalized background subtraction at 38.5 cm in the second argon fill. The x axis is PE and the y axis is (counts/bin)/second.

**Argon 3**

Figure 6.49 shows the PE rate after cuts and before background subtraction at 37 cm.

Figure 6.49: Rate normalized $^{22}$Na data after cuts and before background subtraction at 37 cm in the third argon fill. The x axis is PE and the y axis is (counts/bin)/second.

Figure 6.50 shows the tagged background at 37 cm. The tagged source rate at the peak is 200% greater than the tagged background rate at the same location.
Figure 6.50: Rate normalized $^{22}$Na data after cuts and before background subtraction at 37 cm in the third argon fill. The x axis is PE and the y axis is (counts/bin)/second.

Figure 6.51 shows the result of background subtracted data with all the cuts. This was used to calculate the rate integral.

Figure 6.51: Rate normalized $^{22}$Na data after cuts and before background subtraction at 37 cm in the third argon fill. The x axis is PE and the y axis is (counts/bin)/second.
6.5 Rayleigh Scattering Fit

After all the cuts were applied to the data, the integral of the plots were taken for each position and plotted. These plots were then fit with Equation 4.5 from Chapter 4.

6.5.1 High Statistic Plot

The only data run with high enough statistics to make a fit was the first data run. The results from the second and third runs can be found in Appendix 2.

<table>
<thead>
<tr>
<th>Time</th>
<th>PE Mean Position 39 cm</th>
<th>PE Mean Position 55 cm</th>
<th>PE Mean Position 71 cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>160 hr</td>
<td>16.9±4.8</td>
<td>No Data</td>
<td>No Data</td>
</tr>
<tr>
<td>168 hr</td>
<td>19.3±5.8</td>
<td>18.6±6.6</td>
<td>17.53±6.4</td>
</tr>
<tr>
<td>288 hr</td>
<td>18.0±8.0</td>
<td>17.01±5.3</td>
<td>15.75±5.1</td>
</tr>
<tr>
<td>309 hr</td>
<td>16.9±5.8</td>
<td>16.38±4.7</td>
<td>16.52±6.8</td>
</tr>
</tbody>
</table>

Table 6.5: PE over time in the first argon fill.
Figure 6.52: The rate integrals of data taken at 39 cm a different run times in the same argon fill (Run1). The x axis is position in centimeters and y axis is the rate integral of PE/s.

Figure 6.53: The rate integrals of data taken at 55 cm a different run times in the same argon fill (Run1). The x axis is position in centimeters and y axis is the rate integral of PE/s.
Figure 6.54: The rate integrals of data taken at 71 cm a different run times in the same argon fill (Run1). The x axis is position in centimeters and y axis is the rate integral of PE/s.

Data acquisition using an external, collimated $^{22}$Na source took place over 300 hours in the first argon fill. The average temperature on the outside of the copper inner vessel was 90.19K with a range $\pm$ 1K. The average pressure was 1.317 bar with a range of $\pm$ 0.1 bar. The triplet lifetime varied 72 nanoseconds over the length of data acquisition. The error from this contribution was accounted for in the error bars on the final plot.

Thirty-three source data points and 20 background runs were acquired. The source data was filtered through a series of cuts, rate normalized, and background subtracted. The integral of this results is plotted in figure 6.55.
Figure 6.55: Sodium data from the first argon fill with a 4 cm front aperture. The x axis is position in centimeters and y axis is the rate integral of PE/s. This has been fit with $A/x^2 e^{-l/x}$.

The error on each point was the summation of a few differentness contributions. The error on the integral from root was calculated in chapter 4, the reflection study with a 4 cm front aperture indicated a 4.3% contamination from reflection. The energy scaling varied over the run which would have result in a change in integral of 1% in the max PE cut. This is shown in Table 6.5. These errors were summed in quadrature for the error bars.

The high statistic run from the argon fill yielded a result of $58 \pm 1$ cm. The $\chi^2/ndf$ of the fit is $78/30$. 
Chapter 7

Scattering Implications and Conclusions

When you can measure what you are speaking about, and express it in number, you know something about it.

Lord Kelvin

No one remembers the former generations, and even those yet to come will not be remembered by those who follow them.

Ecclesiastes 1:11

Thoughts are the shadows of our feelings - always darker, emptier and simpler.

Friedrich Nietzsche

7.1 Introduction

The Rayleigh scattering length of the scintillation light of liquid argon in recent scientific history was a number under contention. The measurements made by Ishida et al.\textsuperscript{[122]} did not agree with the calculation made by Seidel et al.\textsuperscript{[104]}. The findings previously discussed in this thesis, both the calculation based on historical measurements and the update experimental measurement have shown the evidence needed to resolve the discrepancies. The
calculation from chapter 3 resulted in a value of 60±6 cm for liquid argon. The measurement discussed in chapter 6 resulted in a value of 58±1 cm. These results are closer to the values measured by Ishida (66±3 cm) and agree within error of the value measured in situ by ArDM [133].

<table>
<thead>
<tr>
<th>Source</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculations</td>
<td></td>
</tr>
<tr>
<td>Seidel [104]</td>
<td>90 cm</td>
</tr>
<tr>
<td>Chapter 3</td>
<td>60±6 cm</td>
</tr>
<tr>
<td>Measurements</td>
<td></td>
</tr>
<tr>
<td>Ishida [122]</td>
<td>66±3 cm</td>
</tr>
<tr>
<td>ArDm [133]</td>
<td>52.1±5 cm</td>
</tr>
<tr>
<td>Chapter 6</td>
<td>58±1 cm</td>
</tr>
</tbody>
</table>

Table 7.1: Table of Measured and Calculated Scattering Lengths

7.2 Implications of the Scattering Result in Liquid Argon Detectors

The impact of the Rayleigh scattering uncertainty is primarily in event reconstruction in argon detectors. One variable the is important to understand in both dark matter and neutrino experiments in the leakage of events from outside the the signal region to the radius that defines the signal region, or fiducial volume. A study using the DEAP detector geometry was preformed by Dr. J Walding. In this study, a RAT simulation of 20 keVee electrons were generated between 84 and 85 cm (near the detector edge) the fraction of events reconstructed in the fiducial volume (> 55 cm) was examined. The fraction of events that reconstruct with R<55 cm varies from 0.610.04% with a Rayleigh scattering length of 90 cm (at 128 nm wavelength), to 0.48±0.04% with a Rayleigh scattering length of 66 cm. There is a fractional difference between the 90 cm and 66 cm case is 20%. The results can be seen in Figure 7.1. This can potentially improve the uncertainty in event
7.3. FUTURE RESEARCH

reconstruction by a factor of 2. This update measurement will impact the field of liquid argon detectors and event construction. In particular the detectors that are using the 90 cm scattering length.

![RAT simulation of 20 keV electron recoils in the DEAP-3600 detector. This details the fraction of events reconstructed inside the normalized fiducial volume radius \((R/R_0)^3\) (leakage) vs. \((R/R_0)^3\); recoils are uniformly distributed in 84-85 cm radius, for 660, 750, and 900 nm Rayleigh scattering lengths \(R_0 = 85\) cm). At the nominal fiducial \((R/R_0)^3\) of 0.27, the leakage differs by 20%. Plot courtesy of J. Walding.

7.3 Future Research

There is much to understand about the optical properties of the scintillation light of liquid argon. An additional measurement that could made is to repeat the experiment with better temperature control and to examine the scattering length at the triplet point of liquid argon. It would be interesting to understand the scattering length in a detector with a temperature gradient.
The impact of pressure and temperature on the light yield of liquid argon would be an important relationship to quantify. As liquid argon detectors grow in size, there will be a pressure gradient which could impact the signal if there is a pressure dependence for the light yield.

There is also more research to be done to understand the optical properties of solid argon. Argon can be frozen into a clear crystal with good light transmission. The light yield in solid argon is greater than liquid argon. There may interesting detector applications in the future using a solid argon medium.

7.4 Final Thoughts

In the *The Hitchhiker’s Guide to the Galaxy* [168], Douglas Adams suggests that 42 is the answer to life the universe and everything. This statement is thought of as reflection of the nihilism that was pervasive throughout his writing influenced by the predominate philosophies of the past century. The readers are left to decide as to the meaning. So it is in this vane that I conclude. I have made a measurement. Its importance will be determined by the community, but any meaning it might have had outside my efforts will eventually fade. The race of which I am part of will one day die [169]. The planet we called home will eventually be destroyed [170]. The sun that gave us warmth will dim [171]. The universe that many have devoted their lives to studying will die a long and unobserved death [172]. If the physical is all there is, then nothing has meaning.
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Appendix A

Sinnock et al Data

A.1 Argon

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>643.9</th>
<th>578.0</th>
<th>546.1</th>
<th>508.6</th>
<th>475.3</th>
<th>435.8</th>
<th>406.3</th>
<th>361.2</th>
<th>$\rho \times 10^{-2}$ (mol/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.2895</td>
<td>1.2903</td>
<td>1.2910</td>
<td>1.2918</td>
<td>1.2926</td>
<td>1.2938</td>
<td>1.2950</td>
<td>1.2975</td>
<td>4.416</td>
</tr>
<tr>
<td>30</td>
<td>1.2879</td>
<td>1.2887</td>
<td>1.2894</td>
<td>1.2901</td>
<td>1.2909</td>
<td>1.2921</td>
<td>1.2934</td>
<td>1.2959</td>
<td>4.385</td>
</tr>
<tr>
<td>40</td>
<td>1.2854</td>
<td>1.2862</td>
<td>1.2869</td>
<td>1.2876</td>
<td>1.2885</td>
<td>1.2896</td>
<td>1.2909</td>
<td>1.2931</td>
<td>4.343</td>
</tr>
<tr>
<td>50</td>
<td>1.2822</td>
<td>1.2831</td>
<td>1.2838</td>
<td>1.2845</td>
<td>1.2853</td>
<td>1.2865</td>
<td>1.2878</td>
<td>1.2903</td>
<td>4.293</td>
</tr>
<tr>
<td>60</td>
<td>1.2786</td>
<td>1.2795</td>
<td>1.2801</td>
<td>1.2809</td>
<td>1.2817</td>
<td>1.2829</td>
<td>1.2841</td>
<td>1.2863</td>
<td>4.235</td>
</tr>
<tr>
<td>70</td>
<td>1.2742</td>
<td>1.2751</td>
<td>1.2757</td>
<td>1.2765</td>
<td>1.2773</td>
<td>1.2785</td>
<td>1.2797</td>
<td>1.2820</td>
<td>4.170</td>
</tr>
<tr>
<td>80</td>
<td>1.2693</td>
<td>1.2702</td>
<td>1.2708</td>
<td>1.2716</td>
<td>1.2716</td>
<td>1.2716</td>
<td>1.2728</td>
<td>1.2750</td>
<td>4.093</td>
</tr>
<tr>
<td>83.81</td>
<td>1.2673</td>
<td>1.2681</td>
<td>1.2688</td>
<td>1.2695</td>
<td>1.2704</td>
<td>1.2716</td>
<td>1.2728</td>
<td>1.2753</td>
<td>4.061</td>
</tr>
<tr>
<td>Liquid</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>83.81</td>
<td>1.2321</td>
<td>1.2328</td>
<td>1.2334</td>
<td>1.2341</td>
<td>1.2349</td>
<td>1.2361</td>
<td>1.2372</td>
<td>1.2395</td>
<td>3.549</td>
</tr>
<tr>
<td>86</td>
<td>1.2295</td>
<td>1.2303</td>
<td>1.2308</td>
<td>1.2316</td>
<td>1.2324</td>
<td>1.2336</td>
<td>1.2347</td>
<td>1.2370</td>
<td>3.513</td>
</tr>
<tr>
<td>88</td>
<td>1.2274</td>
<td>1.2282</td>
<td>1.2287</td>
<td>1.2295</td>
<td>1.2303</td>
<td>1.2315</td>
<td>1.2326</td>
<td>1.2346</td>
<td>3.481</td>
</tr>
<tr>
<td>90</td>
<td>1.2256</td>
<td>1.2264</td>
<td>1.2269</td>
<td>1.2277</td>
<td>1.2285</td>
<td>1.2297</td>
<td>1.2308</td>
<td>1.2326</td>
<td>3.449</td>
</tr>
</tbody>
</table>

Table A.1: Argon Data from Sinnock and Smith [1]
## A.2 Krypton

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>643.9</th>
<th>578.0</th>
<th>546.1</th>
<th>508.6</th>
<th>475.3</th>
<th>435.8</th>
<th>406.3</th>
<th>361.2</th>
<th>$\rho \times 10^{-2}$ (mol/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Solid</strong> &amp; 67 &amp; 1.3648 &amp; 1.3664 &amp; 1.3674 &amp; 1.3688 &amp; 1.3704 &amp; 1.3727 &amp; 1.3749 &amp; 1.3787 &amp; 3.542</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&amp; 95 &amp; 1.3547 &amp; 1.3562 &amp; 1.3572 &amp; 1.3587 &amp; 1.3603 &amp; 1.3626 &amp; 1.3648 &amp; 1.3686 &amp; 3.429</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Liquid</strong> &amp; 115.95 &amp; 1.3011 &amp; 1.3024 &amp; 1.3032 &amp; 1.3042 &amp; 1.3056 &amp; 1.3074 &amp; 1.3090 &amp; 1.3120 &amp; 2.926</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&amp; 118 &amp; 1.2986 &amp; 1.2999 &amp; 1.3008 &amp; 1.3017 &amp; 1.3031 &amp; 1.3049 &amp; 1.3065 &amp; 1.3095 &amp; 2.906</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&amp; 126 &amp; 1.2893 &amp; 1.2906 &amp; 1.2915 &amp; 1.2924 &amp; 1.2938 &amp; 1.2957 &amp; 1.2973 &amp; 1.3003 &amp; 2.829</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A.2: Krypton Data from Sinnock and Smith [1]
### A.3 Xenon

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$\lambda$ (nm)</th>
<th>$\rho \times 10^{-2}$ (mol/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>1.4808</td>
<td>1.4833</td>
</tr>
<tr>
<td>90</td>
<td>1.4775</td>
<td>1.4800</td>
</tr>
<tr>
<td>100</td>
<td>1.4740</td>
<td>1.4765</td>
</tr>
<tr>
<td>110</td>
<td>1.4701</td>
<td>1.4727</td>
</tr>
<tr>
<td>120</td>
<td>1.4660</td>
<td>1.4686</td>
</tr>
<tr>
<td>130</td>
<td>1.4616</td>
<td>1.4641</td>
</tr>
<tr>
<td>140</td>
<td>1.4569</td>
<td>1.4594</td>
</tr>
<tr>
<td>150</td>
<td>1.4520</td>
<td>1.4545</td>
</tr>
<tr>
<td>161.35</td>
<td>1.4461</td>
<td>1.4486</td>
</tr>
<tr>
<td>Liquid</td>
<td></td>
<td></td>
</tr>
<tr>
<td>161.35</td>
<td>1.3876</td>
<td>1.3900</td>
</tr>
<tr>
<td>166</td>
<td>1.3830</td>
<td>1.3853</td>
</tr>
<tr>
<td>170</td>
<td>1.3790</td>
<td>1.3814</td>
</tr>
<tr>
<td>174</td>
<td>1.3748</td>
<td>1.3772</td>
</tr>
<tr>
<td>178</td>
<td>1.3708</td>
<td>1.3732</td>
</tr>
</tbody>
</table>

Table A.3: Xenon Data from Sinnock and Smith [1]
Appendix B

Data from Additional Data Runs

B.1 Other Data Runs

Additional data was taken which was useful in better understanding the result.

B.1.1 Untagged

In the first argon fill, the initial data acquisition was done with the $^{137}\text{Cs}$ source. This source did not have a high enough activity rate compared to the background rate in the far end of the detector. However it was useful to check the energy comparison of simulation. The results agreed with the data in the high statistics data run as seen in Figure [B.1].
Figure B.1: $^{37}$Cs Data From Second Argon Fill. The x axis is position in cm and the y axis is integral of PE/sec.

Before taking tagged data in the second argon fill, 4 untagged data points were taken with the 2cm baffle. This is useful to see if they untagged data in the second argon fill had the same form of the high statistic data run. It did have the same form as seen in Figure B.2
Figure B.2: $^{22}\text{Na}$ Data From Second Argon Fill. The x axis is position in cm and the y axis is integral of PE/sec.

B.1.2 Tagged

The tagging runs were used to better stand background contributions. After cuts, only 3% of events survived. This data points contained 50,000 waveforms instead of 200,000. So the statistics were insufficient to make a fit. However these runs were useful in understanding the cosmic ray background. This served as a further motivation to eliminate events with a high PE count, as these corresponded to the signal of a tagged background event. The tagged results from the second argon fill are found in B.3.

The tagged data in the third argon fill also had a low survival rate for cuts. Only 2% of events survived cuts. The small baffle greatly reduced the signal from each data set. Further, there a large spread in rate over time. This may have been caused by the instability of the voltage of the power supply. The results are in B.4. To improve the result, the experiment could be repeated with a different supply and more data.
Figure B.3: Tagged data from the second argon fill with a 2cm baffle. The x axis is position in cm and the y axis is integral of PE/sec.

Figure B.4: Tagged data from the third argon fill with 0.5 cm baffle. The x axis is position in cm and the y axis is integral of PE/sec.