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Access control restricts the interactions that are possible between users (or programs operating under the control of users) and sensitive resources, and is an essential component of any security architecture in multi-user computing systems. The most common means of implementing access control is to define an authorization policy, specifying which requests (that is, attempted user-resource interactions) are authorized and can thus be allowed. In recent years, we have seen the emergence of attribute-based access control (ABAC), in part to cater for open, distributed computing environments where it is not necessarily possible to authenticate all entities directly. The primary goal of this thesis is to improve the understanding and specification of ABAC languages.

Our approach focuses on the connection between multi-valued logics (MVLs) and many ABAC languages present in the literature. We introduce the necessary theoretical foundations to analyse and reason about various properties of ABAC languages. This enables us to show that XACML, the predominant language for authoring ABAC policies, exhibits a number of shortcomings. We present extensions to the ABAC language PTaCL, and demonstrate how it may be modified to address the shortcomings identified in XACML. Later, we extend our foundations to lattice-based logics and languages, establishing new results about Belnap logic and its associated ABAC languages.

Another major difficulty encountered in many ABAC languages is how to construct a desired policy using the operators defined in the given language. Even in languages that are known to be functionally complete, this is in general a non-trivial task. We present a novel solution to this problem: specifying policies in a tabular form. We demonstrate why representing policies in this manner is convenient, intuitive and flexible for policy authors, and provide a method for automatically compiling policy tables into a form that is machine-enforceable.
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Chapter 1

Introduction

In multi-user computing systems, the security of information and resources is an essential component of any security architecture. As a result, a field of research has grown around the design and implementation of methods to secure information in a multi-user setting. This field of research is commonly known in the community as access control. Access control then, restricts the interactions that are possible between users (or programs operating under the control of users) and sensitive resources.

The most common means of implementing access control is to define an authorization policy, specifying which requests (that is, attempted user-resource interactions) are authorized and can thus be allowed. In a typical implementation, all requests are intercepted and evaluated with respect to the policy by trusted software components, often known as the policy enforcement point and policy decision point, respectively.

Thus, in general terms, an authorization policy may be viewed as a function \( P : Q \rightarrow D \), where \( Q \) is the set of requests and \( D \) is the set of authorization decisions. We assume 0 and 1 belong to \( D \), representing the “deny” and “allow” decisions, respectively. Traditionally, \( Q \) was modelled as a set of triples of the form \((s, o, a)\), where \( s \) is a subject, \( o \) is an object, and \( a \) is an action: a subject represents an authenticated entity, an object represents a protected resource, and an action is the means by which the subject wishes to interact with the object [6, 8, 27, 41, 43].

In recent years, we have seen the emergence of attribute-based access control (ABAC), in part to cater for open, distributed computing environments where it is not necessarily possible to authenticate all entities directly [11, 12, 29, 37, 39]. (Opposed to the more traditional “closed”, centralised systems in which the set of users was assumed to be known in advance.) Subjects and objects are associated with attributes, requests are collections of attributes associated with the subjects and objects, and these attributes determine whether a request is authorized or not through evaluation of the authorization policy, which is defined in terms of user and resource attributes.

The main goal of this thesis is to improve the understanding and specifi-
cation of ABAC languages. We demonstrate that multi-valued logics (MVLs) are the fundamental “building blocks” of many ABAC languages, and through the careful choice of multi-valued logic, desirable properties can be guaranteed for new ABAC languages. We thereby provide a theoretical framework for the development of new ABAC languages, which eliminate the disadvantages of existing ABAC languages.

1.1 Attribute-based access control

In the context of attribute-based access control (ABAC), we assume there exists a set of attributes, each of which can take a range of values. An authorization request is specified in terms of attribute name-value pairs, associating the subject and object with the relevant attributes. Given a set of requests, an ABAC policy specifies whether each request is authorized or not.

Much of the research on ABAC policies assumes that policies are constructed from sub-policies. One sub-policy might, for example, specify that some subset of requests is allowed, while another sub-policy specifies that some subset of requests is denied. Defining policies in this way inevitably means that the sub-policies may “clash”, so research in this area has focused on ways of resolving the conflicts that may arise when combining policies [9, 34, 37].

There are two broad approaches, which we may label as “policy algebras” [9, 34, 40, 46] and “tree-structured languages” [11, 12, 29, 37]. A policy algebra defines the semantics of a policy in terms of the sets of requests it allows and denies. Then sub-policies are combined by defining policy operators that are defined in terms of set operations (such as intersection, union and set difference) on the sets of allowed and denied requests. In contrast, a tree-structured language defines what decision to return for each sub-policy and then combines the decisions arising from the evaluation of sub-policies using decision-combining algorithms (or decision operators).

Of course, there are strong parallels between the two approaches, and it is often possible to define exact correspondences between policy operators and decision-combining algorithms. Nevertheless, the popularity and widespread use of XACML [37] has led to more research on tree-structured languages in recent years (in comparison to policy algebras) [11, 12, 29, 37]. As a result, in this thesis we restrict our attention to tree-structured languages, and the literature surrounding these languages. We formally define how we classify ABAC languages as tree-structured in the preliminaries (Chapter 2), and introduce a number of tree-structured languages from the literature, including XACML [37], PTaCL [12] and PBel [10].

Despite the extensive research on tree-structured languages [11, 12, 29, 37], we have identified three general issues with existing tree-structured languages. First, we explore the issue of expressivity. Informally, we gauge the expressive power of a language by the number of different policies that may be constructed.
in it. We say a language is *functionally complete* if any arbitrary policy may be constructed in the language. It is known that PTaCL [12] and PBel [10] are functionally complete languages, and one of the contributions of this thesis is to show that XACML [37] is not functionally complete. We believe that the inability to express desired policies is a major drawback, as policy authors are forced to either approximate the desired policy, or introduce custom combining algorithms. Approximation of policies is clearly undesirable, as unintended scenarios may be introduced. While XACML supports the specification of custom combining algorithms, there is little to no support or guidance given on how custom combining algorithms should be defined and used, and we believe allowing policy authors unhindered freedom to define their own custom combining algorithms in the native XACML framework is risky. For instance, rigorous testing of any custom combining algorithms should be carried out, to ensure these algorithms behave as intended. Both scenarios may lead to policy misconfigurations, and ultimately, unauthorized access.

Secondly, we identify a problem that is inherent to the nature of tree-structured languages. Policies in tree-structured languages are expressed in a tree-like structure, where leaf nodes are attribute-decision pairs and interior nodes are attribute-operator pairs.\(^1\) Essentially this means policies must be constructed in a bottom-up fashion. In particular, if it is not possible to express a policy using a single target and decision, the policy author must engineer the desired policy by combining sub-policies using the set of operators specified in the given language. This is a non-trivial task in general and makes policy specification in tree-structured ABAC languages a challenging task, and it can be difficult to anticipate how a policy will evaluate for all access requests (due to the complex structure of policies).

In addition, this issue is further exasperated by the lack of a universal or standard method for constructing policies in tree-structured languages such as XACML. This means that, in practice, if two policy authors are given a policy expressed in natural language and are asked to construct the policy in XACML, it is possible that they will construct two different policies.

In this thesis we propose an alternative method for policy specification, through specifying policies in tables indexed by sub-policies (and later, attributes). We demonstrate that policies expressed in this manner can be automatically converted into a normal form, which is machine-enforceable. In order to achieve this, we first note a similar method employed in traditional 2-valued propositional logic. One can use the truth table for an arbitrary Boolean function to write down a logically equivalent formula in disjunctive normal form. Another contribution of this thesis is the generalisation of this method to multi-valued logics, and its application in generating policies for ABAC languages.

\(^1\)This is something of a simplification, but a good approximation of how such policies are structured.
A further shortcoming of existing work on languages for attribute-based access control is the way in which requests and attributes are matched via targets. Suppose we have an attribute name-value pair \((n, v)\) and a request that contains multiple name-value pairs, including \((n, v)\) and \((n, v')\), where \(v' \neq v\). Then one might argue the request matches the attribute (since it contains \((n, v)\)); on the other hand, one might argue it doesn’t match the attribute (since it also contains \((n, v')\)). XACML always assumes the former interpretation, which may be inappropriate if, for example, the policy author wishes to insist that the request contains exactly one name-value pair for the named attribute. Although PTaCL has a slightly more complex match semantics for requests and attributes, it ignores several possible match semantics that might be relevant in practice.

Furthermore, existing ABAC languages essentially have two layers of abstraction, in the form of targets and policies. The former must be evaluated first, to determine the applicability of policies, which are then evaluated. We believe that this separation is unnecessary, and can over-complicate policy specification. Chapter 7 explores this issue in more depth, where we propose an alternative method for matching requests and attributes, and directly specify policies in terms of attributes, removing the need for targets.

1.2 Multi-valued logics

The underlying foundations of this thesis are built on the study of multi-valued logics. In the past, logic systems contained only two truth values “true” and “false”, which correspond to our intuitive understanding of truth and falsity. However, these systems rapidly expanded to incorporate more values, used to represent values such as “unknown”, “lack of information” and “conflict” [7, 26, 38]. The truth values introduced in multi-valued logics often have intuitive interpretations in access control, the “unknown” value may be interpreted as “not-applicable” in the context of policies [10, 12]. Likewise, “conflict” can be used to represent conflicting access control decisions in a policy [10]. As a result, many tree-structured ABAC languages are based on well-known multi-valued logics, and use operators from these logics as policy operators [10, 12, 32, 45]. We shall show that, in tree-structured languages, policies are essentially terms in a logic-based formalism.

Certain tree-structured ABAC languages such as PTaCL [12] and PBel [10] are known to be functionally complete, and the proofs of their functional completeness rely on the underlying functional completeness of the multi-valued logic on which they are based. In other words, there is a strong relationship between the properties of an ABAC language and the multi-valued logic on which it is built.

In this thesis we expand upon this relationship, by introducing the theoretical foundations, based on results of Jobe [24], for characterising properties
of multi-valued logics. We define concepts such as canonical suitability, selection operators, normal form and canonical completeness for multi-valued logics, and show the application of these concepts to ABAC languages. We demonstrate in Chapter 4 the value of canonical completeness in ABAC languages, and how this helps us to overcome the challenges discussed earlier for tree-structured languages.

The results of Jobe are limited to logics in which the truth values are assumed to be totally ordered; we call logics of this type total-ordered logics. However, there are many partially ordered logics of interest, such as Belnap logic [7], on which a number of tree-structured languages are based. We extend Jobe’s results to lattice-based multi-valued logics in Chapter 5, and prove that Belnap logic is not canonically complete. We then construct a 4-valued lattice-based multi-valued logic that is canonically complete, and demonstrate its use as the underlying logic for an ABAC language in Chapter 6.

1.3 Outline of thesis

In Chapter 2 we introduce some prerequisite material on tree-structured attribute-based access control (ABAC) languages and multi-valued logics (MVLs). In Section 2.1 we formally define the generic structure and evaluation semantics for targets and policies in tree-structured languages. We also introduce the notions of obligations and indeterminacy, which we explore in more detail in Chapters 3 and 4. Section 2.2 introduces the OASIS standard language XACML [37], which is referenced and used as a comparative language throughout this thesis. We then formally define PTaCL [12] in Section 2.3, which we will analyse and adapt extensively in this thesis. We conclude the chapter with an introduction to multi-valued logics, highlighting why they are fundamental in establishing properties of many ABAC languages. We formally define various properties of multi-valued logics such as functional completeness, canonical suitability, normal form and canonical completeness, based on work by Jobe [24]. These properties will play a crucial role in this thesis, and in the development of ABAC languages with desirable properties.

Chapter 3 is a comprehensive review of XACML. We summarise the historical development of the “indeterminate” decision, and draw attention to the ambiguous behaviour of this decision in the XACML standard in Section 3.1. In Section 3.2 we prove there are numerous dependencies and redundancies between the XACML rule-combining algorithms, ultimately showing only two algorithms are required to express the entire suite of XACML rule-combining algorithms. We then extend our investigation to the overall expressivity of XACML in Section 3.3, demonstrating that XACML is not a functionally complete language: that is, there are policies of practical relevance that cannot be constructed in XACML. We consider which binary operators may be constructed in XACML in Section 3.4, and discuss the advantages of repla-
cing the XACML combining algorithms with the PTaCL policy operators in Section 3.5.

Motivated by addressing the shortcomings exhibited in XACML standard, we expand our attention to an ABAC language that is known to be functionally complete, PTaCL. However, we demonstrate in Chapter 4 that, while functional completeness implies any conceivable policy may be constructed, doing so in PTaCL is a non-trivial task. In Section 4.1 we formalise this observation, showing that PTaCL is not canonically complete, which means PTaCL does not permit a normal form for policies. Naturally, we then explore how PTaCL may be modified to make it canonically complete. Section 4.2 shows, through a simple substitution of operators, how we may produce a canonically complete version of PTaCL, called PTaCL$_{\leq}^3$. We discuss the advantages of canonically complete ABAC languages in Section 4.3. In Sections 4.4 and 4.5, we define precise syntax and semantics for handling indeterminacy and obligations in PTaCL$_{\leq}^3$, and provide a comparison with XACML and other languages in the literature in Section 4.6.

Chapters 3 and 4 focus on ABAC languages defined over a 3-valued decision set. However a number of other languages in the literature are defined over 4 values, in which the decision set is partially ordered [10, 32, 45]. In Chapter 5 we expand our theoretical foundations to consider these 4-valued languages. We formally define the necessary prerequisite material on partially ordered sets, lattices and bilattices in Section 5.1. In Section 5.2 we review Belnap logic [7], the logic on which the languages mentioned above are based. We extend the definitions of canonical suitability, normal form and canonical completeness to lattice-based logics in Section 5.3, enabling us to determine whether Belnap logic and its associated ABAC languages have these properties. We show that Belnap logic, and thus any language based on Belnap logic, is not canonically complete in Section 5.4. In Section 5.5 we identify connections between the symmetric group and unary operators on the set of authorization decisions, which enables us to construct a canonically complete 4-valued lattice-based logic. Finally, we conclude the chapter by demonstrating how our construction may be applied to total-ordered logics, showing a construction for a canonically complete $m$-valued total-ordered logic.

Chapter 6 demonstrates how we may use the canonically complete 4-valued lattice-based logic from Chapter 5 as the foundation for an ABAC language. We formally define a new 4-valued canonically complete ABAC language, PTaCL$_{\leq}^4$, in Section 6.1, and present a novel method for constructing policies. Sections 6.2 and 6.3 extend methods for handling indeterminacy and obligations to PTaCL$_{\leq}^4$, based on work from Chapter 4. In Section 6.4 we demonstrate how we may leverage the well-defined parts of XACML, in particular its architecture, and combine these with PTaCL$_{\leq}^4$. Thus, we produce a canonically complete ABAC language with a standardized, well-defined ar-
chitecture. Furthermore, we develop an algorithm which takes an arbitrary
policy expressed as a decision table as input, and outputs an equivalent nor-
mal form for the policy in Section 6.4.1. This may be implemented alongside
the customized XACML architecture, providing a means for simplified policy
specification, which produces policies that are machine-enforceable.

In Chapter 7 we define a new ABAC language, Attribute Expression Policy
Language (AEPL). AEPL is based on the accumulation of insights, intuitions
and results from the previous chapters. Section 7.1 formally defines the AEPL
language. We introduce the idea of an attribute expression, arguing why they
are more expressive than traditional targets, and provide semantics for eva-
ualating requests with respect to attribute expressions. We then define AEPL
policies, and demonstrate why constructing policies in AEPL is intuitive and
preferable to the tree-structured policies found in XACML and PTaCL. In
Section 7.2 we demonstrate a number of methods for reducing the size of po-
lcy tables in AEPL. We provide a comparison of AEPL with XACML and
PTaCL in Section 7.3, and show that AEPL is more expressive and intuitive
than both of these languages. Finally in Section 7.4, we show how existing
access control paradigms such as role-based access control and access control
lists may be enhanced through the use of policy tables, to make them
“attribute-aware”.

Finally in Chapter 8 we review the contributions of the thesis and discuss
the various opportunities for future research.

The contributions of this thesis are summarized in Table 1.1. Figures,
tables, commands and equations are numbered sequentially within each of the
eight chapters. Theorems, definitions and similar environments are numbered
sequentially within each section. Full details of the references are given at the
end of the thesis in alphabetical order by author.

1.3.1 Thesis audience

The work in this thesis tackles a number of different areas and challenges en-
countered in the design, specification and implementation of ABAC languages.
In the interests of clarity and to assist readers whose interests lay in specific
regions, we loosely group together related issues below, and summarise the
portions of the thesis that address them.

First, we address the syntactic and semantic definitions used to express
targets, policies and combining operators in ABAC languages. Chapter 3 ex-
tensively covers the syntax and semantics of XACML, shows how decisions
can be used to handle errors, how redundancies can arise from overlapping
definitions of combining algorithms, and ultimately that poor specification of
combining operators leads to a functionally incomplete language. In contrast,
PTaCL is an ABAC language which as formal, well-defined syntax and seman-
tics, which provides a firm foundation for developing new ABAC languages.
| Section 3.2 | Analysis of dependencies in XACML combining algorithms |
| Section 3.3 | Proof that XACML is not functionally complete |
| Section 3.4 | Construction of all possible XACML binary operators |
| Section 4.1 | Proof that PTaCL is not canonically complete |
| Section 4.2 | Definition of PTaCL\(_3^≤\) |
| Section 4.5 | Syntax and semantics for computing obligations in PTaCL\(_3^≤\) |
| Section 5.3 | Extension of canonical completeness to lattice-based logics |
| Section 5.4 | Completeness results for Belnap logic and associated ABAC languages |
| Section 5.5 | Definition of a canonically complete 4-valued logic |
| Section 5.6 | Construction of a canonically complete \(m\)-valued total-ordered logic |

| Chapter 6 | Definition of PTaCL\(_4^≤\) |
| Section 6.1.3 | A novel method for policy specification |
| Section 6.4 | Method for leveraging the XACML architecture |
| Section 6.4.1 | An algorithm for automatic policy generation |

| Chapter 7 | A novel ABAC language based on policy tables |
| Section 7.1 | Definition of AEPL |
| Section 7.2 | Methods for policy compression in AEPL |
| Section 7.3 | Comparison of AEPL with XACML and PTaCL |
| Section 7.4 | Applications of AEPL to role-based access control and ACLs |

Table 1.1: Contributions of the thesis

We demonstrate in Chapter 4, through minor modification of PTaCL, how we can construct a canonically complete ABAC language. In Chapter 7, we presented revised syntax and semantics for targets, allowing greater control over evaluation of requests.

The second focus of this thesis is the underlying multi-valued logics of ABAC languages \([10, 12, 32, 45]\). We utilise theoretical foundations based on results of Jobe \([24]\), and show how these concepts may be leveraged to construct ABAC languages with desirable properties, such as functional and canonical completeness. This is covered primarily in Chapters 4, 5 and 6.

Thirdly, we investigate the syntax and semantics for automatically computing obligations in Section 4.5. While our attention is restricted to an abstract set of obligations and we do not consider how conflicting obligations, or temporal constraints are handled, the syntax and semantics are necessary precursors and pave the way for future work to explore the other issues.

Finally, a recurring theme throughout this thesis is the focus on policy specification and composition, primarily from the viewpoint of a policy author. We present extensive arguments that policy specification is challenging in existing languages such as XACML and PTaCL. Engineering an arbitrary policy using the operators specified in the given language is a non-trivial task, and little support or guidance is given on this matter. To counteract this problem, we introduce the notion of policy tables, an intuitive, simple method for specifying arbitrary policies, and build back end support behind this idea to
enable automatic conversion from policy table to machine-enforceable policy. Chapters 4, 6 and 7 contribute the majority of this work.

1.4 Publications

In the duration of this thesis we have published a total of four peer-reviewed papers: one at the International Workshop on Security and Trust Management (STM) [14], two at the ACM Symposium on Access Control Models and Technologies (SACMAT) [15, 16], and one at the ACM Conference on Data and Application Security and Privacy (CODASPY) [17]. Chronologically listed:

- Crampton and Williams, “Obligations in PTaCL” [14], provides the basis for Sections 4.5 – 4.6.
- Crampton and Williams, “On Completeness in Languages for Attribute-Based Access Control” [15], provides the basis for Sections 3.2 – 3.5 and Sections 4.2 – 4.3.
- Crampton and Williams, “Canonical Completeness in Lattice-Based Languages for Attribute-Based Access Control” [17], provides the basis for Chapters 5 and 6.
- Crampton and Williams, “Attribute Expressions, Policy Tables and Attribute-Based Access Control” [16], provides the basis for Chapter 7.
Chapter 2
Preliminaries

The purpose of this chapter is to familiarize the reader with the prerequisite material on tree-structured attribute-based access control (ABAC) languages and multi-valued logics (MVLs).

Section 2.1 introduces the basic structure and evaluation semantics for targets and policies in tree-structured languages. We also introduce the notions of obligations and indeterminacy, which are fundamental to the material in Chapters 3 and 4. Section 2.2 introduces the XACML standard [35, 36, 37], which will be referenced and used as a comparative language throughout this thesis. We describe how rules, policies and policy sets are evaluated, and provide a brief introduction to the rule- and policy-combining algorithms, which are investigated in more detail in Chapter 3. In Section 2.3 we formally define PTaCL, an ABAC language that we will analyse extensively in this thesis, later we adapt and develop variants of PTaCL.

We conclude the chapter with an introduction to multi-valued logics, identifying how they are fundamentally related to many ABAC languages. We present the theoretical foundations, based on work by Jobe [24], for characterising properties of multi-valued logics, which will be applied throughout this thesis.

2.1 Tree-structured languages

Informally, we say a language is tree-structured if a policy is specified by a policy operator (decision combining algorithm) and a set of child policies. A request is evaluated with respect to a policy by first computing a decision for each of the child policies and then combining those decisions using the policy operator (decision-combining algorithm).

More formally, we assume the existence of a set of requests, defined in terms of attributes. Each policy specifies a target predicate defining, in terms of attribute values, the set of requests to which a policy applies. A target \( t \) is evaluated with respect to a request \( q \), and returns either “no-match” or “match”, denoted by \( 0_m \) and \( 1_m \) respectively. We write \( \tau_q(t) \in \{0_m, 1_m\} \) to
indicate the result of evaluating target \( t \) with respect to request \( q \), where

\[
\tau_q(t) = \begin{cases} 
1_m & \text{if the target is applicable,} \\
0_m & \text{otherwise.}
\end{cases}
\]

We do not discuss here how target applicability is determined; the reader is referred to the literature for further details [12, 37]. Throughout this thesis we will use these semantics for target evaluation, later adding a third evaluation possibility \( ?_m \) when discussing indeterminacy (in languages such as PTaCL and XACML). An example of a simplistic target that contains only one name-value pair is \( t = \{(\text{department}, \text{purchasing})\} \). We say this target is matched if user who is in the purchasing department makes an access request, that is, the user supplies the attribute name-value pair \((\text{department}, \text{purchasing})\) as part of their request.

Let \( D \) be a set of authorization decisions. Typically, we assume \( D \) contains the values 0, 1 and \( \perp \) representing “deny”, “allow” and “not-applicable”, respectively. We call 0 and 1 conclusive decisions. Let \( \oplus \) be an associative binary operator defined on \( D \) and \( - \) be a unary operator defined on \( D \), and let \( p \) and \( p' \) be policies. Then

- \( d \) is an atomic policy;
- \( p \oplus p' \) and \( \neg p \) are policies;
- \( (t, p) \) is a policy.

The first stage in policy evaluation for a request \( q \) is to determine whether a policy is “applicable” to \( q \) or not. Every (well-formed) request \( q \), allows us to assign a truth value to the target \( t \). Specifically, if \( t \) evaluates to \( 1_m \), we say the associated policy is applicable; otherwise the policy is not applicable. Then, writing \( \rho_q(p) \) to denote the decision assigned to policy \( p \) for request \( q \), we define:

\[
\rho_q(d) = d; \\
\rho_q(-p) = \neg \rho_q(p); \\
\rho_q(p \oplus p') = \rho_q(p) \oplus \rho_q(p'); \\
\rho_q(t, p) = \begin{cases} 
\rho_q(p) & \text{if } \tau_q(t) = 1_m, \\
\perp & \text{otherwise.}
\end{cases}
\]

It is easy to see that we may represent a policy as a tree. Hence, we describe policy languages of this nature as tree-structured. The first stage in policy evaluation corresponds to labelling the nodes of the tree applicable or not applicable. We then compute a decision for non-leaf nodes in the tree by combining the decisions assigned to their respective children.
In the interests of clarity, we now demonstrate a simple policy expressed in natural language, followed by an abstract policy represented as logical terms. Consider the policy:

*A user in the purchasing department is authorized to raise a purchase order, on the condition that they located on-site.*

We express the attributes from this policy this in the following targets:

- \( t_1 = \{(\text{department}, \text{purchasing}), (\text{purchase order}, \text{raise})\} \)
- \( t_2 = \{(\text{location}, \text{offsite})\} \)

Note that \( t_2 \) uses the location value “offsite”, which we use here as syntactic sugar for the logical inverse of “on-site”. (An alternative method would be to define \( t_2 = \{(\text{location}, \neg \text{(on-site)}\} \).) Then we can define the following policies:

\[
\begin{align*}
    p_1 &= (t_1, 1), \\
    p_2 &= (t_2, 0), \\
    p_3 &= p_1 \oplus p_2.
\end{align*}
\]

When a user makes a request to this policy, they supply a set of attributes, which are first evaluated against the targets in each policy. If the user provides the two attribute name-value pairs \((\text{department}, \text{purchasing})\) and \((\text{purchase order}, \text{raise})\) in their request, target \( t_1 \) is matched. Likewise, if a user provides an attribute value for location that is offsite (not on-site), then target \( t_2 \) is matched. Hence, policy \( p_1 \) will return an allow decision, and \( p_2 \) will return a deny decision. As the intention is to deny requests which originate from locations that are not on-site, the combination of \( p_1 \oplus p_2 = 1 \oplus 0 \) should return a deny decision. If policy \( p_2 \) had returned a not-applicable decision, representing that a user is on-site, then the combination of \( p_1 \oplus p_2 = 1 \oplus \bot \) should return allow. We shall see later that XACML’s deny-override operator implements these precise semantics. Visually, we can imagine this policy as a tree, shown in Figure 2.1.

\[
\begin{align*}
    (t_1, 1) & \oplus \\
    (t_2, 0) & \\
\end{align*}
\]

Figure 2.1: Simple policy tree

Figure 2.2 shows the tree for the more complex, abstract policy

\[
\left( t_6, (t_4, \neg(t_3, (t_1, 1) \oplus (t_2, 0)) \oplus (t_5, 0)) \right)
\]
and the evaluation of that policy for a request $q$ such that $\tau_q(t_i) = 1_m$ for all $i$ except $i = 2$.

Figure 2.2: Evaluating a policy

We will make use of the following terminology [11] when describing policy (decision) operators.

**Definition 2.1.1.** Let $\oplus : D \times D \to D$ be a policy operator. Then

- $\oplus$ is commutative if $d \oplus d' = d' \oplus d$ for all $d \in D$;
- $\oplus$ is idempotent if $d \oplus d = d$ for all $d \in D$, and quasi-idempotent if $d \oplus d = d$ for all $d \in \{0, 1\}$;
- $\oplus$ is conclusive if $d \oplus d' \in \{0, 1\}$ for all $d, d' \in D$, and quasi-conclusive if $d \oplus d' \in \{0, 1\}$ for all $d, d' \in \{0, 1\}$;
- $\oplus$ is a $\cup$-operator if $d \oplus \bot = d = \bot \oplus d$ for all $d \in D$;
- $\oplus$ is a $\cap$-operator if $d \oplus \bot = \bot = \bot \oplus d$ for all $d \in D$;
- $\oplus$ is well-behaved if it is either a $\cup$- or an $\cap$-operator.
We say two policies $p$ and $p'$ are equivalent, denoted by $p \equiv p'$, if $\rho_q(p) = \rho_q(p')$ for all requests $q$. We now briefly introduce the concepts of obligations and error handling (indeterminacy) in the context of tree-structured ABAC languages.

### 2.1.1 Obligations

In addition to the specification of access control requirements, such as which users are allowed to access which objects, access control mechanisms can impose obligation requirements that specify what actions a user or system is obliged to perform. An obligation then, is a mandate on what must be carried out before or after an access is approved or denied, and they are used to meet formal requirements of systems such as non-repudiation [22, 23]. One example of an obligation would be to log access to a resource when an access request is made.

Usually, each access control policy will have associated obligations, rather than having obligations as separate functions, so obligations may be thought of as a function of the access request. Due to this relationship between access control policies and obligations, methods for evaluating obligations alongside policies have been proposed in the literature [3, 12, 29, 37]. We discuss methods for computing obligations in more detail in Chapter 4.

### 2.1.2 Error handling

Given the distributed, connected nature of modern access control mechanisms, it is important to consider scenarios where policy evaluation may fail. This may occur for a number of reasons: (i) missing attributes in the request or policy; (ii) network errors while attempting to retrieve policies or attributes; (iii) division by zero during policy evaluation; and (iv) syntax errors in the request or policy. Broadly speaking, we refer to these cases as encountering “indeterminacy”, representing policy evaluation is unsure on how to proceed. An important aspect of authorization languages is how they handle indeterminacy, and there are varying methods employed in the literature [11, 12, 29, 33, 37]. We present and review these methods in Chapters 3 and 4.

### 2.2 XACML

XACML [35, 36, 37] is a commonly used authorization language for implementing attribute-based access control in the real world. XACML is a standardized XML-based language, currently in its 3rd version [37]. Due to its widespread use, XACML has been the focus of a number of works in the literature [29, 34, 40], and is often used as a comparative language. Throughout this section we will demonstrate why XACML may be viewed as a tree-structured language.
We begin by formally defining the evaluation semantics for XACML rules, policies and policy sets and introduce the rule and policy-combining algorithms specified in the XACML standard. In this thesis we do not consider XACML “conditions”, mostly because this notion is inadequately constrained in XACML 3.0. Indeed, a condition can be any Boolean expression, including arbitrarily complex functions, which in practice means that it is possible to write a full program in the condition of a rule. In particular, the notion of condition makes the notion of target redundant, because any target can be expressed as a condition. The extent to which conditions are used in practice is unclear and their generality means they are rarely, if ever, discussed in the academic literature. Furthermore, during the preliminaries, we do not consider indeterminacy in XACML. We dedicate a section of Chapter 3 to the discussion and analysis of how XACML handles indeterminacy.

### 2.2.1 Rule, policy and policy set evaluation

An XACML rule is defined by a target and an effect: the target determines whether a policy is “applicable” to a request;\(^1\) and the effect is either “deny” or “permit”. For brevity, we write 0 and 1 to denote “deny” and “permit”, respectively. An XACML policy is defined by a target, one or more rules and a rule-combining algorithm: the target determines when a policy is “applicable” to a request or not; and the decision returned for request \(q\) with respect to a policy is obtained by computing a decision for \(q\) with respect to each rule, and combining those decisions using the rule-combining algorithm.

More formally, for an XACML target \(t\), we write \(\tau_q(t)\) to indicate the result of evaluating target \(t\) with respect to request \(q\), where

\[
\tau_q(t) = \begin{cases} 1_m & \text{if the target is applicable,} \\ 0_m & \text{otherwise.} \end{cases}
\]

We then write \(\rho_q(r)\) to denote the decision returned by evaluating rule \(r\) for request \(q\). An XACML rule may be represented as a pair \((t,e)\), where \(t\) is a target and \(e \in \{0,1\}\) is the effect of the rule. Then we define

\[
\rho_q(t,e) = \begin{cases} e & \text{if } \tau_q(t) = 1_m, \\ \bot & \text{otherwise.} \end{cases}
\]

where \(\bot\) denotes the “not-applicable” decision. An XACML policy may be represented as a triple \((t,A,\tau)\), where \(t\) is a target, \(A\) is a rule-combining

\(^1\text{We do not discuss how target applicability is determined; the reader is referred to the XACML standard [37] for further details.}\)
algorithm and \( \mathbf{r} = \langle r_1, \ldots, r_k \rangle \) is a tuple of rules. Then we define

\[
\rho_q(t, A, \mathbf{r}) = \begin{cases} 
A(\rho_q(r_1), \ldots, \rho_q(r_k)) & \text{if } \tau_q(t) = 1_m, \\
\bot & \text{otherwise.}
\end{cases}
\]

An XACML policy set is a triple of the form \((t, A, \mathbf{p})\), where \( \mathbf{p} = \langle p_1, \ldots, p_k \rangle \) is a tuple of policies, \( t \) is a target, and \( A \) is a policy-combining algorithm. Then

\[
\rho_q(t, A, \mathbf{p}) = \begin{cases} 
A(\rho_q(p_1), \ldots, \rho_q(p_k)) & \text{if } \tau_q(t) = 1_m, \\
\bot & \text{otherwise.}
\end{cases}
\]

In other words, an XACML policy set is evaluated in exactly the same way as an XACML policy: (recursively) evaluate the “child” policies and then combine the decisions. It it worth noting that the semantics for target evaluation in XACML are similar to those of generic tree structured languages defined in Section 2.1. In addition, the evaluation semantics for rules are identical to those for “atomic policies” (with a target \( t \)).

### 2.2.2 Rule- and policy-combining algorithms

XACML 3.0 defines 11 rule-combining algorithms, summarized in Table 2.1. XACML defines ordered and unordered versions of most of the algorithms and also provides backward compatibility with previous versions of XACML [35, 36]. The one algorithm that is non-commutative (that is, the order of rule evaluation matters) is first-applicable (fa).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Ordered?</th>
<th>Order-dependent eval?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deny-overrides (do)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Permit-overrides (po)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Legacy Deny-overrides (ldo)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Legacy Permit-overrides (lpo)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Deny-unless-permit (dup)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Permit-unless-deny (pud)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Ordered-deny-overrides (odo)</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Ordered-permit-overrides (opo)</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Legacy Ordered-deny-overrides (lodo)</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Legacy Ordered-permit-overrides (lopo)</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>First-applicable (fa)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 2.1: The XACML 3.0 rule-combining algorithms

The XACML rule-combining algorithms take an arbitrary number of inputs but process the inputs sequentially. As such, an XACML rule-combining algorithm can be thought of as a family of \( k \)-ary operators, \( k \geq 2 \), on the decision set \( \{0, 1, \bot\} \). It is convenient, in terms of formal exposition, to assume that a decision-combining algorithm is implemented using binary decision operators.
Figure 2.3: XACML rule-combining algorithms do, po, dup, pud and fa

(Thus, we would apply a binary decision operator \( k - 1 \) times to evaluate a call to a decision-combining algorithm with \( k \) inputs.)

Any binary operator on the decision set \( \{0, 1, \perp\} \) can be represented as a \( 3 \times 3 \) array, as shown in Figure 2.3a for the deny-overrides (do), permit-overrides (po), deny-unless-permit (dup), permit-unless-deny (pud), and first-applicable (fa) operators. The decision tables for the ordered, unordered and legacy versions of do, po, dup and pud are identical for the decision set \( \{0, 1, \perp\} \). Henceforth, we will treat the XACML rule-combining algorithms as decision-combining binary operators, as defined in Figure 2.3a.

All five of the XACML decision operators in Figure 2.3a are \( \cup \)-operators and quasi-conclusive (and thus well-behaved). Other properties of the XACML decision operators are summarized in Figure 2.3b.

All of the XACML rule-combining algorithms have associated policy-combining algorithms which have identical properties and produce the same decision tables\(^2\), the only difference is that they act on policies as opposed to rules. Thus, the features and properties shown in Figure 2.3 also hold true for the XACML policy-combining algorithms. There is one additional policy-combining algorithm – only-one-applicable – which does not have an associated rule-combining algorithm. We do not consider this algorithm here as it introduces a fourth indeterminate decision when combining decisions in the set \( \{0, \perp, 1\} \), and for reasons we will discuss in Chapter 3.

To summarise, we express the XACML rule-combining algorithms as (binary) decision operators on the set \( D = \{0, 1, \perp\} \), corresponding to the decisions “deny”, “permit” and “non-applicable”, respectively. And we compute a

---

\(^2\)For reference see Appendix C in the XACML standard [37].
$k$-ary operator by applying a binary operator $k - 1$ times. Hence, we assume that XACML policies can be represented in the form $(t, r \oplus r')$, where $\oplus$ is a binary operator on $D$ and

$$
\rho_q(t, r \oplus r') = \begin{cases} 
\rho_q(r) \oplus \rho_q(r') & \text{if } \tau_q(t) = 1_m, \\
\bot & \text{otherwise.}
\end{cases}
$$

This representation of XACML policies is equivalent to the representation of policies introduced in Section 2.1, thus justifying our classification of XACML as a tree-structured language.

## 2.2.3 Architecture

The reference architecture for evaluating access requests forms a significant portion of the XACML standard. We now provide a high level summary of the XACML architecture, describing the key components and interactions.\(^3\)

First, we describe the main components of the XACML architecture:

- The Policy Administration Point (PAP) is the administration interface, which provides a means for authoring and deploying policies, and acts as a repository for the access control policies.

- The Policy Enforcement Point (PEP) is the interface of the whole environment to the outside world. The PEP receives the access requests and enforces the decision of the PDP with the help of the other main components, and either permits or denies access.

- The Policy Decision Point (PDP) is the main decision point for access requests. The PDP collects all the necessary attributes and carries out the policy evaluation.

- The Policy Information Point (PIP) is the main point where attributes for policy evaluation are retrieved, from internal and external sources.

- The Context Handler acts as an interface between the components listed above.

When an access request is made by a user, it intercepted by the PEP. The PEP then sends the request to the context handler, which transforms the request (which may be in the format specific to the application environment) into an XACML request comprising attributes and sends the request to the PDP. Upon receiving a request, the PDP will look up the policies deployed on it and establish which policies are applicable to the specific request. During

\(^3\)The focus of this thesis is primarily on policy languages, rather than the architecture that implements such languages. However, a basic understanding of how access control policies are enforced will provide some benefit to the reader.
policy evaluation, the PDP may require additional attributes, and will occasionally send attribute queries to the context handler. The context handler will retrieve these attributes via the PIP, and return them to the PDP. The PDP will then decide if the access request is allowed, denied, not-applicable or report an error. This decision is returned to the PEP, which enforces the decision and fulfils any obligations if they exist.

The major components in the XACML domain are shown in the data-flow diagram of Figure 2.4.

Figure 2.4: XACML data-flow model

2.3 PTaCL

PTaCL [12] is a tree-structured language, intended to provide a generic framework for specifying target-based policy languages. Like XACML, it is defined (without indeterminacy) over a three-valued decision set. Hence, PTaCL may
be used to provide a more formal point of comparison with XACML, thereby facilitating the analysis of XACML and identifying weaknesses in its specification. PTaCL defines a policy target language (PTL), for specifying targets in terms of attributes (of users and resources), and a policy combining language (PCL), for combining (the decisions associated with the evaluation of) sub-policies. As previously mentioned, in this thesis we do not discuss how target applicability is determined. In the remainder of this section we discuss the policy combining language of PTaCL, the reader is referred to the literature for further details on the policy target language of PTaCL [12].

2.3.1 Syntax and semantics.

PTaCL policies are defined inductively with respect to a set of policy decisions \( D \). We assume that \( D \) contains decisions 0 and 1, corresponding to “deny” and “allow”, respectively. For now, we assume \( D = \{0, 1, \bot\} \), where the decision \( \bot \) denotes that a policy is not applicable to a request. (We consider more complex decision sets in Chapter 4). Then 0 and 1 are (atomic) policies. Moreover, if \( p, p_1 \) and \( p_2 \) are policies and \( t \) is a target, then the following are policies:

\[
\neg p \quad \text{(negation)} \\
\sim p \quad \text{(deny-by-default)} \\
(t, p) \quad \text{(selection)}
\]

The semantics of a PTaCL policy are defined by applying the operators \( \neg \), \( \sim \) and \( \land_p \) (defined on the set of decisions) to the decisions returned by the evaluation of sub-policies.\(^4\) The evaluation tables for \( \neg \), \( \sim \) and \( \land_p \) are shown in Figure 2.5a.

\[
\begin{array}{c|c|c}
 d & \neg d & \sim d \\
 0 & 1 & 0 \\
\bot & \bot & 0 \\
 1 & 0 & 1 \\
\end{array}
\]

\[
\rho_q(\neg p) = \neg \rho_q(p); \\
\rho_q(\sim p) = \sim \rho_q(p); \\
\rho_q((t, p)) = \begin{cases} 
\rho_q(p) & \text{if } \tau_q(t) = 1_m; \\
\bot & \text{otherwise.}
\end{cases}
\]

\[
\begin{array}{c|c|c}
\land_p & 0 & \bot \\
 0 & 0 & 0 \\
\bot & \bot & \bot \\
 1 & 0 & 1 \\
\end{array}
\]

\[
\rho_q(p_1 \land_p p_2) = \rho_q(p_1) \land_p \rho_q(p_2); \\
\rho_q(t, p) = \begin{cases} 
\rho_q(p) & \text{if } \tau_q(t) = 1_m; \\
\bot & \text{otherwise.}
\end{cases}
\]

Figure 2.5: Decision operators and policy semantics in PTaCL

The unary operators \( \neg \) and \( \sim \) simply modify the decision: the former switches the values of 0 and 1, leaving \( \bot \) unchanged; the latter transforms \( \bot \) to 0, leaving 0 and 1 unchanged. These operators are used to implement policy negation and deny-by-default policies, respectively. The binary operator \( \land_p \)

\(^4\)We use the subscript \( p \) to distinguish \( \land_p \) from other \( \land \) operators that will be used throughout this thesis.
is strong conjunction in the Kleene three-valued logic [25]. It returns 0 if at least one of the operands is 0, 1 if both operands are 1, and ⊥ otherwise. (The operator ∧_p may also be considered as the greatest lower bound operator under the ordering 0 < ⊥ < 1.) Given a request q, we write ρ_q(p) to denote the decision returned by policy p for request q. The semantics of PTaCL policies are defined in Fig. 2.5b.

Any PTaCL policy may be represented as a policy tree, in which leaf nodes are 0 or 1 decisions and internal nodes may be a target, one of the unary operators ¬ or ∼, or the binary operator ∧_p. We introduce a special target all where

τ_q(all) = 1_m for all requests q.

We assume that targets on the operators ¬ and ∼ always use the target all as these operators only change decision values. Thus, we may assume that every policy has the form (t, p). Figure 2.6a shows the policy tree representing the policy

∼(t_5, (¬(t_3, (t_1, 1)) ∧_p (t_2, 0)) ∧_p (t_4, 1)).

Request evaluation may be described in terms of policy trees and comprises two phases. The first phase evaluates the targets. The second phase propagates the decisions of sub-policies up to the root of the policy tree using the policy-combining operators at the internal nodes and the semantics defined in Fig. 2.5.

Consider the policy depicted in Fig. 2.6a and suppose that

τ_q(t_1) = τ_q(t_4) = τ_q(t_5) = 1_m and τ_q(t_2) = τ_q(t_3) = 0_m.

The first phase of request evaluation results in the tree shown in Fig. 2.6b; recall that the targets for ∼ and ¬ are all and thus necessarily evaluate to 1_m. The second phase of policy evaluation is shown in Fig. 2.6c. Note that the evaluation of the sub-trees with roots t_3 and t_5 consider the combination of a 1 and ⊥ decision, and ⊥ ∧_p 1 = ⊥. At the root, the ∼ operator converts the ⊥ decision into a 0 decision, which is the final decision returned for this policy.

PTaCL defines syntax and semantics for handling indeterminacy, that is, errors encountered during target evaluation. Informally, when target evaluation fails, PTaCL assumes that either τ_q(t) = 1_m or τ_q(t) = 0_m could have been returned, and returns the unions of the (sets of) decisions that would have been returned in both cases. We omit the formal definition, syntax and semantics of indeterminacy in PTaCL in the preliminaries; we will cover these in Chapter 4.

2.3.2 Additional operators

Crampton and Morisset showed that PTaCL is functionally complete [12]. In practical terms, this means we can introduce new binary operators to combine policies, which act as syntactic sugar, knowing that any such operator may be
constructed using the PTaCL operators. In particular, we define three new operators: $\lor_p$, po and do, where

\[
\begin{align*}
    d \lor_p d' & \overset{\text{def}}{=} \neg((\neg d) \land_p (\neg d')); \\
    d \text{ po } d' & \overset{\text{def}}{=} (d \lor_p (\neg d')) \land_p ((\neg d) \lor_p d'); \\
    d \text{ do } d' & \overset{\text{def}}{=} \neg((\neg d) \text{ po } (\neg d')).
\end{align*}
\]

It is easy to show that these operators have the evaluation tables shown in Fig. 2.7. The operators po and do correspond to the XACML permit-overrides and deny-overrides combining algorithms, respectively (over the 3-valued decision set \{0, 1, \bot\}).
2.4 Other notable tree-structured languages

We now briefly introduce other notable tree-structured languages in the literature that we will discuss and review throughout this thesis. Li et al. [29] proposed a policy combining language (PCL), with the intention of providing a formal method for specifying new policy-combining algorithms for languages such as XACML [37]. While XACML supports the specification of custom combining algorithms, little to no help is given about the structure, syntax or semantics that custom combining algorithms should use or conform to. The choice is left entirely to the policy author, which can lead to policy misconfigurations. PCL addresses this problem, providing semantics for constructing additional policy combining algorithms through the use of policy combining operators (binary policy operators) and linear constraints. However, Li et al. admit that PCL is not fully expressive, that is, there are policy combining algorithms that cannot be constructed using either policy combining operators or linear constraints. This provides us with motivation to investigate ABAC languages that are known to be functionally complete, such as PTaCL [12].

In Chapters 3 and 4, we restrict our attention to 3-valued ABAC languages; primarily XACML and PTaCL. Later, in Chapters 5 and 6, we expand our research to consider ABAC languages that contain four decisions. A number of these languages are based on Belnap’s 4-valued logic [7], including PBel [10], BelLog [45] and Rumpole [32]. We focus primarily on PBel, developed by Bruns and Huth [10]. Like PTaCL, PBel is functionally complete, since the policy operators in PBel are based on a logic that is known to be functionally complete. Furthermore, PBel assumes a lattice-ordering on its decisions, in contrast to the previously discussed 3-valued languages. We will discuss PBel and Belnap logic in more detail in Chapter 5.

2.5 Multi-valued logics

Traditionally, logic systems contained only two truth values: true or false; which correspond to our intuitive understanding of truth and falsity. However, the need to reason logically about systems that contain more than two truth values became apparent, leading to the inception of multi-valued logics (MVLs). Multi-valued logics then, are logical calculi in which there are more than two possible truth values. The first multi-valued logics were proposed by
Lukasiewicz [30], which included a third truth value “unknown”. Various work in the literature extended Lukasiewicz’s work; perhaps the most well known 3-valued logics being Kleene’s logic [26] and Priest’s “Logic of Paradox” [38]. For now, we restrict our attention to 3-valued multi-valued logics, as both PTaCL and XACML operate over a 3-valued decision set. We expand our scope to more general multi-valued logics from Chapter 5 onwards.

Multi-valued logics are the fundamental “building blocks” for many ABAC languages, and the choice of multi-valued logic plays a crucial role in establishing properties of a new ABAC language. The choice of operators in ABAC languages is important, since we can reason about the functional completeness of a set of operators and truth values, and thus the functional completeness of the associated language. This is because, in tree-structured languages, policies are, essentially, terms in a logic-based formalism. For example, PTaCL is defined over the 3-valued decision set \{0, ⊥, 1\}, and uses operators from Kleene’s 3-valued logic.

The main purpose of this section is to introduce the theoretical foundations, based on results of Jobe [24], for characterising properties of multi-valued logics, such as canonical suitability, functional completeness, selection operators, normal form and canonical completeness. A number of the contributions of this thesis will leverage the completeness properties of multi-valued logics introduced by Jobe, and utilise them in the context in ABAC languages to construct languages with desirable properties (in terms of completeness, ease of policy specification and automatic generation of policies). Later in Chapter 5, we will extend these concepts to lattice-based multi-valued logics. This will allow us to analyse Belnap’s 4-valued logic [7], which forms the basis for a number of ABAC languages including PBel [10], BelLog [45] and Rumpole [32].

2.5.1 Theoretical foundations of canonical completeness

Let \( L = (V, \text{Ops}) \) be a logic associated with a set of truth values \( V \) and a set of logical operators \( \text{Ops} \). We assume that \( V \) is a totally ordered set of \( m \) truth values, \( \{0, \ldots, m - 1\} \), with \( 0 < 1 < \cdots < m - 1 \). We omit \( V \) and \( \text{Ops} \) when no ambiguity can occur. We write \( \Phi(L) \) to denote the set of formulae that can be written in the logic \( L \).

We say that \( L \) is canonically suitable if and only if there exist formulae \( \phi_{\text{max}} \) and \( \phi_{\text{min}} \) of arity 2 in \( \Phi(L) \) such that \( \phi_{\text{max}}(x, y) \) returns \( \max \{x, y\} \) and \( \phi_{\text{min}}(x, y) \) returns \( \min \{x, y\} \). If a logic is canonically suitable, we will write \( \phi_{\text{max}} \) and \( \phi_{\text{min}} \) using infix binary operators as \( \bigvee \) and \( \bigwedge \) respectively.

**Example 2.5.1.** Standard propositional logic with truth values 0 and 1, and operators \( \bigvee \) and \( \neg \), representing disjunction and negation, respectively, is canonically suitable: \( \phi_{\text{max}}(x, y) \) is simply \( x \bigvee y \), while \( \phi_{\text{min}}(x, y) \) is \( \neg (\neg x \bigvee \neg y) \) (that is, conjunction).
A function $f : V^n \to V$ is completely specified by a truth table containing $n$ columns and $m^n$ rows. However, not every truth table can necessarily be represented by a formula in a given logic $L = (V, \text{Ops})$. $L$ is said to be functionally complete if for every function $f : V^n \to V$, there is a formula $\phi \in \Phi(L)$ of arity $n$ whose evaluation corresponds to the truth table.

A selection operator $S^j_{(a_1, \ldots, a_n)}(x_1, \ldots, x_n)$ is an $n$-ary operator defined as follows:

$$ S^j_{(a_1, \ldots, a_n)}(x_1, \ldots, x_n) = \begin{cases} j \text{ if } (x_1, \ldots, x_n) = (a_1, \ldots, a_n), \\ 0 \text{ otherwise.} \end{cases} $$

We will write $a$ to denote the tuple $(a_1, \ldots, a_n) \in V^n$ when no confusion can occur. Note that $S^0_a$ is the same for all $a \in V^n$, and $S^0_a(x) = 0$ for all $x \in V^n$. Illustrative examples of unary and binary selection operators (for a 4-valued logic) with minimal truth value 0 are shown in Figure 2.8.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$S^0_{(1,0)}(x)$</th>
<th>$S^1_{(1,1)}(x)$</th>
<th>$S^2_{(1,2)}(x, y)$</th>
<th>$S^3_{(1,3)}(x, y)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 2.8: Examples of selection operators in a 4-valued logic

Selection operators play a central role in the development of canonically complete logics because an arbitrary function $f : V^n \to V$ can be expressed in terms of selection operators. Consider, for example, the function

$$ f(x, y) = \begin{cases} 1 \text{ if } x = 0, y = 2, \\ 2 \text{ if } x = y = 1, \\ 3 \text{ if } x = 3, y = 0, \\ 0 \text{ otherwise.} \end{cases} $$

Then it is easy to confirm that

$$ f(x, y) \equiv S^1_{(0,2)}(x, y) \lor S^2_{(1,1)}(x, y) \lor S^3_{(3,0)}(x, y), $$

since $S^1_{(0,2)}(x, y)$ returns 1 if $x = 0$ and $y = 2$, and 0 otherwise, and so forth for $S^2_{(1,1)}(x, y)$ and $S^3_{(3,0)}(x, y)$. (There is one selection operators for each “row” or “line” in $f(x, y)$.) Moreover, $S^c_{(a,b)}(x, y) \equiv S^c_a(x) \land S^c_b(y)$ for any $a, b, c, x, y \in V$. Thus,

$$ f(x, y) \equiv (S^1_0(x) \land S^1_2(y)) \lor (S^2_1(x) \land S^2_1(y)) \lor (S^3_3(x) \land S^3_0(y)). $$
In other words, we can express $f$ as the “disjunction” ($\vee$) of “conjunctions” ($\wedge$) of unary selection operators.

More generally, given the truth table of function $f : V^n \rightarrow V$, we can write down an equivalent function in terms of selection operators. Specifically, let

$$A = \{ a \in V^n : f(a) > 0 \};$$

then, for all $x \in V^n$,

$$g(x) = \bigvee_{a \in A} S^f_a(x).$$

Simple inspection of $g(x)$ confirms that this logical formula expressed in terms of selection operators is equivalent the truth table of the function $f : V^n \rightarrow V$, that is

$$g(x) \equiv f(x).$$

Jobe established a number of results connecting the functional completeness of a logic with the unary selection operators, summarized in the following theorem.

**Theorem 2.5.1** (Jobe [24, Theorems 1, 2; Lemma 1]). A logic $L$ is functionally complete if and only if each unary selection operator is equivalent to some formula in $L$.

The proofs of Jobe’s results are by induction and constructive. Informally, if each unary selection operator is equivalent to some formula in $L$, then we can construct a formula (in $L$) for any selection operator; and if we can construct a formula for any selection operator, then we can construct a formula for an arbitrary truth table (function).

**Definition 2.5.1.** The normal form of formula $\phi$ in a canonically suitable logic is a formula $\phi'$ that has the same truth table as $\phi$ and has the following properties:

- the only binary operators it contains are $\vee$ and $\wedge$;
- no binary operator is included in the scope of a unary operator;
- no instance of $\vee$ occurs in the scope of the $\wedge$ operator.

In other words, given a canonically suitable logic $L$ containing unary operators $\sharp_1, \ldots, \sharp_\ell$, a formula in normal form has the form

$$\bigvee_{i=1}^{r} \bigwedge_{j=1}^{s} \sharp_{i,j} x_{i,j},$$

where $\sharp_{i,j}$ is a unary operator defined by composing the unary operators in $\sharp_1, \ldots, \sharp_\ell$. In the usual 2-valued propositional logic with a single unary operator (negation) this corresponds to disjunctive normal form.
Definition 2.5.2. A canonically suitable logic is canonically complete if every unary selection operator can be expressed in normal form.

2.5.2 Example multi-valued logics

Having introduced the definitions for canonical suitability, functional completeness and canonical completeness, we now discuss the relationships between these properties for multi-valued logics. It is clear that a functionally complete logic \( L \) is canonically suitable, as the existence of the formulae \( \phi_{\max} \) and \( \phi_{\min} \) is implied by functional completeness. Intuition may suggest that functional completeness also implies canonical completeness: since every possible function can be represented as a formulae in \( L \), it should be possible that there are equivalent formulae that are in normal form. However, the existence of a normal form is not guaranteed by functional completeness, as the following results will show. It is known that there are canonically suitable 3-valued logics that are: (i) not functionally complete \([24, 30]\); (ii) functionally complete but not canonically complete \([24, \text{Theorem } 4]\); and (iii) canonically complete (and hence functionally complete) \([24, \text{Theorem } 6]\).

Lukasiewicz \([30]\) defined a 3-valued logic, which is not functionally complete. Slupecki \([44]\) extended this logic, showing Lukasiewicz’s logic could be made functionally complete through the addition of one unary operator. The decision set for Lukasiewicz’s extended logic \( L \) is \( \{1, 2, 3\} \) with total ordering \( 1 < 2 < 3 \), and operators defined in Figure 2.9. However, Jobe \([24, \text{Theorem } 4]\) showed that the extended Lukasiewicz logic \( L \) is not canonically complete, despite being canonically suitable and functionally complete.

\[
\begin{array}{c|c|c}
  x & N(x) & T(x) \\
\hline
  1 & 3 & 2 \\
  2 & 2 & 2 \\
  3 & 1 & 2 \\
\end{array}
\]

\( \supset \) \( \begin{array}{c|c|c|c}
  1 & 3 & 3 & 3 \\
  2 & 2 & 3 & 3 \\
  3 & 1 & 2 & 3 \\
\end{array} \)

(a) \( N \) and \( T \)  

(b) \( \supset \)

Figure 2.9: Operators in Lukasiewicz’s logic \( L \)

As a result, Jobe defined a canonically complete 3-valued logic \([24]\). The decision set for Jobe’s logic \( J \) is \( \{1, 2, 3\} \) with total ordering \( 1 < 2 < 3 \), and operators defined in Figure 2.10. It is easy to establish that

\[
x \land y \equiv x \land_j y \quad \text{and} \quad x \lor y \equiv E_2(E_2(x) \land_j E_2(y)).
\]

Thus \( J \) is canonically suitable \([24, \text{Theorem } 6]\). Henceforth, we will write \( x \lor_j y \) to denote \( E_2(E_2(x) \land_j E_2(y)) \). The normal form formulae for the unary selection operators are shown in Figure 2.10b. (Note that \( S^1_i \) is the same for all \( i \).) Thus \( J \) is functionally and canonically complete \([24, \text{Theorem } 7]\).
(a) Operators

<table>
<thead>
<tr>
<th>$x$</th>
<th>$E_1(x)$</th>
<th>$E_2(x)$</th>
<th>$\land$</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td></td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
<td></td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

(b) Normal forms for the unary selection operators

Figure 2.10: Jobe’s logic $\mathcal{J}$

2.6 Summary and discussion

In this chapter we have laid the necessary theoretical foundations and introduced the core concepts that will be explored and discussed throughout this thesis. First, we defined the general syntax and semantics of tree-structured ABAC languages, and introduced the notions of obligations and indeterminacy, which are investigated extensively in Chapters 3 and 4.

Then, we introduced the XACML standard, which we will investigate in-depth in the following chapter. In Chapter 3 we provide a comprehensive review of XACML, covering the role of the indeterminate decision, redundancies between the combining algorithms and ultimately show that XACML is not functionally complete. We also introduced the tree-structured language PTaCL, an ABAC language intended to provide a generic framework for specifying target-based policy languages. In the duration of this thesis, we analyse and modify PTaCL significantly, suggesting a number of alterations to improve the overall functionality of the base PTaCL language.

Finally, we introduced multi-valued logics, and formally defined key concepts based on results of Jobe [24], for characterising properties of multi-valued logics, such as canonical suitability, functional completeness, selection operators, normal form and canonical completeness. These concepts are integral to the work presented in this thesis, and enable us to leverage properties of multi-valued logics to design tree-structured ABAC languages with desirable properties.
Chapter 3

Completeness of XACML

XACML [35, 36, 37] is the most commonly used authorization language for implementing attribute-based access control in the real world. Given its popularity, the XACML standard has been the focus of a significant amount of work in the literature [29, 34, 40]. A number of these highlight the various shortcomings of XACML, such as: the ambiguous behaviour of the “indeterminate” decision, and the poorly defined and counter-intuitive semantics [29, 34].

The main contribution of this chapter is to extend this work, showing that XACML is not functionally complete and that the set of extended indeterminate values is not a suitable method for handling errors in an unambiguous and uniform way.

In the following section, we summarise the historical development and role of the indeterminate decision in XACML, highlighting the undesirable behaviour that the indeterminate decision exhibits during policy evaluation in XACML versions 1.0 and 2.0. In an attempt to fix these issues, XACML 3.0 introduces the extended indeterminate decision set. However, we argue that this extended decision set is still inadequate, as it confuses the role of error reporting with authorization decisions, and suffers from poorly defined semantics. In Section 3.2 we prove there is significant duplication and redundancy in the XACML 3.0 rule- and policy-combining algorithms. In particular, we show only two XACML rule-combining algorithms are required to express all of the XACML rule-combining algorithms.

We then conduct a detailed investigation into the expressiveness of these algorithms, demonstrating that XACML is not functionally complete in Section 3.3. We consider which binary operators can be constructed using the XACML operators in Section 3.4. Finally, in Section 3.5 we briefly discuss the advantages of replacing the XACML combining algorithms with the PTaCL operators, through the use of custom combining algorithms to make XACML functionally complete.

We have published the majority of the work presented in Sections 3.2 – 3.5 [15].
3.1 Indeterminacy in XACML

We briefly introduced the indeterminate decision in Section 2.2, however we now explore in more detail the evolution of the indeterminate decision through versions 1.0 to 3.0 of the XACML standard.

3.1.1 Versions 1.0 and 2.0

The XACML 1.0 standard [35] introduces a fourth authorization decision “indeterminate” (in addition to the standard allow, deny and not-applicable decisions found in many access control languages), and the use of this decision is continued in the XACML 2.0 standard [36]. The indeterminate decision, which we denote by ?, is used to indicate that errors have occurred during policy evaluation, meaning a decision could not be reached. There are four combining algorithms defined in XACML 1.0 that use the indeterminate value:

- deny-overrides;
- permit-overrides;
- first-applicable;
- only-one-applicable.

The first three combining algorithms listed are defined for rules and policies, while the latter is defined only for policies. XACML 2.0 defines two additional combining algorithms, ordered versions of deny- and permit-overrides, whose behaviour is identical to the unordered version with one exception: the order in which the collection of rules (policies) is evaluated must match the order listed in the policy (policy set).

In XACML versions 1.0 and 2.0 the combining algorithms for deny-overrides and permit-overrides behave differently, dependent on whether they are combining rules or policies. The rule-combining algorithms (RCA) and policy-combining algorithms (PCA) differ with respect to how they handle errors during evaluation. This is reflected in their use of the indeterminate decision. When evaluating the combination of rules, the RCA looks at the effect (decision) of the rule where an error occurred, and uses this in the evaluation of subsequent rules. We represent the decision from a rule that encounters an error which could have evaluated to 0 (1) by the notation $?_0$ ($?_1$). These decisions are commonly referred to as “Indeterminate Deny” and “Indeterminate Permit” respectively. We use the subscripts r and p to differentiate the RCA and PCA versions of do and po. The decision tables for deny-overrides, permit-overrides, first-applicable and only-only-applicable are depicted in Figure 3.1.

Looking at the effect of a rule which encountered an error during evaluation was the first attempt by XACML at using the “extended set of indeterminate
Figure 3.1: XACML 1.0 and 2.0 combining algorithms

<table>
<thead>
<tr>
<th>( \text{do}_p )</th>
<th>0</th>
<th>1</th>
<th>( \bot )</th>
<th>?_0</th>
<th>?_1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>( \bot )</td>
<td>0</td>
<td>1</td>
<td>( \bot )</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>?_0</td>
<td>0</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>?_1</td>
<td>0</td>
<td>1</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

(a) Deny-overrides RCA

<table>
<thead>
<tr>
<th>( \text{po}_p )</th>
<th>0</th>
<th>1</th>
<th>( \bot )</th>
<th>?_0</th>
<th>?_1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>?</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \bot )</td>
<td>0</td>
<td>1</td>
<td>( \bot )</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>?_0</td>
<td>0</td>
<td>1</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>?_1</td>
<td>?</td>
<td>1</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

(b) Deny-overrides PCA

<table>
<thead>
<tr>
<th>( \text{fa}_p )</th>
<th>0</th>
<th>1</th>
<th>( \bot )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \bot )</td>
<td>0</td>
<td>1</td>
<td>( \bot )</td>
</tr>
<tr>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

(c) Permit-overrides RCA

<table>
<thead>
<tr>
<th>( \text{ooa}_p )</th>
<th>0</th>
<th>1</th>
<th>( \bot )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>?</td>
<td>?</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>?</td>
<td>?</td>
<td>1</td>
</tr>
<tr>
<td>( \bot )</td>
<td>( \bot )</td>
<td>0</td>
<td>( \bot )</td>
</tr>
<tr>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

(d) Permit-overrides PCA

<table>
<thead>
<tr>
<th>( \text{fa}_p )</th>
<th>0</th>
<th>1</th>
<th>( \bot )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

(e) First-applicable

<table>
<thead>
<tr>
<th>( \text{ooa}_p )</th>
<th>0</th>
<th>1</th>
<th>( \bot )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>?</td>
<td>?</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>?</td>
<td>?</td>
<td>1</td>
</tr>
<tr>
<td>( \bot )</td>
<td>( \bot )</td>
<td>0</td>
<td>( \bot )</td>
</tr>
<tr>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

(f) Only-one-applicable

values”, which was formally defined in the XACML 3.0 standard [37]. However, in XACML versions 1.0 and 2.0 it is done on an ad hoc basis, the extended indeterminate values \(?_0\) and \(?_1\) are only present during evaluation, they are never returned as a final decision nor are they visible to the user. As a result, information is lost by the reduction from \(?_0\) and \(?_1\) to the basic indeterminate decision \(?\).

Furthermore, the definitions of \(\text{do}_p\) and \(\text{po}_p\) are not consistent with each other. In \(\text{do}_p\) no indeterminate decisions are returned by policy evaluation, the algorithm is defined to take a “deny-by-default” approach if an indeterminate decision is encountered (final row and column of Figure 3.1b). On the other hand, \(\text{po}_p\) returns an indeterminate decision for the evaluations \(?\text{po}_p\ \bot = \bot \text{po}_p\ ? = ? \text{po}_p\ ?\). There seems to be little sense in returning an indeterminate decision, when \(\text{do}_p\), the “logical opposite” of \(\text{po}_p\) does not. Perhaps then, adopting the approach of \(\text{do}_p\), \(\text{po}_p\) should return 1 instead of ? for these evaluations. However, this approach is undesirable, as the combination of a not-applicable policy with a policy that encounters an error returns a permit decision, which could be utilised by malicious actors. A malicious actor may then attempt to force an error in policy evaluation (by supplying
incorrectly formed attributes for example) in conjunction with a policy that they know will not be applicable, to gain a permit decision. Thus we suggest a more conservative approach, adopting the “deny-by-default” approach of \( \text{do}_p \).

The idea of looking at the decision of a rule whose evaluation produced an error, and using this decision in the subsequent evaluation is not new [11, 12]. Similar methods are employed as a way to allow policy evaluation to “fail gracefully”. There are scenarios where encountering an error in policy evaluation need not produce an error for the entire policy, it may still be possible to reach a conclusive decision. Consider, for example, the policy shown in Figure 3.2, which contains two rules \( r_1 = (t_1, 0) \) and \( r_2 = (t_2, 1) \), and suppose that

\[
\tau_q(t_1) = 1_m \quad \text{and} \quad \tau_q(t_2) = ?_m.
\]

![Policy tree](image1)

(a) Policy tree

![Target evaluation](image2)

(b) Target evaluation

![Policy evaluation](image3)

c) Policy evaluation

Figure 3.2: Example indeterminate deny-overrides policy

The first phase of request evaluation results in the tree shown in Figure 3.2b. The second phase of policy evaluation is shown in Figure 3.2c. As the rule \( r_2 \) encountered an error in evaluation and the contained effect is permit, the rule returns the indeterminate permit value \(?_1\). When this is combined with 0 using \( \text{do}_q \), the policy returns 0. Hence, a conclusive decision was reached, despite rule \( r_2 \) producing an error. Furthermore, the decision returned is the intuitively “correct” decision. If \( r_2 \) had evaluated without issue, it would return either 1 (if the rule was applicable) or \( \bot \) (if the rule was not-applicable). In either case, we have \( 0 \text{do}_q 1 = 0 \text{do}_q \bot = 0 \), the same outcome obtained from the evaluation which contained an error.

While the example presented in Figure 3.2 demonstrates the merit of the indeterminate decision, there are cases when an unintended decision is returned. Li et al. [29] constructed an example which highlights the issue in having different rule- and policy-combining algorithms defined for deny-overrides.
Consider the policy shown in Figure 3.3a and suppose that
\[ \tau_q(t_1) = 0 \text{m} \quad \text{and} \quad \tau_q(t_2) = ? \text{m} \quad \text{and} \quad \tau_q(t_3) = 1 \text{m}. \]

The result from evaluating this policy is 0 (shown in Figure 3.3c), however this is undesirable since the only deny rule \((t_1, 0)\) is not applicable, and there is a policy \((t_3, 1)\) which permits the request. In addition, if \((t_2, 1)\) had evaluated without error, it would return either 1 (if the rule was applicable) or \(\perp\) (if the rule was not applicable). In either case, the resulting policy evaluation would return 1. The introduction of the indeterminate value causes this undesirable behaviour, coupled with the fact that the rule- and policy-combining algorithms for deny-overrides differ.

### 3.1.2 Version 3.0

As a result of the work by Li et al. [29] and other work in the literature [34] highlighting the undesirable behaviour of the indeterminate decision \(?\) and the differing rule- and policy-combining algorithms, changes were made in the XACML 3.0 standard [37]. An extended set of indeterminate values \(\{?_0, ?_1, ?_01\}\) was introduced, where

- \(?_0\) – represents an indeterminate decision from a policy or rule which could have evaluated to 0 but not 1;
- \(?_1\) – represents an indeterminate decision from a policy or rule which could have evaluated to 1 but not 0;
• ?₀₁ – represents an indeterminate decision from a policy or rule which could have evaluated to 1 or 0.

In addition to the introduction of the extended set of indeterminate values, the deny- and permit-overrides rule- and policy-combining algorithms from XACML versions 1.0 and 2.0 were deprecated to “legacy” versions. These versions were only included to provide backwards compatibility with existing systems, the use of these legacy algorithms is strongly discouraged. New versions of deny- and permit-overrides where introduced, which made use of the extended set of indeterminate values. The decision tables for the updated algorithms are shown in Figure 3.4.

![Decision Tables](image)

(a) Deny-overrides 3.0  
(b) Permit-overrides 3.0

Figure 3.4: XACML 3.0 algorithms

However, the indeterminate decision is used in XACML 3.0 for more than reporting errors. XACML uses the indeterminate value in two distinct ways:

1. as a decision returned (during normal evaluation) by the “only-one-applicable” policy-combining algorithm; and

2. as a decision returned when some (unexpected) error has occurred in policy evaluation.

In the second case, the indeterminate value is used to represent alternative outcomes of policy evaluation (had the error not occurred). We believe that the two situations described are quite distinct and require different policy semantics. However, the semantics of indeterminacy in XACML are confused because (i) the indeterminate value is used in two different ways, as described above, and (ii) there is no clear and uniform way of establishing the values returned by the combining algorithms when an indeterminate value is encountered.

Thus, in the remainder of this chapter we restrict the scope of the XACML combining algorithms to the decision set \{0, ⊥, 1\}, omitting the extended indeterminate values. In Chapters 5 and 6 we explore the use of a fourth authorization decision representing a “conflict”, which can be used in operators such as only-one-applicable and unanimity. In addition, we propose an alternative method to indeterminate decisions to handle errors in policy.
evaluation, through the use of sets of decisions. Hence, we separate the two scenarios discussed above, providing well-defined semantics for each, opposed to the approach taken in the XACML standard.

### 3.2 Dependencies between the combining algorithms

In this section, we investigate what decision operators can be constructed using the XACML 3.0 combining algorithms. In doing so, we characterize the expressive power of XACML policies. Having restricted the scope of the XACML combining algorithms to the 3-valued decision set \( \{0, \perp, 1\} \), we note that the decision tables for the ordered, unordered and legacy versions of \( \text{do}, \text{po}, \text{dup} \) and \( \text{pud} \) are identical for the decision set \( \{0, \perp, 1\} \) (see Section 2.2.2). Hence, for investing the expressivity of the XACML combining algorithms, we may restrict our attention to \( \text{do}, \text{po}, \text{dup}, \text{pud} \) and \( \text{fa} \) (and ignore the ordered and legacy versions). We reiterate Figure 2.3 from Section 2.2.2 in Figure 3.5 for ease of reference, as the results presented in this section will rely on information contained in Figure 3.5.

![Decision tables](image)

(a) Decision tables

<table>
<thead>
<tr>
<th>Operator</th>
<th>Idempotent</th>
<th>∪-operator</th>
<th>Commutative</th>
<th>Conclusive</th>
</tr>
</thead>
<tbody>
<tr>
<td>do, po</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>dup, pud</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>fa</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

(b) Properties

Figure 3.5: XACML rule-combining algorithms do, po, dup, pud and fa

We begin our investigation into dependencies with the following remark:

**Remark 3.2.1.** Any operator constructed using \( \text{fa}, \text{po} \) and \( \text{do} \) will be an idempotent ∪-operator, since \( x \oplus \perp = \perp \oplus x = x \) for \( \oplus \in \{\text{fa}, \text{po}, \text{do}\} \). A corollary of this observation is that the operators \( \text{do}, \text{po} \) and \( \text{fa} \) are indistinguishable when one of the arguments is \( \perp \).

This seems somewhat counterintuitive, creates redundancy, and also sug-
gests that combinations of XACML operators will tend to behave in similar ways. In the rest of this section, we confirm these observations.

Interestingly, despite the fact that do and po are commutative operators, it is possible to construct non-commutative operators by combining these two operators. Specifically, we have the following, somewhat unexpected, result, which asserts that the fa algorithm is redundant.

**Proposition 3.2.1.** For all rules \( r \) and \( r' \),

\[
 r \ fa \ r' \equiv r \ po \ (r \ do \ r').
\]

**Proof.** The proof follows by inspection of the decision table in Figure 3.6. \(\square\)

<table>
<thead>
<tr>
<th>(d_1)</th>
<th>(d_2)</th>
<th>(d_1 \ do \ d_2)</th>
<th>(d_1 \ po \ (d_1 \ do \ d_2))</th>
<th>(d_1 \ fa \ d_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>\bot</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>\bot</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>\bot</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>\bot</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>\bot</td>
<td>\bot</td>
<td>\bot</td>
<td>\bot</td>
<td>\bot</td>
</tr>
</tbody>
</table>

Figure 3.6: Encoding fa using do and po

**Remark 3.2.2.** The ability to construct fa from do and po arises from the fact that do and po do not obey the identity \( x \oplus (y \otimes z) = (x \oplus y) \otimes (x \oplus z) \), usually known as the distributive law. Specifically,

\[
0 \ po \ (1 \ do \ \bot) = 0 \ po \ 1 = 1, \text{ whereas}
\]

\[
(0 \ po \ 1) \ do \ (0 \ po \ \bot) = 1 \ do \ 0 = 0;
\]

and

\[
1 \ do \ (0 \ po \ \bot) = 1 \ do \ 0 = 0, \text{ whereas}
\]

\[
(1 \ do \ 0) \ po \ (1 \ do \ \bot) = 0 \ po \ 1 = 1.
\]

We now show that dup and pud are also redundant. We first define the rules 1 and 0, where, for all requests \( q \),

\[
\rho_q(1) = 1 \quad \text{and} \quad \rho_q(0) = 0.
\]

Rule 1 may be realized in XACML by defining a rule such that the rule is applicable to every request and its effect is “permit”; rule 0 may be realized
in an analogous way. We can then define the unary operators deny-by-default (dbd) and permit-by-default (pbd), where

\[
dbd(r) \equiv (0 \text{ po } r) \quad \text{and} \quad \pbd(r) \equiv (1 \text{ do } r).
\]

Note that dbd and pbd may be viewed as unary operators on the decision set \{0, 1, ⊥\}, where \(\text{dbd}(x) = \text{pbd}(x) = x\) if \(x \in \{0, 1\}\); \(\text{dbd}(⊥) = 0\); and \(\text{pbd}(⊥) = 1\). We can use dbd and pbd to construct pud and dup.

**Proposition 3.2.2.** For all rules \(r\) and \(r'\),

\[
r \text{ pud } r' \equiv \text{pbd}(r \text{ do } r') \quad \text{and} \quad r \text{ dup } r' \equiv \text{dbd}(r \text{ po } r').
\]

**Proof.** The proof for pud follows by inspection of the decision table in Figure 3.7a. A similar decision table for dup can be seen in Figure 3.7b.

\[
\begin{array}{c|c|c|c|c|c}
  d_1 & d_2 & d_1 \text{ do } d_2 & \text{pbd}(d_1 \text{ do } d_2) & d_1 \text{ pud } d_2 \\
 0 & 0 & 0 & 0 & 0 \\
 0 & 1 & 1 & 0 & 0 \\
 0 & ⊥ & 1 & 0 & 0 \\
 1 & 0 & 0 & 0 & 0 \\
 1 & 1 & 1 & 1 & 1 \\
 1 & ⊥ & 1 & 1 & 1 \\
 ⊥ & 0 & 0 & 0 & 0 \\
 ⊥ & 1 & 1 & 1 & 1 \\
 ⊥ & ⊥ & ⊥ & 1 & 1 \\
\end{array}
\]

(a) pud using do and pbd

\[
\begin{array}{c|c|c|c|c|c}
  d_1 & d_2 & d_1 \text{ po } d_2 & \text{dbd}(d_1 \text{ po } d_2) & d_1 \text{ dup } d_2 \\
 0 & 0 & 0 & 0 & 0 \\
 0 & 1 & 1 & 1 & 1 \\
 0 & ⊥ & 0 & 0 & 0 \\
 1 & 0 & 1 & 1 & 1 \\
 1 & 1 & 1 & 1 & 1 \\
 1 & ⊥ & 1 & 1 & 1 \\
 ⊥ & 0 & 0 & 0 & 0 \\
 ⊥ & 1 & 1 & 1 & 1 \\
 ⊥ & ⊥ & ⊥ & 0 & 0 \\
\end{array}
\]

(b) dup using po and dbd

**Figure 3.7:** Operator encodings

We have shown there is a significant amount of duplication and redundancy between the 11 XACML rule-combining algorithms (defined in Table 2.1). In particular, we have shown it is sufficient, for the purposes of constructing new decision operators, to consider the decision operators do and po, together with
the constant rules 0 and 1, and the unary operators dbd and pbd.

### 3.3 Incompleteness

Any XACML policy set is constructed by combining XACML policies using policy-combining algorithms. The decision obtained by evaluating an XACML policy set is determined by the action of the policy-combining algorithm on decisions. Given the way in which policy evaluation works in XACML, this is equivalent to asking what functions can we build using \{0, 1, dbd, pbd, do, po\}.

We have seen that do and po essentially act as logical AND and OR on the set \{0, 1\}; and we have seen that we can define two unary operators (dbd and pbd) for policies, which correspond to unary operators on \{0, 1, ⊥\}.

There are two types of operators, likely to be useful in practice, that cannot be constructed using the XACML operators.

- A \cap\text{-}operator ⊕ has the property that \(x ⊕ ⊥ = ⊥ ⊕ x = ⊥\) for any \(x ∈ \{0, 1, ⊥\}\). In this context, we do not make a conclusive decision if at least one of the inputs is unknown. The operators \(do'\) and \(po'\) in Figure 3.8 are examples of this type of operator.

- The second type of operator has the property that a conclusive decision is returned whenever one is implied by at least one of the arguments. In this context, ⊥ is interpreted as a value that could be either 0 or 1 but is not known at the time of evaluation. Thus \(1 po ⊥ = ⊥ po 1 = 1\), since \(1 po x = x po 1 = 1\) for any \(x ∈ \{0, 1\}\); similarly \(0 do ⊥ = ⊥ do 0 = 0\). The operators \(do''\) and \(po''\) in Figure 3.8 are examples of this type of operator. Note that \(do''\) is equivalent to \(-p\) (the conjunction operator in PTA\( \text{CL}\)).

<table>
<thead>
<tr>
<th>(do')</th>
<th>0</th>
<th>1</th>
<th>⊥</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>⊥</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>⊥</td>
</tr>
<tr>
<td>⊥</td>
<td>⊥</td>
<td>⊥</td>
<td>⊥</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(po')</th>
<th>0</th>
<th>1</th>
<th>⊥</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>⊥</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>⊥</td>
</tr>
<tr>
<td>⊥</td>
<td>⊥</td>
<td>⊥</td>
<td>⊥</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(do'')</th>
<th>0</th>
<th>1</th>
<th>⊥</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>⊥</td>
</tr>
<tr>
<td>⊥</td>
<td>⊥</td>
<td>⊥</td>
<td>⊥</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(po'')</th>
<th>0</th>
<th>1</th>
<th>⊥</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>⊥</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>⊥</td>
<td>⊥</td>
<td>⊥</td>
<td>⊥</td>
</tr>
</tbody>
</table>

Figure 3.8: Commutative, idempotent operators that cannot be constructed using XACML operators

More formally, we have the following result.

**Proposition 3.3.1.** It is not possible to construct \(\cap\)-operators using the XACML operators.
Proof. The proof follows from the following observations: (i) all the binary XACML operators are ∪-operators; (ii) any combination of ∪-operators is itself a ∪-operator (since \( x \oplus \bot = x \) for any \( x \in \{0, 1, \bot\} \) and any ∪-operator \( \oplus \)); (iii) the two unary operators \( \text{pbd} \) and \( \text{dbd} \) remove \( \bot \); and (iv) \( x \oplus \bot \neq \bot \) and \( \bot \oplus x \neq \bot \) for any \( x \in \{0, 1\} \) for any ∪-operator \( \oplus \). Thus it is impossible to construct an operator in which \( x \oplus \bot = \bot \) for any \( x \neq \bot \). \( \square \)

Thus, we immediately have the following corollary.

**Corollary 3.3.1.** XACML is not functionally or canonically complete.

We have shown there is a significant amount of duplication and redundancy in the XACML rule-combining algorithms. Specifically, only \( \text{do} \) and \( \text{po} \) are required to express all 11 combining algorithms. We have also shown that XACML is not functionally or canonically complete. In particular, there are operators of practical relevance that cannot be constructed using the XACML operators, and XACML does not permit a normal form representation for policies. It is interesting to note that there is no way to negate policy decisions in XACML. Quite apart from the general incompleteness of XACML, the inability to negate decisions seems to be a significant practical drawback to XACML, as negation is a useful unary policy operator in practice.

We note that the result presented in Corollary 3.3.1 applies to a simplified version of XACML, without indeterminate decisions or conditions, and excludes the use of custom combining algorithms. Throughout this chapter we have justified these assumptions: (i) the exclusion of the indeterminate decision is based on the logic that it is used for conflicting purposes within XACML, sometimes as a method for handling errors in policy evaluation, and sometimes as a core decision in combining algorithms; (ii) conditions in XACML are inadequately restricted, a condition can be any Boolean expression, including arbitrarily complex functions, which in practice means that it is possible to write a full program in the condition of a rule; and (iii) the use of custom combining algorithms needs to be carefully applied and used to avoid policy misconfigurations.

### 3.4 Constructable binary operators

We now consider which binary operators can be constructed using the XACML operators. We will write \( + \) and \( - \) to denote \( \text{pbd} \) and \( \text{dbd} \), respectively, in order to simplify the notation. There are four possible idempotent, \( \cup \)-operators that can be constructed using the XACML operators: for all \( x \in D, x \oplus x, x \oplus \bot \) and \( \bot \oplus x \) are pre-determined; only \( 0 \oplus 1 \) and \( 1 \oplus 0 \) may vary. These operators are \( \text{do}, \text{po}, \text{fa} \) and what we might call “last-applicable” (\( \text{la} \)).

\[ \text{fa} \]

Although \( \text{fa} \) (and hence \( \text{la} \)) is a redundant operator, we continue their use as a compact way of expressing operators (and later families of operators) instead of the lengthy expressions using \( \text{do} \) and \( \text{po} \).
have \(r_1 \Delta r_2 \equiv r_2 \text{fa} r_1\), so we can construct each of these operators using the XACML operators. The commutative, idempotent \(\cup\)-operators are \(\text{do}\) and \(\text{po}\).

We now consider operators having the general form \(\Diamond_1((\Diamond_2 d_1) \odot (\Diamond_3 d_2))\) where \(\Diamond_1, \Diamond_2, \Diamond_3 \in \{-, +, "\}\) ("\" is used to denote the absence of a unary operator) and \(\odot \in \{\text{do, po, fa, la}\}\). If either \(\Diamond_2\) or \(\Diamond_3\) are \(-\) or +, the application of \(\Diamond_1\) has no effect as the operator \((\Diamond_2 d_1) \odot (\Diamond_3 d_2)\) will be conclusive (since \(\Diamond d \in \{0, 1\}\) and \(x \odot \perp = \perp \odot x = x\) for any \(\odot \in \{\text{do, po, fa, la}\}\) and any \(x \in \{0, 1\}\)). This has the effect of limiting the number of possible operators of this form. The possible choices for \(\Diamond_1, \Diamond_2, \Diamond_3\) and \(\odot\) are tabulated in Table 3.1, which results in 44 quasi-idempotent operators.

<table>
<thead>
<tr>
<th>(\Diamond_1)</th>
<th>(\Diamond_2)</th>
<th>(\Diamond_3)</th>
<th>(\odot)</th>
<th>Possible Ops</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;&quot;</td>
<td>+</td>
<td>3</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>&quot;&quot;</td>
<td>-</td>
<td>3</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>&quot;&quot;</td>
<td>&quot;&quot;</td>
<td>2</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>&quot;&quot;</td>
<td>&quot;&quot;</td>
<td>4</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 3.1: Choices for \(\Diamond_1, \Diamond_2, \Diamond_3\) and \(\odot\)

However, not all of these operators are unique, given the following equivalences between operators.

**Proposition 3.4.1.** For any \(x, y \in \{0, 1, \perp\},\)

\[
\begin{align*}
(x \odot y) &= x \odot (y, -y) = -(x \odot y) = (-x) \odot y; \\
(+x) \odot y &= (+x) \odot y; \\
((x \odot y) &= (-x) \odot y; \\
(+x) \odot y &= +x \odot y; \\
(-x) \odot y &= +(x \odot y); \\
(x \odot y) &= -(x \odot y).
\end{align*}
\]

These results follow by inspection of the relevant decision tables. The intuition behind the first three results is that \(0 \odot x = \perp \odot x\) for all \(x \in \{0, 1\}\); an analogous observation holds for the second three.

Then we can construct the following operators using \(\text{do}\) and different combinations of the unary operators \(-\) and +:

\[
\begin{align*}
x \odot_0 y &\overset{\text{def}}{=} x \odot y & x \odot_1 y &\overset{\text{def}}{=} (-x) \odot (-y) \\
x \odot_2 y &\overset{\text{def}}{=} (-x) \odot y & x \odot_3 y &\overset{\text{def}}{=} x \odot (-y) \\
x \odot_4 y &\overset{\text{def}}{=} -(x \odot y) & x \odot_5 y &\overset{\text{def}}{=} +(x \odot y)
\end{align*}
\]

These operators comprise what we call the deny-overrides family of operators. These operators are all distinct and operate on \(\{0, 1\}\) in exactly the same way.
as do. Moreover,

$$0 \circ_i \perp = \perp \circ_i 0 = 0$$

for all $i$. They differ in their effect on elements in $\{1, \perp\}$, as shown in Figure 3.9. Notice that $\circ_5$ is equivalent to three other operators (by Proposition 3.4.1). Note that $\circ_2$ and $\circ_4$ are not commutative.

<table>
<thead>
<tr>
<th>$\circ_0$</th>
<th>1</th>
<th>$\perp$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\perp$</td>
<td>1</td>
<td>$\perp$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\circ_1$</th>
<th>1</th>
<th>$\perp$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$\perp$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\circ_2$</th>
<th>1</th>
<th>$\perp$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\perp$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\circ_3$</th>
<th>1</th>
<th>$\perp$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$\perp$</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\circ_4$</th>
<th>1</th>
<th>$\perp$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\perp$</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\circ_5$</th>
<th>1</th>
<th>$\perp$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\perp$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 3.9: The family of deny-overrides operators

Analogously, we can define a family of six permit-overrides operators which act on $\{1, \perp\}$ in exactly the same way as the deny-overrides operators in Figure 3.9. Therefore, in total, we can construct six quasi-idempotent deny-overrides operators and six quasi-idempotent permit-overrides operators, of which one is idempotent and four are commutative.

In a similar manner we can identify the first-applicable and last-applicable families, consisting of operators obtained using $fa$ and $la$ respectively. We observe the following equivalences between operators.

**Proposition 3.4.2.** For any $x, y \in \{0, 1, \perp\}$, $\diamond \in \{-, +\}$,

$$(\diamond x) fa y = (\diamond x) fa (-y) = (\diamond x) fa (+y);$$

$$-(x fa y) = x fa (-y);$$

$$+(x fa y) = x fa (+y);$$

$$x la (\diamond y) = (-x) la (\diamond y) = (+x) la (\diamond y);$$

$$-(x la y) = (-x) la y;$$

$$+(x la y) = (+x) fa y.$$

These results follow by inspection of the relevant decision tables. Unlike the deny-overrides and permit-overrides families, we obtain only five distinct operators for the first/last-applicable families. This is clear from the restrictions placed on the decision tables, and follows immediately from the equivalences in Proposition 3.4.1. Thus, in total, the 44 possible operators actually represent 22 distinct binary operators. The 44 operators and their duplicate forms are tabulated in Table 3.2.

Thus far, we only considered operators having the form

$$\diamond_1 ((\diamond_2 d_1) \oplus (\diamond_3 d_2)).$$
<table>
<thead>
<tr>
<th>Op</th>
<th>Construction</th>
<th>Alternative forms</th>
</tr>
</thead>
<tbody>
<tr>
<td>do₀</td>
<td>x do y</td>
<td></td>
</tr>
<tr>
<td>do₁</td>
<td>(−x) do (−y)</td>
<td></td>
</tr>
<tr>
<td>do₂</td>
<td>(−x) do y</td>
<td>(−x) do (+y)</td>
</tr>
<tr>
<td>do₃</td>
<td>x do (−y)</td>
<td>(+x) do (−y)</td>
</tr>
<tr>
<td>do₄</td>
<td>−(x do y)</td>
<td></td>
</tr>
<tr>
<td>do₅</td>
<td>+(x do y)</td>
<td>(+x) do (+y), (+x) do y, x do (+y)</td>
</tr>
<tr>
<td>po₀</td>
<td>x po y</td>
<td></td>
</tr>
<tr>
<td>po₁</td>
<td>(+x) po (+y)</td>
<td></td>
</tr>
<tr>
<td>po₂</td>
<td>(+x) po y</td>
<td>(+x) po (−y)</td>
</tr>
<tr>
<td>po₃</td>
<td>x po (+y)</td>
<td>(−x) po (+y)</td>
</tr>
<tr>
<td>po₄</td>
<td>−(x po y)</td>
<td></td>
</tr>
<tr>
<td>po₅</td>
<td>+(x po y)</td>
<td>(−x) po (−y), (−x) do y, x do (−y)</td>
</tr>
<tr>
<td>fa₀</td>
<td>x fa y</td>
<td></td>
</tr>
<tr>
<td>fa₁</td>
<td>(−x) fa y</td>
<td>(−x) fa (−y), (−x) fa (+y)</td>
</tr>
<tr>
<td>fa₂</td>
<td>(+x) fa y</td>
<td>(+x) fa (−y), (+x) fa (+y)</td>
</tr>
<tr>
<td>fa₃</td>
<td>−(x fa y)</td>
<td>x fa (−y)</td>
</tr>
<tr>
<td>fa₄</td>
<td>+(x fa y)</td>
<td>x fa (+y)</td>
</tr>
<tr>
<td>la₀</td>
<td>x la y</td>
<td></td>
</tr>
<tr>
<td>la₁</td>
<td>x la (−y)</td>
<td>(−x) la (−y), (+x) la (−y)</td>
</tr>
<tr>
<td>la₂</td>
<td>x la (+y)</td>
<td>(−x) la (+y), (+x) la (+y)</td>
</tr>
<tr>
<td>la₃</td>
<td>−(x la y)</td>
<td>(−x) la y</td>
</tr>
<tr>
<td>la₄</td>
<td>+(x la y)</td>
<td>(+x) la y</td>
</tr>
</tbody>
</table>

Table 3.2: Operator constructions and alternative forms

It is not obvious that these are the only forms that yield new, distinct binary operators. These forms only contain single instances of each decision variable \(d₁\) and \(d₂\), which raises the question of whether new operators can be constructed from forms which contain multiple instances of \(d₁\) and \(d₂\). Recall the definition of \(fa\) \((x fa y \equiv x po (x do y))\), which is constructed using more than one instance of \(x\). We now investigate whether the inclusion of multiple instances of \(d₁\) and \(d₂\) yields any further operators.

To answer this question, we developed a program with the aim of enumerating all constructible binary operators by brute force (see Appendix A.1). The program works by generating all operators that can be created by combining other operators. The program generates all binary operators which have the general form \(\diamond \times \odot \triangle \) where \(\diamond, \odot, \triangle \in \{-, +, \ldots\}\) and \(\odot \in \{do, po\}\). Note we omit \(fa\) and \(la\) from the set of binary operators, as these operators (being expressible in terms of \(do\) and \(po\)) will be generated automatically as we recursively create operators. We initialize the array variables \(x = [0, 0, 0, 1, 1, 1, \bot, \bot, \bot]\) and \(y = [0, 1, \bot, 0, 1, \bot, 1, 1, \bot]\). We store the decision table of a binary operator in a similar array variable. We generate the \(3 \times 2 \times 3 = 18\) decision tables for operators of the form \(\diamond \times \odot \triangle \), of which 6 are duplicates. We remove the duplicates, storing the decision tables for the remaining 12 operators in an array.
The process is repeated with each item in the array being reused as an input for \( x \) and \( y \) in the general form of a binary operator. This second iteration generates \( 12^2 \times 18 = 2592 \) operators, of which 22 are distinct operators. We once again reuse these operators as inputs for \( x \) and \( y \), yielding the same 22 distinct operators. As no new operators are generated, the program terminates. The 22 operators discovered via exhaustive search correspond exactly to the operators we constructed above. The decision tables for these operators are listed in Figure 3.10.

To summarise, there are only 22 binary quasi-idempotent operators that can be constructed from the XACML operators (of the 192 that are possible). These operators fall into one of four families: (i) six \texttt{do} operators; (ii) six \texttt{po} operators; (iii) five \texttt{fa} operators; and (iv) five \texttt{la} operators.

### 3.5 PTaCL operators

Crampton and Morisset [12] showed that the three-valued logic expressed over the set \( \{0, 1, \perp\} \) and defined by the operators \( \land, \neg \) and \( \sim \) (see Figure 2.5) is functionally complete. Essentially, they proved that the PTaCL operators correspond to the operators of a logic that was known to be functionally complete.

Given that PTaCL is functionally complete, there appears to be a good case for using the PTaCL operators in a language like XACML. The unary operator \( \sim \) is already implicitly defined in XACML (as \texttt{dbd}), thus we only need to consider adding \( \land \) and \( \neg \) to the minimal set of XACML combining algorithms \{\texttt{do}, \texttt{po}\}. (Recall \texttt{fa}, \texttt{pud} and \texttt{dup} can be defined in terms of \texttt{do} and \texttt{po}.) It is easy to see that we cannot achieve functional completeness by adding just \( \neg \) or just \( \land \), to the set of XACML operators. In the case of \( \neg \), we would still be unable to construct \( \cap \)-operators, as there is still no operator that can change a conclusive decision into \( \perp \). On the other hand, if we include \( \land \) but not \( \neg \), we are unable to reverse the 0 and 1 decisions. In short, we must include both operators if we wish to make XACML functionally complete.

Given that PTaCL is functionally complete anyway, it seems pointless to provide \texttt{po} or \texttt{do} (nor any of the other 10 XACML operators). In particular, recall the following operators defined in Section 2.3.2:

\[
\begin{align*}
\texttt{d } \lor \texttt{ p } \texttt{ d'} & \overset{\text{def}}{=} \neg((\neg \texttt{d}) \land \texttt{p} (\neg \texttt{d}')); \\
\texttt{d } \texttt{ po } \texttt{ d'} & \overset{\text{def}}{=} (\texttt{d } \lor \texttt{ p} (\neg \texttt{d}')) \land \texttt{p} ((\neg \texttt{d}) \lor \texttt{p} \texttt{ d'}); \\
\texttt{d } \texttt{ do } \texttt{ d'} & \overset{\text{def}}{=} \neg((\neg \texttt{d}) \texttt{ po} (\neg \texttt{d}')).
\end{align*}
\]

In other words, there appears to be a good case, at least from the perspective of functional completeness, for defining only three policy operators in an ABAC language such as XACML: negation, deny-by-default, and a form of deny-
Figure 3.10: Constructible Binary operators in XACML

(a) Deny-overrides family

(b) Permit-overrides family

(c) First-applicable family

(d) Last-applicable family
overrides that only returns 1 when both arguments are 1.

It would be easy to write three custom XACML combining algorithms to implement the PTaCL operators. (The front-end of an XACML-based system could continue to expose specific algorithms (such as the usual deny-overrides and permit-overrides), if required by the application, but these can be compiled down into the three basic operators.) More complex policy-combining algorithms can be constructed, as required, from the three basic operators. We explore this in more detail in Chapter 6, demonstrating how we may leverage the well-defined parts of the XACML architecture and combine these with a functionally complete set of operators.

3.6 Summary and discussion

We have presented a number of shortcomings in the XACML standard in this chapter. First, we summarised the historical development and role of the indeterminate decision in XACML, originally intended as a way to handle errors in policy evaluation. However, the indeterminate decision is used for more than error handling, there are instances where it is used as a core policy decision where no errors have been encountered during evaluation. We believe this confuses the role of error handling and policy decisions, and is a symptom of poorly defined semantics.

Next, we highlighted various redundancies between the combining algorithms in XACML. In doing so, we characterise the expressive power of XACML, showing that XACML is not a functionally complete ABAC language. There are several policy operators including negation which cannot be expressed in XACML without the use of custom combining algorithms, which we believe is a significant drawback for the language.

In the interests of completeness, we demonstrated which binary policy operators can be constructed in XACML. Ultimately, after identifying various equivalences and through the use of a brute force algorithm, we showed only 22 quasi-idempotent operators can be constructed from the XACML operators (of a possible 192).

Finally, we argued for the replacement of the XACML combining algorithms with operators from an ABAC language that is known to be functionally complete, PTaCL. In doing so, we are able to leverage the XACML architecture and construct any policy operator using the functionally complete set \( \{\land_p, \neg, \sim\} \). However, it is still far from obvious how one would express an arbitrary policy as a policy defined using the PTaCL operators. We consider this issue in more detail in the following chapter.
Chapter 4

A Canonically Complete 3-valued PTaCL

One of the main difficulties with using a tree-structured language is writing the desired policy using the operators provided by the given language. In particular, if it is not possible to express a policy using a single target and decision, the policy author must engineer the desired policy by combining sub-policies using the set of operators specified in the given language. This is a non-trivial task, in general. Moreover, in XACML it may be impossible to write the desired policy due to its functional incompleteness. Thus, a policy author may be forced to write a policy that approximates the desired policy, which may lead to unintended or undesirable decisions for certain requests.

An alternative approach, supported by XACML, is to define custom combining algorithms. However, there is no guarantee that the addition of a new combining algorithm will make XACML functionally complete. Thus, more and more custom algorithms may be required over time. This, in turn, will make the design decisions faced by policy authors ever more complicated, thereby increasing the chances of errors and misconfigurations.

In other words, we believe it is preferable to define a small number of operators having unambiguous semantics and providing functional completeness. A functionally complete ABAC language, such as PTaCL, can be used to construct any conceivable policy using the operators provided by the language. However, policy authors still face the challenge of finding the correct way to combine sub-policies using those operators to construct the desired policy.

For example, PTaCL defines three policy operators $\neg$, $\sim$ and $\land_p$. To express XACML’s deny- and permit-overrides in PTaCL requires significant effort. In Section 2.3.2 we showed that:

\[
\begin{align*}
    d \text{ po } d' & \equiv (d \lor_p (\sim d')) \land_p ((\sim d) \lor_p d'), \text{ and } \\
    d \text{ do } d' & \equiv \neg((\sim d) \text{ po } (\sim d')).
\end{align*}
\]

The operators po and do are equivalent to the permit- and deny-overrides
policy-combining algorithms in XACML. As can be seen, the definitions of these operators in terms of the PTaCL operators are complex, and, more generally, it is a non-trivial task to derive such formulae.

We believe there will be, perhaps many, situations where the policy writer knows what decision should be returned for each authorization request, but is unable to construct the desired policy using the operators provided by the policy language. As a simple example, suppose we have policies defined by the tables in Figure 4.1. Here we are assuming there are two sub-policies $P_1$ and $P_2$, whose targets partition the set of all authorization requests. The rows represent values that are returned by evaluating $P_1$, while the columns represent values that are returned by evaluating $P_2$. Thus, if $P_1$ and $P_2$ evaluate to 0 and 1, respectively, the final result should be 1 if the policies are combined using $\oplus_1$ and $\bot$ if combined using $\oplus_2$.

<table>
<thead>
<tr>
<th></th>
<th>$\oplus_1$</th>
<th>0</th>
<th>⊥</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>⊥</td>
<td>0</td>
<td>⊥</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\oplus_2$</th>
<th>0</th>
<th>⊥</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>⊥</td>
<td>0</td>
<td>⊥</td>
<td>⊥</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>⊥</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.1: Two combining operators for policies

Since PTaCL is functionally complete, it is possible, in principle, to construct the policies $P_1 \oplus_1 P_2$ and $P_1 \oplus_2 P_2$ by combining copies of $P_1$ and $P_2$ using the PTaCL operators $\{\neg, \sim, \land_p\}$. It is also possible in XACML to define custom policy-combining algorithms to directly construct $\oplus_1$ and $\oplus_2$. However, it would be useful, both in theory and in terms of implementation, to develop an authorization language which is functionally complete, like PTaCL, and which enables a policy writer to write down any desired policy directly using the operators of the language. In propositional logic, for example, one can use the truth table for an arbitrary Boolean formula to write down a logically equivalent formula in disjunctive normal form. In short, in this chapter we wish to develop a policy authorization language that has a “normal form” in which any desired policy can be expressed.

In order to do this, we apply concepts introduced by Jobe [24] (see Section 2.5.1) in the study of multi-valued logics to the development of a policy language for attribute-based access control. The functional completeness of PTaCL implies that every unary selection operator has an equivalent formula in PTaCL. However, it is not clear that every unary selection operator has an equivalent formula in PTaCL that is in normal form. Faced with this issue, we can adopt one of two approaches:

- We could try to determine whether each selection operator does indeed have an equivalent PTaCL formula that is in normal form, thus establishing that PTaCL is canonically complete.
• Alternatively, we can ask whether the PTaCL operators could be replaced with the operators from a logic that is known to be functionally and canonically complete.

In the next section, we explore the first option, ultimately showing that PTaCL is not a canonically complete ABAC language. Following this, in Section 4.2, we investigate the second option, replacing the PTaCL operators with the operators from Jobe’s logic \( J \), which is known to be canonically complete. We develop a variant of PTaCL, denoted by PTaCL\(_3^<\), and illustrate how this language addresses the problems faced in policy specification for languages like XACML and PTaCL discussed above. In Section 4.4 we introduce a method for handling indeterminacy in PTaCL\(_3^<\), which uses decision sets to allow policy evaluation to “fail gracefully” and present a comparison with XACML. Finally, we take inspiration from the XACML standard and formally define syntax and semantics for evaluating obligations in PTaCL\(_3^<\).

We have published the majority of the work presented in Sections 4.2 – 4.3 [15], and Sections 4.5 – 4.6 [14].

### 4.1 Completeness of PTaCL

We start by exploring the first option; determining whether or not PTaCL is canonically complete. Recall that PTaCL is defined on the decision set \( \{0, \perp, 1\} \), and has three operators \( \{\neg, \sim, \land_p\} \), defined in Figure 4.2. Canonical suitability for a 3-valued logic, depends on the ordering chosen on the set of truth values. Henceforth, we will assume a total ordering \( 0 < \perp < 1 \).

This assumption is justified by the behaviour of \( \land_p \), which acts as a greatest lower bound operator with this ordering. For brevity, we denote the three valued decision set \( \{0, \perp, 1\} \) with total ordering \( 0 < \perp < 1 \) by \( 3 \). Hence, we may formally represent the “PTaCL logic” as the logic \( L(3, \{\neg, \sim, \land_p\}) \), and explore whether this logic is canonically complete or not.

$$
\begin{array}{c|c|c|c|}
  d & \neg d & \sim d & \land_p \\
  \hline
  0 & 1 & 0 & 0 \\
  \perp & \perp & 0 & \perp \\
  1 & 0 & 1 & 1 \\
\end{array}
$$

(a) \( \neg \) and \( \sim \)  

(b) \( \land_p \)

Figure 4.2: Decision operators in PTaCL

It follows immediately from the functional completeness of \( \{\neg, \sim, \land_p\} \) that \( L(3, \{\neg, \sim, \land_p\}) \) is canonically suitable. Indeed, it is trivial to show that PTaCL is canonically suitable. Recall the following equivalence

$$
x \lor_p y = \neg (\neg x \land_p \neg y).
$$
Canonical suitability follows immediately, since

\[ x \land y = x \land_p y \quad \text{and} \quad x \lor y = x \lor_p y. \]

As 0 is the minimum truth value in the total ordering 3, the n-ary selection operator \( S^j_n \) for 3 is defined by the following function:

\[
S^j_n(x) = \begin{cases} 
  j & \text{if } x = a, \\
  0 & \text{otherwise.}
\end{cases}
\]

Functional completeness also implies all unary selection operators can be expressed as formulae in the logic \( L(3, \{\neg, \sim, \land_p\}) \). However, we have the following result, which proves that PTaCL is not canonically complete.

**Proposition 4.1.1.** \( L(3, \{\neg, \sim, \land_p\}) \) is not canonically complete.

**Proof.** It is impossible to represent all unary selection operators in normal form. The statement follows from the following observations: (i) PTaCL defines two unary operators \( \neg \) and \( \sim \); (ii) the only binary operators that may be used in normal form are \( \land_p (\land) \) and \( \lor_p (\lor) \); (iii) for any operator \( \oplus \in \{\land_p, \lor_p\} \) we have \( 0 \oplus 1 = 1 \oplus 0 \neq \bot \); and (iv) for any operator \( \odot \in \{\neg, \sim\} \) we have \( \odot 0 \neq \bot \) and \( \odot 1 \neq \bot \). Thus it is impossible to construct a unary operator of the form \( S^j_d \) for any \( d \neq \bot \).

\[ \square \]

### 4.2 PTaCL with Jobe’s logic

Having established that PTaCL is not canonically complete, we now investigate the latter option, that is, replacing the operators in PTaCL with operators from a canonically complete logic. In Section 2.5.2 we introduced Jobe’s logic \( J \), a canonically complete 3-valued logic. The decision set for Jobe’s logic \( J \) is \( \{1, 2, 3\} \) with total ordering \( 1 < 2 < 3 \), and operators defined in Figure 4.3.

\[
\begin{array}{c|c|c|c}
\hline
x & E_1(x) & E_2(x) & \land_j \\
\hline
1 & 2 & 3 & 1 \\
2 & 1 & 2 & 2 \\
3 & 3 & 1 & 3 \\
\hline
\end{array}
\]

(a) \( E_1 \) and \( E_2 \)  \hspace{2cm} (b) \( \land_j \)

**Figure 4.3:** Operators in Jobe’s logic \( J \)

Using the operators in Jobe’s logic \( J \) as a replacement for the operators in PTaCL is an intuitively reasonable choice for a number of reasons. Jobe’s logic \( J \) and PTaCL both operate over a 3-valued decision set, and both assume a total ordering on the set of decisions. In fact, two of the operators defined in
$\mathcal{J}$ and PTaCL are equivalent under the bijection $1 \to 0, 2 \to \bot, 3 \to 1$:

\[ x \land_3 y \equiv x \land_p y \quad \text{and} \quad E_2(x) \equiv \neg x. \]

Likewise, the decisions sets and ordering are equivalent under this bijection. The only difference is in terms of the other unary operators, $E_1$ and $\sim$. These intuitions lead us to believe that Jobe’s logic $\mathcal{J}$ provides a suitable basis for a canonically complete language for specifying ABAC policies. It is worth noting that PTaCL was defined directly from Jobe’s logic $\mathcal{J}$, however the operator $\sim$ was chosen instead of $E_1$ as it had an intuitive use in ABAC policies; as a deny-by-default operator for policies, and as a must-not-be-present operator for targets. However, as we showed in Proposition 4.1.1, by choosing $\sim$, the canonical completeness of PTaCL was sacrificed.

Thus, we now define a variant of PTaCL, denoted by PTaCL\textsubscript{$<\!\!\!3$}, which uses Jobe’s logic as a basis. In regards to the notation, 3 represents the decision set \{0, $\bot$, 1\} and $<$ represents the total ordering. We use this notation throughout this thesis, and it is intended to easily distinguish variants PTaCL based on their (i) decision set; and (ii) ordering on the decision set. Later, in Chapter 6, we define a variant of PTaCL in which the decision set is partially ordered, and denote this by the notation PTaCL\textsubscript{$\leq\!\!\!3$}.

We define the set of operators for PTaCL\textsubscript{$<\!\!\!3$} to be \{\neg, $\dagger$, $\land_p\}\$, where $\dagger$ is equivalent to $E_1$ from Jobe’s logic $\mathcal{J}$. The evaluation tables for $\neg$, $\dagger$ and $\land_p$ are shown in Figure 4.4a. The PTaCL\textsubscript{$<\!\!\!3$} language, defines atomic policies and policies in exactly the same way as PTaCL. That is, an atomic policy has the form $(t,d)$, where $t$ is a target and $d \in \{0, 1\}$. The semantics of PTaCL\textsubscript{$<\!\!\!3$} policies are defined in Figure 4.4b.

\begin{verbatim}
<table>
<thead>
<tr>
<th>d</th>
<th>$\neg$ d</th>
<th>$\dagger$ d</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>$\bot$</td>
</tr>
<tr>
<td>$\bot$</td>
<td>$\bot$</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

\begin{verbatim}
| $\land_p$ | 0 | 0 | 0 |
| $\bot$ | 0 | $\bot$ | $\bot$ |
| 1 | 0 | 1 |

(a) $\neg$, $\dagger$ and $\land_p$ (b) Policy semantics

Figure 4.4: Decision operators and policy semantics in PTaCL\textsubscript{$<\!\!\!3$}
\end{verbatim}

Of course, given the function completeness of PTaCL, it is possible to define the operator $\dagger$ in terms of the PTaCL operators \{$\neg$, $\sim$, $\land_p\$. Indeed, we identify the following equivalence

\[ \dagger x \equiv (x \lor_p \bot) \land_p (\sim (x \lor_p \neg x)). \]
We could then substitute the above equivalence for \( E_1 (\hat{\imath}) \) in Figure 2.10b, to obtain representations for the unary selection operators in PTaCL, expressed as operators from the set \( \{ \neg, \sim, \land_p \} \). However, the unary selection operators would not be in a normal form. Recall, the definition of the normal form of a formula \( \phi \) requires that no binary operator is included in the scope of a unary operator. This is violated by the term \( \sim(x \lor_p \neg x) \). Hence, despite the ability to define \( \hat{\imath} \) in PTaCL, PTaCL is not canonically complete (confirming our previous result and justifying our replacement of \( \sim \) with \( \hat{\imath} \), and the formation of PTaCL\(^<\)).

### 4.3 The value of canonical completeness

We now illustrate why having a normal form may make it simpler to construct ABAC policies. Specifically, we represent the operator \( +_2 \) from Figure 4.1 in normal form using the PTaCL\(^<\) operators. To reiterate, it is impossible to represent \( +_2 \) as any combination of XACML operators (without defining custom combining algorithms) and it is difficult to see how to express \( +_2 \) using the PTaCL operators (although it is theoretically possible to do so).

Using the truth table in Figure 4.1 and by definition of the selection operators and \( \gamma \), we have \( x +_2 y \) is equivalent to

\[
\begin{align*}
S_{(0,0)}^0(x,y) &\land S_{(0,1)}^0(x,y) \land S_{(1,0)}^1(x,y) \land S_{(1,1)}^1(x,y) \\
S_{(0,0)}^0(x,y) &\lor S_{(1,0)}^1(x,y) \\
S_{(0,1)}^0(x,y) &\land S_{(1,0)}^1(x,y) \\
S_{(1,0)}^1(x,y) &\lor S_{(1,1)}^1(x,y) \\
S_{(1,0)}^1(x,y) &\land S_{(1,1)}^1(x,y) \\
S_{(1,1)}^1(x,y) &\lor S_{(1,1)}^1(x,y) \\
\end{align*}
\]

Moreover, \( S_{(a,b)}^c(x,y) = S_a^c(x) \land S_b^c(y) \). Hence, \( x +_2 y \) is equivalent to

\[
\begin{align*}
\left( S_0^0(x) \land S_0^0(y) \right) &\land \left( S_0^0(x) \land S_1^0(y) \right) \land \left( S_0^1(x) \land S_1^1(y) \right) \land \left( S_1^1(x) \land S_1^1(y) \right) \\
\left( S_0^0(x) \land S_0^0(y) \right) &\lor \left( S_0^0(x) \land S_1^0(y) \right) \land \left( S_0^1(x) \land S_1^1(y) \right) \land \left( S_1^1(x) \land S_1^1(y) \right) \\
\left( S_0^1(x) \land S_0^0(y) \right) &\land \left( S_0^1(x) \land S_1^0(y) \right) \land \left( S_1^1(x) \land S_1^1(y) \right) \land \left( S_1^1(x) \land S_1^1(y) \right) \\
\end{align*}
\]

Each unary selection operator \( S^b_a \) can be represented in terms of the operators \( \{ \neg, \hat{\imath}, \land_p \} \). We have derived expressions in normal form for the unary selection operators \( S^b_a \), which are shown in Figure 4.5. Note that \( S^b_a(x) = 0 \) for all \( a, x \in \{ 0, \bot, 1 \} \).

Hence, we may replace each instance of \( S^b_a \) with the equivalent expression in terms of \( \{ \neg, \hat{\imath}, \land_p \} \), resulting in a formula in normal form for \( +_2 \). (We omit the full expression of \( +_2 \) in terms of \( \{ \neg, \hat{\imath}, \land_p \} \) here, as it is lengthy and can be produced via simple substitution.)

Of course, one would not usually construct the normal form by hand, as we have done above. Indeed, it is easy to develop an algorithm that would con-
Figure 4.5: Normal forms for the unary selection operators

| $S^n_0(x)$ | $x \land_p (\dagger x) \land_p (\neg x)$ |
| $S^n_1(x)$ | $(\dagger x) \land_p (\neg \dagger x)$ |
| $S^n_{\neg 1}(x)$ | $x \land_p (\neg x)$ |
| $S^n_{\neg \neg 1}(x)$ | $(\neg \neg \dagger x) \land_p (\neg \dagger \neg x)$ |
| $S^n_{\neg 0}(x)$ | $(\neg x) \land_p (\dagger x)$ |
| $S^n_{\neg \neg 0}(x)$ | $(\neg \dagger x) \land_p (\neg \neg \dagger x)$ |
| $S^n_{\neg \neg \neg 0}(x)$ | $x \land_p (\dagger x)$ |

struct the normal form of a policy from its decision table. Moreover, since our language is a tree-structured language, having exactly the same operational semantics as XACML and PTaCL, we can implement the PTaCL operators as custom XACML combining algorithms and then specify XACML policies using these operators. Thus we can readily obtain a functionally and canonically complete policy language, whose policies can be embedded in the rich framework for ABAC provided by XACML (in terms of its languages for representing targets and requests) and its enforcement architecture (in terms of the policy enforcement, policy decision and policy administration points). We provide details and an analysis of this algorithm, and demonstrate how the XACML architecture may be leveraged in Chapter 6.

Using the structure and evaluation strategy for PTaCL policies and the operators $\{\neg, \dagger, \land_p\}$ makes it possible to define arbitrary policies and to represent them in normal form. We believe that this provides a number of advantages, in addition to those mentioned above, which we now briefly discuss. First, it is known that policy misconfigurations can be costly, both in terms of data leakage (when actions that should not be possible are authorized by the policy) and in terms of administration (when actions that should be possible are not authorized and the policy needs to be updated) [5]. We believe that the use of a canonically complete policy language is likely to make policy specification easier to understand for policy authors, thereby reducing the number of errors and policy misconfigurations. We investigate this further in Chapter 7.

Second, policies in normal form may be more efficient to evaluate. Given a formula in a 3-valued logic expressed in normal form, any literal that evaluates to 0 causes the entire clause to evaluate to 0, while any clause evaluating to 1 means the entire formula evaluates to 1. We may also be able to apply some of the equivalences described by Jobe to minimize the size of a formula in normal form, thereby further reducing the effort required to evaluate it.

\[1\] This is contrast to proposals in the literature, which require the use of non-standard components, such as multi-terminal binary decision diagrams [40] or non-deterministic finite automata [29].
4.4 Indeterminacy in PTaCL

Since PTaCL and PTaCL< differ only in the choice of the unary operators \( \sim \) and \( \‡ \), it is trivial to extend the method for handling indeterminacy in PTaCL to PTaCL<. PTaCL< handle errors in target evaluation (and thus indeterminacy) using sets of possible decisions [11, 12, 29]. Informally, when target evaluation fails, denoted by \( \tau_q(t) = \text{?}_m \), PTaCL< assumes that either \( \tau_q(t) = 1_m \) or \( \tau_q(t) = 0_m \) could have been returned, and returns the union of the (sets of) decisions that would have been returned in both cases. The formal semantics for policy evaluation in PTaCL< in the presence of indeterminacy are defined in Figure 4.6.

\[
\begin{align*}
\rho_q(d) &= \{d\}; \\
\rho_q(\neg p) &= \{-d : d \in \rho_q(p)\}; \\
\rho_q(\‡ p) &= \{\‡ d : d \in \rho_q(p)\}; \\
\rho_q(p_1 \land p_2) &= \{d_1 \land p d_2 : d_i \in \rho_q(p_i)\}; \\
\rho_q(t,p) &= \begin{cases} 
\rho_q(p) & \text{if } \tau_q(t) = 1_m, \\
\{\bot\} & \text{if } \tau_q(t) = 0_m, \\
\{\bot\} \cup \rho_q(p) & \text{if } \tau_q(t) = \text{?}_m.
\end{cases}
\end{align*}
\]

Figure 4.6: Semantics for PTaCL< with indeterminacy

The semantics for the operators \( \{\neg, \‡, \land_p\} \) operate on sets, rather than single decisions, in the natural way. The unary operators \( \neg \) and \( \‡ \) are applied to each decision in the set, while \( \land_p \) takes the Cartesian product of each decision set from \( p_1 \) and \( p_2 \). A straightforward induction on the number of operators in a policy establishes that the decision set returned by these extended semantics will be a singleton if no target evaluation errors occur; moreover, that decision will be the same as that returned by the standard semantics. We formalise this result below.

**Lemma 4.4.1.** Let \( p \) be a policy which contains targets \( t_1, \ldots, t_n \) and let \( q \) be a request. If \( \tau_q(t_i) \neq \bot_m \) for all \( i \), then \( \rho_q(p) = \{x\} \) for some \( x \in \{0,1,\bot\} \).

**Proof.** By induction on the structure of policies.

Base case: an atomic policy \( p = d \) for some \( d \in \{0,1\} \). Then \( \rho_q(p) = \{d\} \) for all \( q \).

Induction hypothesis: assume that the policies \( p, p_1 \) and \( p_2 \) return a singleton decision set.

Inductive step: we will now show that the addition of a policy operator \( \neg \) or \( \‡ \) does not introduce a non-singleton decision set for a policy \( p \). By assumption \( \rho_q(p) = \{x\} \) for some \( x \in \{0,1,\bot\} \). Then for all \( q \),

\[ \rho_q(\neg p) = \{-d : d \in \rho_q(p)\} = \{-x\} \]
which is a singleton decision set. Likewise, for all \( q \),

\[
\rho_q(\dagger p) = \{ \dagger d : d \in \rho_q(p) \} = \{ \dagger x \}
\]

which is a singleton decision set. We now show that the combination of two policies \( p_1 \) and \( p_2 \) using \( \land_p \) does not introduce a non-singleton decision set. By assumption \( \rho_q(p_1) = \{ x \} \) for some \( x \in \{ 0, 1, \perp \} \) and \( \rho_q(p_2) = \{ y \} \) for some \( y \in \{ 0, 1, \perp \} \). Then for all \( q \),

\[
\rho_q(p_1 \land_p p_2) = \{ d_1 \land_p d_2 : d_i \in \rho_q(p_i) \} = \{ x \land_p y \} = \{ z \}
\]

for some \( z \in \{ 0, 1, \perp \} \), which is a singleton decision set. Finally, we show that the addition of a target \( t_k \) with policy \( p \) does not introduce a non-singleton decision set. By assumption \( \tau_q(t_k) \neq \perp_m \) and \( \rho_q(p) = \{ x \} \) for some \( x \in \{ 0, 1, \perp \} \). Then for all \( q \)

\[
\rho_q(t_k, p) = \begin{cases} 
\{ x \} & \text{if } \tau_q(t_k) = 1_m, \\
\{ \perp \} & \text{if } \tau_q(t_k) = 0_m.
\end{cases}
\]

Handling indeterminacy through the use of decision sets permits policy evaluation to “fail gracefully” [11, 12]. We now demonstrate, through the use of an example [29], how a failure in target evaluation need not effect the evaluation of the entire policy. Consider the policy shown in Figure 4.7a and suppose that

\[
\tau_q(t_1) = 0_m \quad \text{and} \quad \tau_q(t_2) = ?_m \quad \text{and} \quad \tau_q(t_3) = 1_m.
\]

The first phase of request evaluation results in the tree shown in Figure 4.7b. The second phase of policy evaluation is shown in Figure 4.7c. As the target \( t_2 \) encountered an error, the policy \( p_2 = (t_2, 1) \) returns a set of decisions rather than a singleton. PTaCL\(_S^3\) policy evaluation assumes that either \( \tau_q(t_2) = 1_m \) or \( \tau_q(t_2) = 0_m \) could have been returned, resulting in the decisions 1 and \( \perp \) respectively. As this set is combined further up the policy tree, \( \perp \ do \ \{ 1, \perp \} \) returns the set \( \{ 1, \perp \} \), since \( \perp \ do \ 1 = 1 \) and \( \perp \ do \ \perp = \perp \). At the top level of the policy, we have \( 1 \ do \ \{ 1, \perp \} \), which returns a single conclusive decision 1, as \( 1 \ do \ 1 = 1 \) do \( \perp = 1 \). Thus, despite encountering errors in target evaluation, the policy was able to return a conclusive decision.

Furthermore, the decision returned is the “correct” decision, irrespective of the failure encountered during target evaluation. If \( t_2 \) had returned \( 0_m \), then the overall policy would return 1, the same is true if \( t_2 \) had returned \( 1_m \). In fact, the policies show in Figure 4.7 and Figure 3.3 (which highlighted the undesirable behaviour of indeterminacy in XACML versions 1.0 and 2.0).
are equivalent. However, PTaCL\textsuperscript{3} returns the “correct” decision, that is, 1, unlike XACML. Hence, we argue that the method for handling indeterminacy in PTaCL\textsuperscript{3} addresses the shortcomings exhibited in XACML; by handling indeterminacy in a precise and desirable manner.

4.5 Obligations in PTaCL\textsuperscript{3}

We now define a method for incorporating obligations in PTaCL\textsuperscript{3}. In this section, we are not concerned with the specific types of obligations, how they will be provided by the policy information point, or how they will be enforced by the policy enforcement point. Instead, we focus on how they will be combined by the policy decision point (following the approach taken by the XACML standard). Thus, we simply assume the existence of some “abstract” set of obligations $O$.

The method we define for computing obligations in PTaCL\textsuperscript{3} is inspired by the XACML standard, and one of our results shows that the obligations returned by a PTaCL\textsuperscript{3} policy will be the same as those returned by an equivalent XACML policy. While recognizing that there may be other ways of computing obligations, we make the assumption that the behaviour specified by the XACML standard is that expected by the practitioners who designed it and is, therefore, a reasonable proxy for the required behaviour of an obligations-combining strategy.
4.5.1 Defining obligations

In XACML, each policy or policy set may be associated with one or more obligations. An obligation is associated with an effect (a decision in PTaCL<3), which may be Permit or Deny (denoted by 1 and 0, respectively, in PTaCL<3). Thus, the obligation associated with Permit is applied when the effect of a policy is Permit for a particular request. Informally, then, the result of evaluating a request in XACML is a pair comprising a decision and an obligation. Thus, we extend PTaCL<3 syntax in the following ways.

- The PTaCL<3 policy \( d \), where \( d \in \{0, 1\} \), may only return \( d \), so it suffices to extend the syntax for such policies to \( (d, o) \) (where \( o \in O \)).

- The unary policy operators \( \neg \) and \( \dagger \) are used only to switch policy decisions, so we will assume that obligations are not associated with these operators. When evaluating policies with the operators \( \neg \) and \( \dagger \) the obligations from child nodes are passed up with no change.

- All other policies (generated using \( \wedge_p \) or targets) may return 0 or 1, so we extend the syntax for a policy \( p \) to \( (p, o_0, o_1) \), where \( o_i \in O \) is the obligation that should be returned if the evaluation of \( p \) returns decision \( i \in \{0, 1\} \).

Henceforth, we will write \( \sigma_q(p) \) to denote the obligations returned by the evaluation of policy \( p \) for request \( q \). We may not wish to specify obligations for every policy and every decision, so we assume the existence of a “null” obligation, denoted by \( \epsilon \).

4.5.2 Computing obligations

In general terms, when a policy language includes obligations, the policy decision point will return a decision and a set of obligations as a result of evaluating an access request. In terms of our notation, then, request evaluation will return the pair \( (\rho_q(p), \sigma_q(p)) \): \( \rho_q(p) \) is an element of \( D \), as we have seen, and is determined by applying the relevant binary operator to the decisions returned by the child policies; \( \sigma_q(p) \) is a subset of \( O \) and, informally, is determined by taking the union of the sets of obligations associated with particular child policies (together with any relevant obligation for the parent policy). This method leverages the tree-structured, bottom-up evaluation strategy of PTaCL (and XACML) to return obligations from the nodes in the policy tree that influence the final decision returned by policy evaluation.

More formally, PTaCL<3 obligation semantics are shown in Figure 4.8a. The interesting case is policy conjunction, where we only take the obligations from child policies that return a decision equal to that of the parent policy. Thus we take obligations from both child policies if they return the same decision (as well as the relevant obligation from the parent policy), and if
child policy \( p_i \) returns 0 and the other does not then we return \( \{o_0\} \cup \sigma_q(p_i) \).
(In all other cases, the decision returned is \( \bot \) and the obligation set is empty.) We interpret \( \{\epsilon\} \) as the empty set \( \emptyset \).

\[
\sigma_q(0, o) = \sigma_q(1, o) = \{o\}
\]

\[
\sigma_q(\neg p) = \sigma_q(\top p) = \sigma_q(p)
\]

\[
\sigma_q(p_1 \land p, o_0, o_1) =
\begin{cases}
\{o_0\} \cup \sigma_q(p_1) & \text{if } \rho_q(p_1) = 0 \text{ and } \rho_q(p_2) \neq 0 \\
\{o_0\} \cup \sigma_q(p_2) & \text{if } \rho_q(p_1) \neq 0 \text{ and } \rho_q(p_2) = 0 \\
\{o_1\} \cup \sigma_q(p_1) \cup \sigma_q(p_2) & \text{if } \rho_q(p_1) = 1 \text{ and } \rho_q(p_2) = 1 \\
\emptyset & \text{otherwise}
\end{cases}
\]

\[
\sigma_q(t, p, o_0, o_1) =
\begin{cases}
\{o_0\} \cup \sigma_q(p) & \text{if } \tau_q(t) = 1_m \text{ and } \rho_q(p) = 0 \\
\{o_1\} \cup \sigma_q(p) & \text{if } \tau_q(t) = 1_m \text{ and } \rho_q(p) = 1 \\
\emptyset & \text{otherwise}
\end{cases}
\]

(a) Obligation semantics in PTaCL\(_3^\subseteq\)

(b) A look-up table for \( \land p \) with decision-obligation pairs

Figure 4.8: Obligation semantics and look-up table

By an abuse of notation, we can build an evaluation table for \( \land p \), as shown in Figure 4.8b (with the understanding that the relevant obligation needs to be included from the parent policy; the set of obligations associated with the decisions indexing the rows is \( O_1 \) and the set of obligations indexing the columns is \( O_2 \)).

4.5.3 Computing obligations for derived policy operators

Given that (i) we can define arbitrary policy operators in terms of \( \neg \), \( \dagger \) and \( \land p \) and (ii) we have defined how obligations are computed for these operators, we can extend our method of computing obligations to arbitrary policy operators. For example, we can define the obligations that should be returned by \( \lor p \), \( \text{do} \) and \( \text{po} \), as shown in Figure 4.9. (As in Figure 4.8b for \( \land p \), we assume that the relevant obligation from the parent policy will be included during policy evaluation; \( O_1 \) and \( O_2 \) are the obligations associated with the evaluation of \( p_1 \) and \( p_2 \), respectively.) Note that \( \sim \) is not explicitly defined in PTaCL\(_3^\subseteq\), however we use it here as syntactic sugar. Indeed, it is easy to show that

\[
\sim d \equiv d \land p \dagger d.
\]
Figure 4.9: Decisions and obligations for the PTaCL_\leq \lor, \text{po} \text{ and do operators}

Consider the policy shown in Figure 4.10, which extends our example from Figure 4.7a with the addition of obligations. Note that the policy \(p_3\) does not contain any parent obligations. Parent policies are not required to define the parent obligations \(o_0\) and \(o_1\); however our semantics support them if they are (see Figure 4.8a). Likewise, child nodes are not required to specify any obligations, such as the case for \(p_4\).

\[
\begin{align*}
p_1 & = (t_1, 0, o_1) \\
p_2 & = (t_2, 1, o_2) \\
p_3 & = (\text{all, } p_1 \text{ do } p_2) \\
p_4 & = (t_4, 1) \\
p_5 & = (\text{all, } p_3 \text{ do } p_4, o_5) \\
\end{align*}
\]

(a) Policy

\[
\begin{align*}
\text{(all, do, o}_5) & \quad (0, \{o_1, o_5\}) \\
\text{(all, do)} & \quad (t_4, 1) \\
(t_1, 0, o_1) & \quad (t_2, 1, o_2) \\
\end{align*}
\]

(b) Policy tree

\[
\begin{align*}
\text{(0, } \{o_1\}) & \quad (1, \epsilon) \\
\text{(0, } \{o_1\}) & \quad (1, \{o_2\})
\end{align*}
\]

(c) Evaluation

Figure 4.10: Example policy and policy tree with obligations

We assume that \(\tau_q(t_i) = 1_m\) for all \(i\) and, where obligations are not shown, they are assumed to be \(\epsilon\). To evaluate this policy tree with obligations, we use the do semantics for decisions and obligations taken from Figure 4.9. The result of evaluating the policy with respect to \(q\) is \((0, \{o_1, o_5\})\), as illustrated in Figure 4.10c. In particular, \((0, \{o_1\}) \text{ do } (1, \{o_2\}) = (0, \{o_1\})\). The root policy has an obligation \(o_5\), which is always returned (irrespective of the decision), so we return the set of obligations \(\{o_1, o_5\}\) along with the 0 decision.
Our approach to obligations thus provides considerably greater flexibility than XACML, which only specifies how obligations should be computed for the pre-defined rule- and policy combining algorithms. Moreover, it is easy to show that the obligations computed by PTaCL for the po and do operators are identical to those computed by XACML.

The set of obligations returned by XACML processing is, informally, the set of obligations associated with those sub-policies that return the same decision as the root policy. With that in mind, consider the obligations that would be returned for a policy set that comprises two policies $p_1$ and $p_2$, associated with obligations $o_1$ and $o_2$ respectively, and uses the permit-overrides policy-combining algorithm. The set of obligations that would be returned for this policy set is tabulated in Figure 4.11. By inspection, we can see that the obligations returned for po in Figure 4.9 are identical to those for the permit-overrides policy-combining algorithm in Figure 4.11. An analogous result holds for computing obligations for do and the deny-overrides policy-combining algorithm.

$$
\begin{array}{c|c|c}
 p_1 & p_2 & \text{permit-overrides}(p_1, p_2) \\
\hline
 0 & 0 & (0, \{o_1, o_2\}) \\
 0 & 1 & (1, \{o_2\}) \\
 0 & \bot & (0, \{o_1\}) \\
 1 & 0 & (1, \{o_1\}) \\
 1 & 1 & (1, \{o_1, o_2\}) \\
 1 & \bot & (1, \{o_1\}) \\
 \bot & 0 & (0, \{o_2\}) \\
 \bot & 1 & (1, \{o_2\}) \\
 \bot & \bot & (\bot, \emptyset) \\
\end{array}

\begin{array}{c|c|c}
 \text{deny-overrides}(p_1, p_2) \\
\hline
 (0, \{o_1, o_2\}) \\
 (0, \{o_1\}) \\
 (0, \{o_1\}) \\
 (0, \{o_2\}) \\
 (1, \{o_1\}) \\
 (1, \{o_1\}) \\
 (0, \{o_2\}) \\
 (1, \{o_2\}) \\
 (\bot, \emptyset) \\
\end{array}
$$

\text{Figure 4.11: Decisions and obligations for the XACML permit- and deny-overrides combining algorithms}

In other words, PTaCL is (i) consistent with XACML in terms of the obligations returned for standard operators, and (ii) provides an extensible mechanism for computing obligations for arbitrary policy operators.

### 4.5.4 Indeterminacy and obligations

When target evaluation fails, PTaCL$^<\$ returns a decision set as opposed to a single decision. We can extend this method when obligations are included in PTaCL$^<\$. Without indeterminacy, request evaluation returns a decision-obligation pair; with indeterminacy, therefore, it returns a set of decision-obligation pairs. Consider the leaf policy $(t, d, o)$. If $\tau_q(t) = ?_m$, PTaCL$^<\$ assumes that either $\tau_q(t) = 1_m$ or $\tau_q(t) = 0_m$ could have been returned, and thus returns the union of the sets of decision-obligation pairs that would have
been returned in both cases. More formally, we have

\[ \sigma_q(t, d, o) = \{\bot, \emptyset\} \cup \{d, o\} = \{(\bot, \emptyset), (d, o)\} \]

We now investigate how this method may be applied to more complex policies. Consider the policy shown in Figure 4.10b and suppose that

\[ \tau_q(t_1) = 0 \quad \text{and} \quad \tau_q(t_2) = ? \quad \text{and} \quad \tau_q(t_4) = 1. \]

\[
\begin{align*}
&\{(1, o_5), (1, \{o_2, o_5\})\} \\
&\{(\bot, \emptyset), (1, \{o_2\})\} \\
&\{(\bot, \emptyset)\}
\end{align*}
\]

(a)

\[
\begin{align*}
&\{(0, \{o_1, o_5\}), (1, \{o_2, o_5\})\} \\
&\{(0, \{o_1\}), (1, \{o_2\})\} \\
&\{(\bot, \emptyset), (0, \{o_1\})\}
\end{align*}
\]

(b)

Figure 4.12: PTaCL<sup>≤</sup> policy evaluation with indeterminacy and obligations

The resulting policy evaluation is shown in Figure 4.12a and returns \(\{(1, o_5), (1, \{o_2, o_5\})\}\). We see on this occasion that policy evaluation returns the same decision but different obligation sets. The reason for this discrepancy arises from the two alternative paths of the policy tree which affect the final decision:

- \(\{1, o_5\}\) – policies \(p_1, p_2\) and \(p_3\) are not-applicable, hence the decision 1 comes only from \(p_4\) and \(o_5\) comes from the parent policy;

- \(\{(1, \{o_2, o_5\})\}\) – policy \(p_2\) is applicable, so the pair \((1, \{o_2\})\) is carried up the tree, and combined at the top with the right branch and parent obligation.

Now suppose that, for the same policy, we have

\[ \tau_q(t_1) = ? \quad \text{and} \quad \tau_q(t_i) = 1 \quad \text{for all other} \ i. \]
The resulting policy evaluation is shown in Figure 4.12b. In this case, different decisions and different obligation sets are obtained.

To summarise, when evaluating decisions and obligations in the presence of indeterminacy, there are scenarios where the policy decision point will return: (i) the same decision and obligation set, (ii) the same decision and different obligation sets, and (iii) different decisions and different obligation sets. The behaviour of the policy enforcement point would need to be defined for each situation. For example, given the set \{(1, \{o_5\}), (1, \{o_2, o_5\})\}, a conservative approach may be implemented by taking the union of all the obligation sets and requiring that all obligations are enforced. Another possibility is to adopt the use of a resolution function, as described by Crampton and Huth [11]. The approach taken is application and domain specific, and dependent on the overall purpose, scope and management goal of an access control policy. Therefore, we do not explore different approaches further in this thesis, leaving it as a topic for future research.

4.6 Obligations in XACML and other related work

In XACML, each rule, policy and policy set may be associated with one or more obligations. An obligation is defined by the FulfillOn attribute (whose value is either “Permit” or “Deny”) and an action (such as “create audit entry”). Policy evaluation returns a decision and a set of obligations to the policy enforcement point, which is required to enforce the decision and execute any obligations. The XACML 2.0 and 3.0 standards [36, 37] define how this set of obligations is computed:

“When such a policy or policy set is evaluated, an obligation SHALL be passed up to the next level of evaluation (the enclosing or referencing policy, policy set or authorization decision) only if the effect of the policy or policy set being evaluated matches the value of the FulfillOn attribute of the obligation...”

“...no obligations SHALL be returned to the PEP if... the decision resulting from evaluating the policy or policy set does not match the decision resulting from evaluating an enclosing policy set.”

“...If the PDP’s evaluation is viewed as a tree of policy sets and policies, each of which returns “Permit” or “Deny”, then the set of obligations returned by the PDP to the PEP will include only the obligations associated with those paths where the effect at each level of evaluation is the same as the effect being returned by the PDP.”

2This is similar to the choice of which bias to use for a policy enforcement point in XACML [37].
Like much of the XACML standard, this statement lacks formality and prior work has indicated that the way in which policy-combining algorithms and the way of computing obligations produces some counterintuitive results [29].

The XACML 2.0 standard [36] defines how obligations are returned when target evaluation fails:

“...no obligations SHALL be returned to the PEP if the policies or policy sets from which they are drawn are not evaluated, or if their evaluated result is “Indeterminate” or “NotApplicable”...”

Thus, obligations from any policy that evaluates to “Indeterminate” are lost in the evaluation process. The XACML 3.0 standard has improved the way in which decisions are computed in the presence of indeterminacy [37], but has not changed how obligations are computed.

The specification and computation of obligations in PTaCL\(\leq\) has some similarities to, and some notable differences, from XACML, which we summarize in Table 4.1. We also include a comparison with the work on obligations by Li et al. [29], discussed below.

<table>
<thead>
<tr>
<th>Feature</th>
<th>XACML</th>
<th>PCL</th>
<th>PTaCL(\leq)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obligations associated with different policy decisions</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Selective “inheritance” of obligations from child policies by parent</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Computation of obligations rigorously defined</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Obligations associated with rules</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Obligations returned when policy evaluation is indeterminate</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Obligations defined for all policy combining algorithms</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 4.1: Comparison of XACML, PCL and PTaCL\(\leq\)

Arguably the two greatest improvements offered by the approach we propose are (i) the ability to return obligations when policy evaluation is indeterminate, and (ii) the ability to compute the set of obligations for any policy, irrespective of the operators used. In the first case, it seems natural to allow obligations to be returned even for indeterminate policies (and these could be considered as “default obligations”) and provides more fine-grained control over which requests are subject to indeterminacy. In the second case, we believe it is important to specify the computation of obligations as completely and unambiguously as possible, thus minimizing the likelihood that an implementation will be incorrect.

Other work exists that define methods for handling obligations in XACML. Alqatawna et al. [3] introduce a way of using obligations to implement
a discretionary overriding mechanism in XACML. They do this by using two
algorithms, an effects-combining algorithm which is similar to standard policy-
combining algorithms and an obligations-combining algorithm, the implemen-
tation of the latter being left to the discretion of the policy author. We believe
it will be more useful, in general, to provide, as we have done, standardized me-
chanisms for combining obligations that are natural extensions of the existing
decision-combining algorithms.

Li et al. [29] defined semantics for handling obligations in XACML, largely
following the definition in the XACML standard where obligations are returned
only from paths which “contribute” to the final decision returned by the PDP.
Li et al. do define an algorithm for computing the set of obligations for an
arbitrary policy operator, although this algorithm requires the operator to
have certain properties. In contrast, our approach to obligations is completely
general: any policy operator can be defined using PTaCL<3 and a decision
and a set of obligations can be computed. Like our definition of obligations
in PTaCL<3, if the outcome of policy evaluation is not-applicable then the
set of obligations is defined to be empty. Like XACML, if the outcome of
policy evaluation is indeterminate, then the set of obligations is defined to
be indeterminate. We would argue that it is more useful to return as much
information as possible to the PEP, which can then decide what obligations,
if any, should be enforced. The work by Li et al. differs when combining
obligations from two sub-policies that return the same decision, by allowing
for three different methods to be specified in the policy combining language:
both, first and either, leaving the choice to the policy author. There is some
merit gained by allowing this choice to be made by the policy author in terms
of the fine-grained control over obligation handling it provides. However, in
practice, ABAC policies may be large and complex, thus specifying this choice
each time sub-policies are combined will be time-consuming, and will require
a case-by-case analysis to ensure the correct obligations are computed.

Subsequently, Li et al. [28] developed an architecture extending the XA-
CML architecture in order to handle access control policies with different types
of obligations. The focus of their work is how to enforce the obligations once
they have been returned to the PEP, while we focus on which obligations
should be returned in the first place. A combination of Li et al.’s architecture
and our method for returning obligations may be an interesting and beneficial
solution to some of the issues in XACML. Finally, we note that there exists
work on dependencies between obligations and the effect these might have on
the ability to fulfil obligations [22, 23, 31]. These considerations are outside
the scope of this thesis, but may prove fruitful areas for future research.
4.7 Summary and discussion

We discussed many of the shortcomings of the XACML standard in Chapter 3: it is functionally incomplete; there are numerous redundancies and dependencies between the combining algorithms; and it has an ambiguous method for handling indeterminacy. We believe that PTaCL$_3^<$ addresses all of these shortcomings.

Firstly, we have shown that PTaCL$_3^<$ is functionally complete. This means that any arbitrary policy is expressible in PTaCL$_3^<$, without needing to define custom combining algorithms (like XACML). Moreover, we proved that PTaCL$_3^<$ is canonically complete, and demonstrated how to convert arbitrary operators to an equivalent normal form comprising the PTaCL$_3^<$ operators. In doing so, we overcame one of the main difficulties encountered in other tree-structured languages, that is, writing the desired policy using the operators provided in the given language.

Secondly, we defined precise semantics for handling errors in target evaluation (indeterminacy) in PTaCL$_3^<$. Through a comparative example, we showed that PTaCL$_3^<$ can return a conclusive decision despite encountering errors; and that this decision is the intuitively “correct” decision. This directly contrasts the undesirable behaviour exhibited in the method for handling indeterminacy XACML 2.0 standard, seen in Section 3.1.1.

Finally, we introduced syntax and semantics for evaluating obligations in PTaCL$_3^<$, motivated by the XACML method for returning obligations. We showed that our method is consistent with XACML, and more extensible; as it provides a means for computing obligations for arbitrary policy operators. Furthermore, we extended the semantics for indeterminacy to incorporate obligations, by returning a set of decision-obligation pairs.

There are many opportunities for future work in the administration of policy enforcement points. In particular, the following challenges require investigation: (i) resolution functions and methods for handling decision-obligation pairs; and (ii) effective enforcement and fulfilment of obligations once they have been returned to the policy enforcement point.

Thus far, we have restricted our attention to ABAC languages defined over the decision set $\{0, \bot, 1\}$, and assumed a total ordering on this decision set of $0 < \bot < 1$. (We omitted the indeterminate decision from XACML for reasons discussed in Chapter 3). There are many ABAC languages that make use of a fourth authorization decision, which we explore in more detail in the following chapter.
Chapter 5

Canonical Completeness in Lattice-based Multi-valued Logics

Previously, in Chapter 4, during the development of PTaCL<sup>3</sup>, we assumed a total order on the set of decisions (0 < ⊥ < 1). This ordering does not really reflect the intuition behind the use of 0, 1 and ⊥ in ABAC languages. In the context of access control, 0 and 1 are incomparable conclusive decisions, while ⊥ represents the inability to reach a conclusive decision. This provides us with motivation to explore other more intuitive orderings on the set of decisions, such as partial orderings and lattices. Furthermore, we believe there is value in having an ABAC language for which policy evaluation can return a fourth value ⊤, representing a ‘conflict’ or ‘excess’ amount of information. Indeed, there are many languages such as PBel [10], BelLog [45] and Rumpole [32] which utilize this fourth decision. We discuss the value of a fourth authorization decision in more detail in Chapter 6. In this chapter, we focus on formally defining lattice-based multi-valued logics and extending the concept of canonical completeness to such logics.

The main contribution of this chapter is the construction of a canonically complete latticed-based multi-valued logic. In the next section, we introduce the necessary prerequisite formal definitions of partially ordered sets, lattices and bilattices. We then review Belnap logic [7] in Section 5.2, the most well known lattice-ordered logic in the literature. In Section 5.3 we extend the definitions of canonical suitability, selection operators, normal form and canonical completeness to lattice-based logics, enabling us to evaluate these properties for lattice-based logics. We prove that Belnap logic, and any ABAC authorization language which uses Belnap logic as the underlying logic, is not canonically complete in Section 5.4. In Section 5.5 we identify connections between the symmetric group and unary operators on the set of authorization decisions, enabling us to construct a canonically complete 4-valued lattice-
based logic. Finally, in Section 5.6, we extend the work of Jobe [24], showing a construction of a total-ordered, canonically complete \( m \)-valued logic.

We have published the majority of the work presented in Sections 5.2 – 5.6 [17].

5.1 Partially ordered sets and lattices

This section introduces the necessary definitions and terminology for lattices, which are a special type of partially ordered sets. We begin with the definition of a partially ordered set.

**Definition 5.1.1.** A pair \((X, \leq)\), where \(\leq\) is a binary relation over a set of values \(X\), is a partially ordered set or poset if for all \(x, y, z \in X\):

- \(x \leq x\);
- \(x \leq y\) and \(y \leq x\) implies \(x = y\); and
- \(x \leq y\) and \(y \leq z\) implies \(x \leq z\).

In other words, \(\leq\) is a binary relation on \(X\) that is reflexive, anti-symmetric and transitive. We refer to \(\leq\) as a partial order.

**Definition 5.1.2.** Let \((X, \leq)\) be a partially ordered set and \(x, y \in X\). We say \(y\) covers \(x\), or \(x\) is covered by \(y\), denoted \(x \ll y\), if \(x < y\) and for all \(z \in X\), \(x \leq z < y\) implies \(x = z\).

A partially ordered set \((X, \leq)\) is often represented by a Hasse diagram, which is the graph of the covering relation on \(X\). That is, each element of \(X\) is represented by a node (or vertex), and an edge exists between \(x\) and \(y\) if \(x \ll y\). An edge is not drawn from a node to itself, nor is an edge drawn between \(x\) and \(y\) if there exists \(z\) such that \(x < z < y\). Typical convention states that if \(x < y\), then the node labelled \(x\) will be lower than the node labelled \(y\) in the Hasse diagram. Examples of two partially ordered sets are shown in Figure 5.1. Henceforth, when the ordering \(\leq\) is clear from context, we will write \(X\) to mean the partially ordered set \((X, \leq)\).

**Definition 5.1.3.** Let \(X\) be a partially ordered set, and let \(Y \subseteq X\).

- An element \(u \in X\) is an upper bound of \(Y\) if \(y \leq u\) for all \(y \in Y\).
- We say that \(u'\) is a least upper bound or supremum of \(Y\) if \(u' \leq u\) for all upper bounds \(u\) of \(Y\). We denote the supremum of \(Y\) by \(\text{sup} Y\).
- An element \(v \in X\) is a lower bound of \(Y\) if \(v \leq y\) for all \(y \in Y\).
- We say that \(v'\) is a greatest lower bound or infimum of \(Y\) if \(v \leq v'\) for all lower bounds \(v\) of \(Y\). We denote the infimum of \(Y\) by \(\text{inf} Y\).
Note that the least upper bound and greater lower bounds of $Y$ (if they exist) are unique.

**Definition 5.1.4.** A partially ordered set $X$ is a lattice if, and only if, for all $x, y \in X$ there exists a least upper bound of $x$ and $y$, denoted $\text{sup}\{x, y\}$, and a greatest lower bound of $x$ and $y$, denoted by $\text{inf}\{x, y\}$.

The least upper bound of $x$ and $y$ is written as $x \lor y$ (the “join” of $x$ and $y$) and the greatest lower bound is written as $x \land y$ (the “meet” of $x$ and $y$). The partially ordered set represented in Figure 5.1a is a lattice. However, the partially ordered set represented in Figure 5.1b is not a lattice, since $\{b, c\}$ does not have a least upper bound.

**Definition 5.1.5.** Let $X$ be a lattice. If for all $Y \subseteq X$, $\text{sup} Y$ and $\text{inf} Y$ exist in $X$, then $X$ is a complete lattice.

If $(X, \leq)$ is a finite lattice, as we will assume henceforth, then $(X, \leq)$ has a maximum element (that is, a unique maximal element) and a minimum element. In other words, all finite lattices are complete.

In the final part of this section we define bilattices, proposed by Ginsberg [20, 21] as a generalization of the Belnap [7] lattice (discussed in more detail in Section 5.2). Ginsberg’s work on bilattices were extended by Fitting [18, 19], who introduced pre-bilattices.

**Definition 5.1.6.** A pre-bilattice is a structure $\mathcal{B} = \{B, \leq_t, \leq_k\}$, where

- $B$ is a set containing at least four elements; and
- $(B, \leq_t)$ and $(B, \leq_k)$ are complete lattices.

The lattice $(B, \leq_t)$ is commonly known as the truth lattice or $t$-lattice, and the order associated with it is called the truth ordering. The meet and join of this lattice are denoted by $\land$ and $\lor$ respectively. The lattice $(B, \leq_k)$ is commonly known as the knowledge lattice or $k$-lattice, and the order associated with it is called the knowledge ordering. The meet and join of this lattice are denoted by $\otimes$ and $\oplus$ respectively.

Figure 5.1: Hasse diagrams
Typically in pre-bilattices there is some connection between the two orders. At least two ways of characterizing such connections between orders have been explored in the literature. The first, introduced by Fitting [18], imposes monotonic properties between the lattice operations.

**Definition 5.1.7.** A pre-bilattice \( B = \{ B, \leq_t, \leq_k \} \) is interlaced if each of the four lattice operations \( \land, \lor, \otimes \) and \( \oplus \) are monotonic with respect to \( \leq_t \) and \( \leq_k \). That is, when the following equalities hold:

- \( x \leq_t y \) implies that \( x \otimes z \leq_t y \otimes z \) and \( x \oplus z \leq_t y \oplus z \); and
- \( x \leq_k y \) implies that \( x \land z \leq_k y \land z \) and \( x \lor z \leq_k y \lor z \).

The second characterization, introduced by Ginsberg [21], imposes distributive properties between the lattice operations.

**Definition 5.1.8.** A pre-bilattice \( B = \{ B, \leq_t, \leq_k \} \) is distributive when all twelve distributive laws hold concerning the four lattice operations \( \land, \lor, \otimes \) and \( \oplus \). That is, the following identities hold:

\[
x \circ (y \bullet z) = (x \circ y) \bullet (x \circ z) \quad \text{for every } \circ, \bullet \in \{ \land, \lor, \otimes, \oplus \} \text{ with } \circ \neq \bullet.
\]

Ginsberg [20] formally defined bilattices which expand the algebraic structure of pre-bilattices with a unary operator.

**Definition 5.1.9.** A bilattice is a structure \( B = \{ B, \leq_t, \leq_k, \neg \} \) such that \( \{ B, \leq_t, \leq_k \} \) is a pre-bilattice and negation \( \neg \) is a unary operation satisfying that for every \( x, y \in B \):

- if \( a \leq_t b \), then \( \neg b \leq_t \neg a \);
- if \( a \leq_k b \), then \( \neg a \leq_k \neg b \); and
- \( a = \neg \neg a \).

The interlacing and distributive properties extend to bilattices in the obvious way: we say that a bilattice is interlaced (distributive) when its pre-bilattice is interlaced (distributive).

### 5.2 Belnap logic

Belnap logic [7] was developed with the intention of defining ways to handle inconsistent and incomplete information in a formal manner. It uses the truth values 0, 1, \( \bot \), and \( \top \), representing “false”, “true”, “lack of information” and “too much information”, respectively. Henceforth, we will denote the four valued decision set \( \{ \bot, 0, 1, \top \} \) by 4.

The truth values 0, 1, \( \bot \) and \( \top \) have an intuitive interpretation in the context of access control: 0 and 1 are interpreted as the standard “deny”
and “allow” decisions, ⊥ is interpreted as “not-applicable” and ⊤ represents a conflict of decisions. There are certain situations where it is useful to have four decisions available, and some ABAC languages, such as PBel [10], BelLog [45] and Rumpole [32], use Belnap’s four truth values and logic as the underlying logic for their language.

The set of truth values in Belnap logic admits two orderings: a truth ordering \( \leq_t \) and a knowledge ordering \( \leq_k \). In the truth ordering, 0 is the minimum element and 1 is the maximum element, while ⊥ and ⊤ are incomparable indeterminate values. In the knowledge ordering, ⊥ is the minimum element, ⊤ is the maximum element while 0 and 1 are incomparable. Both \((4, \leq_t)\) and \((4, \leq_k)\) are lattices, together forming the pre-bilattice \((4, \leq_t, \leq_k)\), illustrated as a Hasse diagram in Figure 5.2.

![Figure 5.2: The Belnap Hasse diagram](image)

We write the meet and join in \((4, \leq_t)\) as \(\wedge_b\) and \(\vee_b\), respectively; and the meet and join in \((4, \leq_k)\) as \(\otimes_b\) and \(\oplus_b\), respectively. (We use the subscript b to differentiate the Belnap operators from the PTaCL operators \(\wedge_p\) and \(\vee_p\).) The former is an extension of implication to the Belnap space, while the latter has the effect of switching the values 0 and 1, leaving ⊥ and ⊤ fixed; in other words, it acts like “classical” negation. The truth tables for the operators \(\wedge_b\), \(\vee_b\), \(\otimes_b\), \(\oplus_b\), \(\supset_b\) and \(\neg\) are shown in Figure 5.3.

It is immediately clear that the structure \((4, \leq_t, \leq_k, \neg)\) is a bilattice, which is often denoted as \textbf{Four} in the literature. Furthermore, the twelve distributive laws hold for the operators \(\wedge_b\), \(\vee_b\), \(\otimes_b\), and \(\oplus_b\), as do De Morgan’s laws, and all of these operators are monotone with respect to both the \(\leq_t\) and \(\leq_k\) orderings. Specifically, for all \(x, y, z \in 4\):

- \(x \leq_t y\) implies that \(x \otimes_b z \leq_t y \otimes_b z\) and \(x \vee_b z \leq_t y \vee_b z\); and
- \(x \leq_k y\) implies that \(x \wedge_b z \leq_k y \wedge_b z\) and \(x \vee_b z \leq_k y \vee_b z\).

Hence, the Belnap bilattice \((4, \leq_t, \leq_k, \neg)\) is distributive and interlaced.

In Belnap logic, we may interpret values in 4 as operators of arity 0 (that is, constants). Then we can formally represent Belnap logic as the logic \(L(4, \{\neg, \wedge_b, \vee_b, \otimes_b, \oplus_b, \supset_b, \bot, 0, 1, \top\})\). It is known that \(L(4, \{\neg, \wedge_b, \vee_b, \otimes_b, \oplus_b, \supset_b, \bot, 0, 1, \top\})\) is functionally complete [4, Theorem 80].
Figure 5.3: Operators in Belnap logic

and that \{\neg, \oplus, \supset, \perp\} is a minimal functionally complete set of operators [4, Proposition 17]. We will see however, that Belnap logic is not canonically complete.

5.3 Canonical completeness for lattice-based logics

Jobe’s definition of canonical suitability for multi-valued logics assumes a total ordering on the set of truth values. Given that Belnap logic [7], is a 4-valued logic in which the set of truth values forms a lattice, we seek to extend the definitions of canonical suitability, selection operators and canonical completeness to lattice-based logics. This will enable us to establish the canonical completeness (or incompleteness) of lattice-based logics. It is important to note that the definitions below are similar to those for total-ordered logics (presented in Section 2.5.1), the only difference lies in the definition of canonical suitability and selection operators. We reiterate the remaining definitions here for the interests of clarity and continuity, and recast the examples in the context of a lattice-based logic.

Let \(L = (V, \text{Ops})\) be a logic associated with a lattice \((V, \leq)\) of truth values and a set of logical operators \text{Ops}. We omit \(V\) and \text{Ops} when no ambiguity can occur. We write \(\Phi(L)\) to denote the set of formulae that can be written
in the logic $L$.

We say $L$ is canonically suitable if and only if there exist formulae $\phi_{\text{max}}$ and $\phi_{\text{min}}$ of arity 2 in $\Phi(L)$ such that $\phi_{\text{max}}(x, y)$ returns $\sup\{x, y\}$ and $\phi_{\text{min}}(x, y)$ returns $\inf\{x, y\}$. If a logic is canonically suitable, we will write $\phi_{\text{max}}(x, y)$ and $\phi_{\text{min}}(x, y)$ using infix binary operators as $x \uparrow y$ and $x \downarrow y$, respectively.

The existence of $\sup\{x, y\}$ and $\inf\{x, y\}$ is guaranteed in a lattice; this is not true in general for partially ordered sets. And for a totally ordered (finite) set, $\sup\{x, y\} = \max\{x, y\}$ and $\inf\{x, y\} = \min\{x, y\}$, so our definitions are compatible with those of Jobe’s for totally ordered sets of truth values.

A function $f : V^n \rightarrow V$ is completely specified by a truth table containing $n$ columns and $m^n$ rows. However, not every truth table can be represented by a formula in a given logic $L = (V, \text{Ops})$. $L$ is said to be functionally complete if for every function $f : V^n \rightarrow V$, there is a formula $\phi \in \Phi(L)$ of arity $n$ whose evaluation corresponds to the truth table.

Let $x$ denote the minimum value in $(V, \leq)$. (Such a value must exist in a finite lattice.) We will write $a$ to denote the tuple $(a_1, \ldots, a_n) \in V^n$ when no confusion can occur. Then, for $a \in V^n$, the $n$-ary selection operator $S^n_a$ is defined as follows:

$$S^n_a(x) = \begin{cases} j & \text{if } x = a, \\ x & \text{otherwise.} \end{cases}$$

Note $S^n_x(x) = x$ for all $a, x \in V^n$. Illustrative examples of unary and binary selection operators for the lattice $(4, \leq_k)$ (the Belnap knowledge ordering) with minimal value $\bot$ are shown in Figure 5.4.

![Figure 5.4: Examples of selection operators in Belnap logic](image)

The construction of arbitrary functions using selection operators, Jobe’s results, and definitions for normal form and canonical completeness for lattice-based logics are identical to total-ordered logics. Nevertheless, we reiterate the constructions, results and definitions here in interests of clarity.

Selection operators play a central role in the development of canonically complete logics because an arbitrary function $f : V^n \rightarrow V$ can be expressed
in terms of selection operators. Consider, for example, the function

\[
f(x, y) = \begin{cases} 
\top & \text{if } x = 0, y = 1, \\
0 & \text{if } x = y = 0, \\
1 & \text{if } x = 1, y = \bot, \\
\bot & \text{otherwise}. 
\end{cases}
\]

Then it is easy to confirm that

\[
f(x, y) \equiv S_{\top}^0(x, y) \mathrel{\lor} S_0^0(x, y) \mathrel{\lor} S_{\bot}^1(x, y).
\]

Moreover, \( S_{(a,b)}^c(x, y) \equiv S_a^c(x) \mathrel{\land} S_b^c(y) \) for any \( a, b, c, x, y \in V \). Thus,

\[
f(x, y) \equiv (S_0^0(x) \mathrel{\land} S_1^\top(y)) \mathrel{\lor} (S_0^0(x) \mathrel{\land} S_0^0(y)) \mathrel{\lor} (S_1^x(x) \mathrel{\land} S_1^\bot(y)).
\]

In other words, we can express \( f \) as the “disjunction” (\( \lor \)) of “conjunctions” (\( \land \)) of unary selection operators.

More generally, given the truth table of function \( f : V^n \to V \), we can write down an equivalent function in terms of selection operators. Specifically, let

\[
A = \{ a \in V^n : f(a) > \bot \};
\]

then, for all \( x \in V^n \),

\[
g(x) = \bigvee_{a \in A} S_a^f(x).
\]

Simple inspection of \( g(x) \) confirms that this logical formula expressed in terms of selection operators is equivalent the truth table of the function \( f : V^n \to V \), that is

\[
g(x) \equiv f(x).
\]

**Theorem 5.3.1** (Jobe [24, Theorems 1, 2; Lemma 1]). A logic \( L \) is functionally complete if and only if each unary selection operator is equivalent to some formula in \( L \).

**Definition 5.3.1.** The normal form of formula \( \phi \) in a canonically suitable logic is a formula \( \phi' \) that has the same truth table as \( \phi \) and has the following properties:

- the only binary operators it contains are \( \lor \) and \( \land \);
- no binary operator is included in the scope of a unary operator;
- no instance of \( \lor \) occurs in the scope of the \( \land \) operator.

In other words, given a canonically suitable logic \( L \) containing unary ope-
rators $\sharp_1, \ldots, \sharp_\ell$, a formula in normal form has the form

$$\bigwedge_{i=1}^{r} \bigvee_{j=1}^{s} \sharp_{i,j} x_{i,j}$$

where $\sharp_{i,j}$ is a unary operator defined by composing the unary operators in $\sharp_1, \ldots, \sharp_\ell$. In the usual 2-valued propositional logic with a single unary operator (negation) this corresponds to disjunctive normal form.

**Definition 5.3.2.** A canonically suitable logic is canonically complete if every unary selection operator can be expressed in normal form.

### 5.4 Canonical completeness of Belnap logic

Having extended the definitions of canonical suitability, selection operators and canonical completeness to lattice-based logics, we now investigate how these concepts can be applied to Belnap logic [7]. The meet and join operators of the two lattices $(4, \leq_t)$ and $(4, \leq_k)$ defined in Belnap logic are different. Canonical suitability for a 4-valued logic, defined as it is in terms of the ordering on the set of truth values, will thus depend on the ordering we choose on $4$. Consequently, the $\wedge$ and $\vee$ operators, along with the selection operators, will differ depending on the lattice that we choose.

In Chapter 6, we will argue in more detail for the use of a lattice-based ordering on $4$ to support a tree-structured ABAC language. For now, we state that we will use knowledge-ordered lattice $(4, \leq_k)$. The intuition is that the minimum value in this lattice is $\bot$ (rather than 0 in $(4, \leq_t)$) and that this value should be the default value for a policy (being returned when the policy is not applicable to a request). In the interests of brevity, we will henceforth write $4_t$ and $4_k$, rather than $(4, \leq_t)$ and $(4, \leq_k)$ respectively. Hence, we now explore whether the logic $L(4_k, \{\neg, \oplus_b, \supset_b, \bot\})$ is canonically complete or not. Note that we choose to use the minimal functionally complete set of Belnap operators [4]. It is standard for ABAC authorization languages to specify as few operators as possible, to limit the number of operators that are required in an implementation [10, 12].

It follows from the functional completeness of $\{\neg, \oplus_b, \supset_b, \bot\}$ that $L(4_k, \{\neg, \oplus_b, \supset_b, \bot\})$ is canonically suitable. Indeed, it is trivial to show that the knowledge-ordered Belnap logic is canonically suitable, since

$$x \wedge y = x \otimes_b y \quad \text{and} \quad x \vee y = x \oplus_b y.$$
operator $S_d^j$ for $4_k$ is defined by the following function:

$$S_d^j(x) = \begin{cases} j & \text{if } x = a, \\ \bot & \text{otherwise.} \end{cases}$$

Functional completeness also implies all unary selection operators can be expressed as formulae in the logic $L(4_k, \{\neg, \oplus_b, \lor_b, \bot_b, \bot, 0, 1, \top\})$. However, we have the following result, from which it follows that this logic is not canonically complete.

**Proposition 5.4.1.** $L(4_k, \{\neg, \land_b, \lor_b, \land_b \lor_b, \lor, 0, 1, \top\})$ is not canonically complete.

**Proof.** It is impossible to represent all unary selection operators in normal form. The statement follows from the following observations: (i) Belnap logic defines one unary operator $\neg$; (ii) the only binary operators that may be used in normal form are $\oplus_b (\land)$ and $\land_b (\lor)$; (iii) for any operator $\oplus \in \{\land_b, \lor_b\}$ we have $\bot \oplus \bot = \bot$; and (iv) we have $\neg \bot = \bot$. Thus it is impossible to construct a unary operator of the form $S_d^j$ for any $d \neq \bot$. □

**Corollary 5.4.1.** Any logic $L = (4_k, \text{Ops})$ where $\text{Ops} \subseteq \{\neg, \land_b, \lor_b, \land_b \lor_b, \lor, 0, 1, \top\}$ is not canonically complete.

**Proof.** Since the logic $L(4_k, \{\neg, \land_b, \lor_b, \land_b \lor_b, \lor, 0, 1, \top\})$ is not canonically complete, any logic which uses a subset of these operators is trivially not canonically complete. □

As a result of Corollary 5.4.1, we can immediately establish that any ABAC authorization language that uses Belnap logic as the underlying logic is not canonically complete. In other words, languages such as PBel [10], BelLog [45] and Rumpole [32] are not canonically complete. It is worth noting that results analogous to those presented above for the knowledge ordering can be obtained for the truth ordering.

### 5.5 A canonically complete 4-valued logic

Belnap logic is the underlying logic in many authorization languages [10, 32, 45] found in the literature. However, we have proven that Belnap logic is not canonically complete, thus none of these languages are able to utilise the advantages that arise from using a canonically complete logic. Hence, we now investigate how to construct a canonically complete 4-valued logic in which the set of truth values forms a lattice.

In the proof of Proposition 5.4.1, we were unable to construct all unary selection operators using operators from the set $\{\neg, \land_b, \lor_b\}$, because there is no operator in which $\bot \oplus \bot \neq \bot$. This suggests that we will require at least...
one additional unary operator $-$, say, such that $-\bot \neq \bot$. Accordingly, we start with the unary operator $-$, sometimes called “conflation” [18], such that

$$-\bot = \top, \quad -\top = \bot, \quad -0 = 0, \quad \text{and} \quad -1 = 1.$$  

Conflation is analogous to negation $\neg$, but inverts knowledge values rather than truth values. In addition to $-$, we include the operator $\otimes_b$ in our set of operators, since this is the join operator for $4_k$.

**Proposition 5.5.1.** $L(4_k, \{-, \otimes_b\})$ is canonically suitable.

*Proof.* The following equivalence holds [4]:

$$d \oplus_b d' \equiv -(d \otimes_b - d').$$

\[\Box\]

The decision table establishing this equivalence is given in Figure 5.5. Hence, we conclude that the set of operators $\{-, \otimes_b\}$ is canonically suitable, since $\land$ corresponds to $\otimes_b$ and $\lor$ corresponds to $\oplus_b$.

<table>
<thead>
<tr>
<th>$d$</th>
<th>$d'$</th>
<th>$d - d'$</th>
<th>$-d' \otimes_b d - d'$</th>
<th>$-(d \otimes_b - d')$</th>
<th>$d \oplus_b d'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\top$</td>
<td>$\top$</td>
<td>$\bot$</td>
<td>$\bot$</td>
</tr>
<tr>
<td>$\bot$</td>
<td>$0$</td>
<td>$\top$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\bot$</td>
<td>$1$</td>
<td>$\top$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$\bot$</td>
<td>$0$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\top$</td>
<td>$\top$</td>
</tr>
<tr>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$0$</td>
<td>$1$</td>
<td>$1$</td>
<td>$\bot$</td>
<td>$\top$</td>
<td>$\top$</td>
</tr>
<tr>
<td>$0$</td>
<td>$0$</td>
<td>$\bot$</td>
<td>$\top$</td>
<td>$\top$</td>
<td>$\top$</td>
</tr>
<tr>
<td>$0$</td>
<td>$1$</td>
<td>$1$</td>
<td>$\bot$</td>
<td>$\top$</td>
<td>$\top$</td>
</tr>
<tr>
<td>$1$</td>
<td>$0$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$1$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\top$</td>
<td>$\top$</td>
</tr>
<tr>
<td>$1$</td>
<td>$0$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$1$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\top$</td>
<td>$\top$</td>
</tr>
<tr>
<td>$1$</td>
<td>$0$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$\top$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\top$</td>
<td>$\top$</td>
</tr>
<tr>
<td>$\top$</td>
<td>$0$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\top$</td>
<td>$\top$</td>
</tr>
<tr>
<td>$\top$</td>
<td>$1$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\top$</td>
<td>$\top$</td>
</tr>
<tr>
<td>$\top$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\top$</td>
<td>$\top$</td>
</tr>
</tbody>
</table>

Figure 5.5: Encoding $\oplus_b$ using $-$ and $\otimes_b$

**Proposition 5.5.2.** $L(4_k, \{-, \otimes_b\})$ is not functionally complete.

*Proof.* The proof follows from the following observations: (i) for the operators $-$ and $\otimes_b$, $-(0) = 0$ and $0 \otimes_b 0 = 0$; and (ii) for any operator $\circ$ which is a combination of $-$ and $\otimes_b$, we have $0 \circ 0 = 0$. Thus it is impossible to construct an operator in which $0 \circ 0 \neq 0$. \[\Box\]
To summarize: $L(4_k, \{\neg, \wedge, \vee, \otimes, \oplus, \top, \bot, 0, 1\})$ is not canonically complete and $L(4_k, \{\neg, \otimes\})$ is not functionally complete. We now investigate what additional operators should be defined to construct a set of operators which is canonically complete (and hence functionally complete).

Given that we cannot use any operators besides $⋎$ and $⋎'$ in normal form, we focus on defining additional unary operators on $4_k$. An important observation at this point is that any permutation (that is, a bijection) $\pi : 4 \to 4$ defines a unary operator on $4$. Accordingly, we now explore the connections between the group of permutations on $4$ and unary operators on $4$.

5.5.1 The symmetric group and unary operators

The symmetric group $(S_X, \circ)$ on a finite set of $|X|$ symbols is the group whose elements are all permutations of the elements in $X$, and whose group operation $\circ$ is function composition. In other words, given two permutations $\pi_1$ and $\pi_2$, $\pi_1 \circ \pi_2$ is a permutation such that $(\pi_1 \circ \pi_2)(x) \defeq \pi_1(\pi_2(x))$.

We write $\pi^k$ to denote the permutation obtained by composing $\pi$ with itself $k$ times.

A transposition is a permutation which exchanges two elements and keeps all others fixed. Given two elements $a$ and $b$ in $X$, the permutation

$$
\pi(x) = \begin{cases} 
  b & \text{if } x = a, \\
  a & \text{if } x = b, \\
  x & \text{otherwise},
\end{cases}
$$

is a transposition, which we denote by $(ab)$. A cycle of length $k \geq 2$ is a permutation $\pi$ for which there exists an element $x$ in $X$ such that $x, \pi(x), \pi^2(x), \ldots, \pi^k(x) = x$ are the only elements changed by $\pi$. Given $a$, $b$ and $c$ in $X$, for example, the permutation

$$
\pi(x) = \begin{cases} 
  b & \text{if } x = a, \\
  c & \text{if } x = b, \\
  a & \text{if } x = c, \\
  x & \text{otherwise},
\end{cases}
$$

is a cycle of length 3, which we denote by $(abc)$. (Cycles of length two are transpositions.) The symmetric group $S_X$ is generated by its cycles. That is, every permutation may be represented as the composition of some combination of cycles.

In fact, stronger results are known. We first introduce some notation.
Let \( X = \{x_1, \ldots, x_n\} \) and let \( S_n \) denote the symmetric group on the set of elements \( \{1, \ldots, n\} \). Then \((S_X, \circ)\) is trivially isomorphic to \((S_n, \circ)\) (via the mapping \( x_i \mapsto i \)).

**Theorem 5.5.1.** For \( n \geq 2 \), \( S_n \) is generated by the transpositions \((1 2), (1 3), \ldots, (1 n)\).

**Theorem 5.5.2.** For \( 1 \leq a < b \leq n \), the transposition \((a b)\) and the cycle \((1 \ldots n)\) generate \( S_n \) if and only if the greatest common divisor of \( b - a \) and \( n \) equals 1.

In other words, it is possible to find a generating set comprising only transpositions, and it is possible to find a generating set containing only two elements.

### 5.5.2 New unary operators

We now define three unary operators \( \sim_0, \sim_1 \) and \( \sim_\top \), which swap the value of \( \bot \) and the truth value in the operator’s subscript. The truth tables for these operators are shown in Figure 5.6. Note that \( \sim_\top \) is identical to the conflation operator \( - \). However, in the interests of continuity and consistency we will use the \( \sim_\top \) notation in the remainder of this section.

<table>
<thead>
<tr>
<th>( d )</th>
<th>( \sim_0 d )</th>
<th>( \sim_1 d )</th>
<th>( \sim_\top d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bot )</td>
<td>0</td>
<td>1</td>
<td>( \top )</td>
</tr>
<tr>
<td>0</td>
<td>( \bot )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>( \bot )</td>
<td>1</td>
</tr>
<tr>
<td>( \top )</td>
<td>( \top )</td>
<td>( \top )</td>
<td>( \bot )</td>
</tr>
</tbody>
</table>

Figure 5.6: \( \sim_0, \sim_1 \) and \( \sim_\top \)

Notice that \( \sim_0 \), \( \sim_1 \) and \( \sim_\top \) permute the elements of \( 4 \) and correspond to the transpositions \((\bot 0), (\bot 1)\) and \((\bot \top)\), respectively. Thus we have the following elementary result.

**Proposition 5.5.3.** Any permutation on \( 4 \) can be expressed using only operators from the set \( \{\sim_0, \sim_1, \sim_\top\} \).

**Proof.** The operators \( \sim_0, \sim_1 \) and \( \sim_\top \) are the transpositions \((\bot 0), (\bot 1)\) and \((\bot \top)\) respectively. By Theorem 5.5.1, these operators generate all the permutations in \( S_4 \).

**Lemma 5.5.1.** It is possible to express any function \( \phi : 4 \to 4 \) as a formula in \( L(4_k, \{\sim_0, \sim_1, \sim_\top, \otimes_b, \oplus_b\}) \).

**Proof.** For convenience, we represent the function \( \phi : 4 \to 4 \) as the tuple

\[
(\phi(\bot), \phi(0), \phi(1), \phi(\top)) = (a, b, c, d).
\]
Then, given \( x, y, z \in 4 \), we define the function

\[
\phi^y_z(x) = \begin{cases} 
  x & \text{if } z = y, \\
  \bot & \text{otherwise.}
\end{cases}
\]

Thus, for example, \( \phi^\bot_a = (a, \bot, \bot, \bot) \). Then it is easy to see that for all \( x \in 4 \)

\[
\phi(x) = \phi^\bot_a(x) \oplus_b \phi^0_b(x) \oplus_b \phi^1_c(x) \oplus_b \phi^{\top}_d(x).
\]

That is \( \phi = \phi^\bot_a \oplus_b \phi^0_b \oplus_b \phi^1_c \oplus_b \phi^{\top}_d \).

Thus, it remains to show that we can represent \( \phi^\bot_a \), \( \phi^0_b \), \( \phi^1_c \) and \( \phi^{\top}_d \) as formulae using the operators in \( \{\sim_0, \sim_1, \sim_\top, \otimes_b, \oplus_b\} \). First consider the permutations \( \phi_{a,0}, \phi_{a,1} \) and \( \phi_{a,\top} \), represented by the tuples \((a, \bot, b_1, c_1), (a, b_2, \bot, c_2)\) and \((a, b_3, c_3, \bot)\), respectively.\(^1\) Since \( \phi_{a,0}, \phi_{a,1} \) and \( \phi_{a,\top} \) are permutations, we know they can be written as some combination of the unary operators. Moreover,

\[
\phi^\bot_a \equiv \phi_{a,0} \otimes_b \phi_{a,1} \otimes_b \phi_{a,\top}
\]

Clearly, we can construct \( \phi^0_b \), \( \phi^1_c \) and \( \phi^{\top}_d \) in a similar fashion. The result now follows. \(\Box\)

To give the reader some visual aide for the proof of Lemma 5.5.1, we depict the decision tables showing the construction of \( \phi^\bot_a \) and \( \phi \) in Figure 5.7.

\[
\begin{array}{c|c|c|c|c}
 x & \phi_{a,0} & \phi_{a,1} & \phi_{a,\top} & \phi_{a,0} \otimes_b \phi_{a,1} \otimes_b \phi_{a,\top} \\
 \hline
 \bot & a & a & a & a \\
 0 & \bot & b_2 & b_3 & \bot \\
 1 & b_1 & \bot & c_3 & \bot \\
 \top & c_1 & c_2 & \bot & \bot \\
\end{array}
\]

(a) \( \phi^\bot_a \)

\[
\begin{array}{cccccccc}
 x & \phi^\bot_a & \phi^0_b & \phi^1_c & \phi^{\top}_d & \phi^\bot_a \otimes_b \phi^0_b \otimes_b \phi^1_c \otimes_b \phi^{\top}_d \\
 \hline
 \bot & a & \bot & \bot & \bot & a \\
 0 & \bot & b & \bot & \bot & b \\
 1 & \bot & \bot & c & \bot & c \\
 \top & \bot & \bot & \bot & d & d \\
\end{array}
\]

(b) \( \phi \)

Figure 5.7: Expressing \( \phi : 4 \to 4 \) using operators in \( \{\sim_0, \sim_1, \sim_\top, \otimes_b, \oplus_b\} \)

Theorem 5.5.3. \( L(4_k, \{\sim_0, \sim_1, \sim_\top, \otimes_b, \oplus_b\}) \) is functionally and canonically complete.

Proof. By Lemma 5.5.1, it is possible to express any function \( \phi : 4 \to 4 \) as a formula using operators from the set \( \{\sim_0, \sim_1, \sim_\top, \otimes_b, \oplus_b\} \). In particular,\(^1\) Note that the specific values of \( b_i \) and \( c_i \) are not important: it suffices that each of \( \phi_{a,0}, \phi_{a,1} \) and \( \phi_{a,\top} \) are permutations; once \( b_i \) is chosen such that \( b_i \notin \{a, \bot\} \), then \( c_i \) is fixed.
all unary selection operators can be expressed in this way. Hence by Theorem 5.3.1, the set of operators \( \{ \neg_0, \neg_1, \neg_T, \otimes_b, \oplus_b \} \) is functionally complete.

Moreover, all formulae constructed in the proof of Lemma 5.5.1 contain only the binary operators \( \oplus_b \) and \( \otimes_b \), and unary operators defined as compositions of \( \neg_0, \neg_1 \) and \( \neg_T \). Thus, by definition, the unary selection operators are in normal form.

**Corollary 5.5.1.** \( L(4, \{ \neg_0, \neg_1, \neg_T, \otimes_b \}) \) is functionally and canonically complete.

**Proof.** The conflation operator \(-\) and \( \neg_T \) are identical. Hence

\[
d \oplus_b d' \equiv (-d \otimes_b d') \equiv \neg_T(d \otimes_b \neg_T d').
\]

Therefore, the set of operators is canonically suitable, and, by Theorem 5.5.3, it is functionally and canonically complete (since we can construct \( \oplus_b \)).

**Corollary 5.5.2.** Let \( \diamond \) be the unary operator corresponding to the permutation given by the cycle \( (\bot_0 1 \top) \). Then \( L(4, \{ \neg_T, \diamond, \otimes_b \}) \) is functionally and canonically complete.

**Proof.** By Theorem 5.5.2, \( \neg_T \) and \( \diamond \) generate all permutations in \( S_4 \). The remainder of the proof follows immediately from Lemma 5.5.1 and Theorem 5.5.3, via replacement of \( \{ \neg_0, \neg_1, \neg_T \} \) with \( \{ \neg_T, \diamond \} \).

It is important to note that we could choose any transposition \((a \ b)\), such that \( \gcd(b - a, n) = 1 \). We specifically selected the transposition \((\bot_0 1 \top)\), as this has the effect of reversing the minimum and maximum knowledge values. Another choice for this transposition is one which swaps 0 and 1, specifically the transposition \((01)\). This transposition is the truth negation operator \( \neg \), which in the context of access control is also a useful operator, since it swaps allow and deny decisions.

### 5.6 Canonically complete \( m \)-valued logics

Having shown the construction for a canonically complete 4-valued logic, in which the set of logical values forms a lattice, we briefly return to totally ordered logics. We now construct a totally ordered, canonically complete \( m \)-valued logic (thus extending the work of Jobe [24], who only showed how to construct a canonically complete 3-valued logic).

Let \( V \) be a totally ordered set of \( m \) truth values, \( \{1, \ldots, m\} \), with \( 1 < \cdots < m \). We define two unary operators \( \dagger \) and \( \diamond \), which are the transposition \((1 \ m)\) and the cycle \((1 \ 2 \ \ldots \ m)\), respectively. In addition, we define one binary operator \( \land_t \), where \( x \land_t y = \min \{x, y\} \) for all \( x, y \in \{1, \ldots, m\} \).
Proposition 5.6.1. Any permutation on $V$ can be expressed using only operators from the set $\{\dagger, \diamond\}$.

Proof. The operator $\dagger$ is the transposition $(1 \ m)$ and the operator $\diamond$ is the cycle $(1\ 2\ \ldots\ m)$. By Theorem 5.5.2, these operators generate all the permutations in $S_V$. \qed

Proposition 5.6.2. $L(V, \{\dagger, \diamond, \&_t\})$ is canonically suitable.

Proof. Clearly $x \& y \equiv x \&_t y$, it remains to show the operator $\&$ can be expressed in $L$. By Proposition 5.6.1 we can express any permutation of $V$ in terms of $\dagger$ and $\diamond$. In particular, we can express the permutation $f$, where $f(i) = m - i + 1$, which swaps the values 1 and $m$, 2 and $m - 1$, and so on. We denote the unary operator which realizes this permutation by $\downarrow$. Then $x \& y \equiv x \&_t y \equiv \downarrow(\downarrow x \&_t \downarrow y)$. \qed

Theorem 5.6.1. $L(V, \{\dagger, \diamond, \&_t\})$ is functionally and canonically complete.

We omit the proof, as it proceeds in an analogous manner to those for Lemma 5.5.1 and Theorem 5.5.3. It is interesting to note that we have constructed a canonically complete $m$-valued logic which uses only two unary operators. This is somewhat unexpected; intuition might suggest that $m - 1$ unary operators would be required for a canonically complete $m$-valued logic.

5.7 Summary and discussion

The primary goal of this chapter was to extend our understanding of canonical completeness to lattice-based multi-valued logics. In doing so, we are able to determine properties of well-known lattice-based logics such as Belnap logic, upon which a number of ABAC languages are based.

We first showed how Jobe’s theoretical foundations may be extended to encompass lattice-based logics, enabling us to reason about the canonical suitability and completeness of such logics. Then, we demonstrated that Belnap logic is not canonically complete, and hence any ABAC language based the Belnap set of operators is not canonically complete.

Given that Belnap logic is not canonically complete, we then explored how we may define a 4-valued canonically complete lattice-based logic. To do so, we identified connections between the symmetric group and unary operators on the set of authorization decisions. This enabled us to leverage theorems from symmetric group theory to precisely define unary operators which create a 4-valued canonically complete logic. Our approach may be trivially generalised to $m$ values, and we showed how the same construction can be used to constructed an $m$-valued totally-ordered logic.

In the following chapter, we show the practical use of a 4-valued canonically complete lattice-based logic, and formally define the language $\text{PTaCL}_{\leq 4}$ which makes use of four unique authorization decisions.
Chapter 6

A Canonically Complete 4-valued PTaCL

In Chapter 5, we proved that Belnap logic is not canonically complete. As a direct result, any ABAC authorization language based on Belnap logic is also not canonically complete. In other words, languages such as PBel [10], BelLog [45] and Rumpole [32] are unable to

- express policies in a normal form;
- trivially support the specification of any desired policy; and
- automatically convert policies into machine-enforceable form.

While PTaCL (Chapter 4) is a canonically complete ABAC authorization language, we have already discussed how the total ordering on the set of decisions ($0 < \perp < 1$) does not accurately reflect the intuition behind the use of these decisions in access control. In this chapter, we present a canonically complete ABAC authorization language in which the set of decisions forms a lattice, and argue why this is a more intuitive structure to use for decisions in an ABAC language. We use the canonically complete logic $L(4_k, \{\sim, \diamond, \otimes\})$ as a foundation, and develop a 4-valued, latticed-ordered variant of PTaCL, denoted by PTaCL_4.

In the following section, we formally define the syntax and semantics for PTaCL_4, demonstrating how to construct policies, and present a different method to expressing policies as trees. In Section 6.2 we discuss why XACML’s way of handling indeterminacy is flawed, and present an alternative way of handling indeterminacy in PTaCL_4. Then, in Section 6.3 we explore how the syntax and semantics of PTaCL_4 may be extended to incorporate obligations, an important aspect of many access control mechanisms. We then demonstrate how we may leverage the well-defined parts of XACML, and combine these with the canonically complete language PTaCL_4 to produce a canonically complete ABAC language with a standardized, well-defined architecture in Section 6.4. Finally, we develop an algorithm which takes an arbitrary policy
expressed as a decision table, and outputs the equivalent normal form for the
policy expressed using the PTaCL⩾₄ operators in Section 6.4.1. This algorithm
enables us to automatically convert policies into machine-enforceable form.

We have published the majority of the work presented in Sections 6.1 and
6.4 [17].

6.1 PTaCL⩾₄

In Chapter 4, we showed how the operators in PTaCL can be replaced with
an alternative set of operators, taken from Jobe’s logic J, to obtain the cano-
nically complete 3-valued ABAC language PTaCL⩾₃. We now adopt a similar
approach, replacing the decision set and operators in PTaCL with the decision
set and operators from L(4ₓₜ, {∼, ⋈, ⊗ₜ}).

6.1.1 Decision set

A fourth decision value (in addition to 0, 1, and ⊥) is used in many ABAC
languages. The XACML 1.0 standard includes a fourth authorization decision
“indeterminate” [35]. This is used to indicate errors have occurred during
policy evaluation, meaning that a decision could not be reached. The XACML
3.0 standard extends the definition of the indeterminate decision to indicate
decisions that might have been reached, had evaluation been possible [37]. Its
use is somewhat ad hoc and confusing since it can be used to indicate (a) an
error in policy evaluation, or (b) a decision that arises for a particular operator
during normal policy evaluation. More generally, a conflict decision is used in
PBel [10] (and languages such as Rumpole [32] and BelLog [45]) to indicate
that two sub-policies return different conclusive decisions.

We will use this fourth value to denote that (normal) policy evaluation
has led to conflicting decisions (and we do not wish to use deny-overrides or
similar operators to resolve the conflict at this point in the evaluation). Thus,
the decision set for PTaCL⩾₄ is \{0, 1, ⊥, ⊤\}, which is identical to the Belnap
decision set 4. We explain how we handle indeterminacy arising from errors in
policy evaluation in Section 6.2. Two specific operators, “only-one-applicable”
(ooa) and “unanimity” (un) could make use of ⊤: the ooa operator returns
the value of the applicable sub-policy if there is only one such policy, and ⊤
otherwise; whereas the un operator returns ⊤ if the sub-policies return different
decisions, and the common decision otherwise. The decision tables for these
operators are shown in Figure 6.1.

In the context of access control, 0 and 1 are incomparable conclusive deci-
sions, and ⊥ and ⊤ are decisions that reflect the inability to reach a conclusive
decision either because a policy or its sub-policies are inapplicable (⊥) or be-
cause a policy’s sub-policies return conclusive decisions that are incompatible
in some sense (⊤). Moreover, we can subsequently resolve ⊥ and ⊤ into one of
two (incomparable) conclusive decisions using unary operators such as “deny-by-default” and “permit-by-default”. Due to this intuition, we chose to use the knowledge-based ordering on $4$ from Belnap logic as the ordering for decisions in $\text{PTaCL}_{4}$. (The truth-based ordering on $4$ does not correspond nearly so well to the above intuitions.)

6.1.2 Operators and policies

We define the set of operators for $\text{PTaCL}_{4}$ to be $\{\sim, \diamond, \otimes_{b}\}$, which we established is canonically complete in Corollary 5.5.2. Recall that $\sim$ is equivalent to conflation $-$; we will use the simpler notation $-$ in the remainder of this chapter. An atomic policy has the form $(t, d)$, where $t$ is a target and $d \in \{0, 1\}$. (There is no reason for an atomic policy to return $\top$ – which signifies a conflict has taken place – in an atomic policy.) Then we have the policy semantics defined in Figure 6.2b.

\[
\begin{array}{c|c|c|c}
   d & -d & \diamond d \\
   \hline
   \bot & \top & 0 \\
   0 & 0 & 1 \\
   1 & 1 & \top \\
   \top & \bot & \bot \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c|c|c}
   \otimes_{b} & \bot & 0 & 1 & \top \\
   \hline
   \bot & \bot & \bot & \bot & \bot \\
   0 & 0 & \bot & \bot & 0 \\
   1 & 1 & \bot & \bot & 1 \\
   \top & \bot & 0 & 1 & \top \\
\end{array}
\]

\[
\begin{align*}
\rho_{q}(d) &= d; \\
\rho_{q}(-p) &= -\rho_{q}(p); \\
\rho_{q}(\diamond p) &= \diamond \rho_{q}(p); \\
\rho_{q}(p \otimes_{b} p') &= \rho_{q}(p) \otimes_{b} \rho_{q}(p'); \\
\rho_{q}(t, p) &= \begin{cases} 
\rho_{q}(p) & \text{if } \tau_{q}(t) = 1_m, \\
\bot & \text{otherwise.} 
\end{cases}
\end{align*}
\]

Figure 6.2: Decision operators and policy semantics in $\text{PTaCL}_{4}$

Representing $\text{ooa}$ in other languages such as $\text{PTaCL}$ and $\text{PBel}$ is possible due to their functional completeness, however it is a non-trivial task to do so using the operators defined in each language. We now show how to represent the operator only-one-applicable ($\text{ooa}$) in normal form. Using the truth table in Figure 6.1 and by definition of the selection operators and $\Upsilon$, we have
$x \circ o a y$ is equivalent to

\[
\begin{align*}
S_{\perp, \perp}^1(x, y) & \land S_{\perp, \perp}^0(x, y) \land S_{\perp, 1}^1(x, y) \land S_{\perp, \perp}^T(x, y) \\
S_{0, \perp}^0(x, y) & \land S_{0, 0}^T(x, y) \land S_{0, 1}^T(x, y) \land S_{0, \perp}^T(x, y) \\
S_{1, \perp}^1(x, y) & \land S_{1, 0}^T(x, y) \land S_{1, 1}^T(x, y) \land S_{1, \perp}^T(x, y) \\
S_{\perp, \perp}^T(x, y) & \land S_{\perp, 0}^T(x, y) \land S_{\perp, 1}^T(x, y) \land S_{\perp, \perp}^T(x, y).
\end{align*}
\]

Moreover, $S_{a,b}^c(x, y) = S_a^c(x) \land S_b^c(y)$. Hence, $x \circ o a y$ is equivalent to

\[
\begin{align*}
(S_{\perp}^1(x) \land S_{\perp}^1(y)) & \land (S_{\perp}^0(x) \land S_{\perp}^0(y)) \land (S_{\perp}^1(x) \land S_{\perp}^1(y)) \land (S_{\perp}^T(x) \land S_{\perp}^T(y)) \\
(S_{0}^0(x) \land S_{0}^0(y)) & \land (S_{0}^T(x) \land S_{0}^T(y)) \land (S_{0}^1(x) \land S_{0}^1(y)) \land (S_{0}^T(x) \land S_{0}^T(y)) \\
(S_{1}^1(x) \land S_{1}^1(y)) & \land (S_{1}^T(x) \land S_{1}^T(y)) \land (S_{1}^T(x) \land S_{1}^T(y)) \land (S_{1}^T(x) \land S_{1}^T(y)).
\end{align*}
\]

Each unary selection operator $S_a^b$ is a function $\phi : 4 \to 4$, which can be represented in terms of the operators $\{-, \circ, \otimes_b\}$. Indeed, we have derived expressions in normal form for the unary selection operators $S_a^b$, which are shown in Figure 6.3. (In Lemma 5.5.1 we only showed that such expressions exist.) Note that $S_a^b(x) = \perp$ for all $a, x \in \{0, 1, \perp, \top\}$.

<table>
<thead>
<tr>
<th>$S_{\perp}^1(x)$</th>
<th>$x \otimes_b (\circ -x) \otimes_b (\circ -x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{\perp}^0(x)$</td>
<td>$\circ x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{0}^0(x)$</td>
<td>$x \otimes_b (\circ -x)$ \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{0}^1(x)$</td>
<td>$\circ -x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{1}^1(x)$</td>
<td>$\circ -x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{\perp}^T(x)$</td>
<td>$\circ -x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{\perp}^0(x)$</td>
<td>$\circ x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{0}^0(x)$</td>
<td>$x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{0}^1(x)$</td>
<td>$\circ -x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{1}^1(x)$</td>
<td>$\circ -x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{\perp}^T(x)$</td>
<td>$\circ -x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{\perp}^0(x)$</td>
<td>$\circ x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{0}^0(x)$</td>
<td>$x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{0}^1(x)$</td>
<td>$\circ -x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{1}^1(x)$</td>
<td>$\circ -x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
<tr>
<td>$S_{\perp}^T(x)$</td>
<td>$\circ -x \otimes_b (\circ -x) \otimes_b (\circ -x)$</td>
</tr>
</tbody>
</table>

Figure 6.3: Normal forms for the unary selection operators

Hence, we may replace each instance of $S_a^b$ with the equivalent expression in terms of $\{-, \circ, \otimes_b\}$, resulting in a formula in normal form for $ooa$. (We omit the full expression of $ooa$ in terms of $\{-, \circ, \otimes_b\}$ here, as it is lengthy and can be produced via simple substitution.)
6.1.3 An alternative method for policy specification

Functional completeness implies we can write any binary operator (such as XACML’s deny-overrides policy-combining algorithm) as a formula in \( L(4_k, \{-, \odot, \otimes_b\}) \), and hence we can use any operator we wish in PTaCL\(^<\)\(4\) policies. However, canonical completeness and the decision set \( 4_k \) allows for a completely different approach to constructing ABAC policies. Suppose for example, a policy administrator has identified three sub-policies \( p_1, p_2 \) and \( p_3 \) and wishes to define an overall policy \( p \) in terms of the decisions obtained by evaluating these sub-policies. Then the policy administrator can tabulate the desired decision for all relevant combinations of decisions for the sub-policies, as shown in the table below. The default decision is to return \( \bot \), indicating that \( p \) is “silent” for other combinations.

<table>
<thead>
<tr>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( p_3 )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bot )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>( \top )</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Then, treating \( p \) as a function of its sub-policies, we have

\[
p \equiv S^0_{(\bot,0,0)} \odot S^0_{(0,0,0)} \odot S^1_{(1,0,0)} \odot S^1_{(1,1,0)} \odot S^1_{(1,1,1)}.
\]

(We omit the arguments \((p_1, p_2, p_3)\) from the notation of each selection operator, it is obvious from context.) The construction of \( p \) as a “disjunction” \((\odot)\) of selection operators ensures that the correct value is returned for each combination of values (in the same way in which disjunctive normal form may be used to represent the rows in a truth table in traditional 2-valued propositional logic). Note that if \( p_1, p_2 \) and \( p_3 \) evaluate to a tuple of values other than one of the rows in the table, each of the selection operators will return \( \bot \) and thus \( p \) will evaluate to \( \bot \). Each operator of the form \( S^d_{(a,b,c)} \) can be represented as the “conjunction” \((\odot)\) of unary selection operators (specifically \( S^d_a \odot S^d_b \odot S^d_c \)).

We may then substitute each \( S^b_a \) with the equivalent expressions in terms of \( \{-, \odot, \otimes_b\} \) from Figure 6.3, in an analogous way to the construction of \( \text{ooc} \).

Thus, we have developed an alternative method for specifying policies, that is simple and intuitive for policy authors. By representing a policy as a decision table, it is obvious to the policy author how the policy will behave under each different evaluation of the sub-policies, something that is not clear in conventional tree-structured policies and languages (we reinforce this point in Chapter 7). Furthermore, we can convert policies expressed as tables into expressions that comprise entirely of the operators defined in PTaCL\(^<\)\(4\), which are in normal form and machine-enforceable. In Chapter 7 we extend this idea.
further, developing an ABAC authorization language centred around decision tables.

Of course, one would not usually construct the normal form representation of policies by hand, as we have done above. Indeed, we have developed an algorithm which takes an arbitrary policy expressed as a decision table as input, and outputs the equivalent normal form expressed in terms of the operators \([-, \diamond, \otimes_b]\). We present and analyse this algorithm in Section 6.4.1.

6.2 Indeterminacy in PTaCL$^\leq_4$

As we have discussed throughout this thesis, XACML uses the indeterminate value in two distinct ways:

1. as a decision returned (during normal evaluation) by the “only-one-applicable” policy-combining algorithm; and

2. as a decision returned when some (unexpected) error has occurred in policy evaluation.

In the second case, the indeterminate value is used to represent alternative outcomes of policy evaluation (had the error not occurred). We believe that the two situations described above are quite distinct and require different policy semantics. However, the semantics of indeterminacy in XACML are confused because (i) the indeterminate value is used in two different ways, as described above, and (ii) there is no clear and uniform way of establishing the values returned by the combining algorithms when an indeterminate value is encountered.

We have seen how $\top$ may be used to represent decisions for operators such as $\text{ooa}$ and $\text{un}$. We handle errors in target evaluation (and thus indeterminacy) using sets of possible decisions [11, 12, 29]. (This approach was adopted in a rather ad hoc fashion in XACML 3.0, using an extended version of the indeterminate decision.) Informally, when target evaluation fails, denoted by $\tau_q(t) = \text{?}_m$, PTaCL assumes that either $\tau_q(t) = 1_m$ or $\tau_q(t) = 0_m$ could have been returned, and returns the union of the (sets of) decisions that would have been returned in both cases.

We may easily extend this same technique to PTaCL$^\leq_4$. The formal semantics for policy evaluation in PTaCL$^\leq_4$ in the presence of indeterminacy are defined in Figure 6.4.

The semantics for the operators \([-, \diamond, \otimes_b]\) operate on sets, rather than single decisions, in the natural way. A straightforward induction on the number of operators in a policy establishes that the decision set returned by these extended semantics will be a singleton if no target evaluation errors occur; moreover, that decision will be the same as that returned by the standard semantics (see Lemma 4.4.1).
\[
\rho_q(d) = \{d\};
\rho_q(-p) = \{-d : d \in \rho_q(p)\};
\rho_q(\diamond p) = \{d : d \in \rho_q(p)\};
\rho_q(p_1 \otimes_b p_2) = \{d_1 \otimes_b d_2 : d_1 \in \rho_q(p_1)\};
\rho_q(t, p) = \begin{cases} 
\rho_q(p) & \text{if } \tau_q(t) = 1_m, \\
\{\bot\} & \text{if } \tau_q(t) = 0_m, \\
\{\bot\} \cup \rho_q(p) & \text{if } \tau_q(t) = ?_m. 
\end{cases}
\]

Figure 6.4: Semantics for PTaCL\(\leq_4\) with indeterminacy

6.3 Obligations in PTaCL\(\leq\)

In Section 4.5, we formally defined syntax for obligations in PTaCL\(\leq_3\), semantics for computing obligations, and demonstrated the ease with which obligations can be computed for arbitrary policy operators. We now extend the semantics of PTaCL\(\leq_4\) to incorporate obligations, taking an identical approach to the one taken in Section 4.5. The only extra considerations we make are: how the inclusion of a fourth decision, \(\top\), affects obligations, and how the policy operator \(\otimes_b\) should compute obligations. Once again, we assume the existence of some “abstract” set of obligations \(O\). Then, we extend PTaCL\(\leq_4\) syntax in the following ways.

- The PTaCL\(\leq_4\) policy \(d\), where \(d \in \{0, 1\}\), may only return \(d\), so it suffices to extend the syntax for such policies to \((d, o)\) (where \(o \in O\)). (Recall that atomic policies can not return \(\top\).)

- The unary policy operators \(-\) and \(\diamond\) are used only to switch policy decisions, so we will assume that obligations are not associated with these operators. When evaluating policies with the operators \(-\) and \(\diamond\) the obligations from child nodes are passed up with no change.

- All other policies (generated using \(\otimes_b\) or targets) may return \(0, 1, \bot\) or \(\top\), so we extend the syntax for a policy \(p\) to \((p, o_0, o_1, o_\top)\), where \(o_i \in O\) is the obligation that should be returned if the evaluation of \(p\) returns decision \(i \in \{0, 1, \top\}\).

The PTaCL\(\leq_4\) obligation semantics are shown in Figure 6.5. Similar to PTaCL\(\leq_3\), the interesting case is the operator \(\otimes_b\), which acts as a greatest lower bound operator. Keeping with the approach of the XACML standard and PTaCL\(\leq_3\), we take only the obligations from child policies that return a decision equal to that of the parent policy. Thus we take obligations from both child policies if they return the same decision (as well as the relevant obligation from the parent policy). The addition of \(\top\) introduces new combinations of
decisions and obligations. More formally, if a child policy \( p_i \) returns \( d \in \{0, 1\} \) and the other policy returns \( \top \), then we return \( \{o_d\} \cup \sigma_q(p_i) \). If both child policies return \( \top \), then we return only the conflict obligation \( o_{\top} \) from the parent policy (and no obligations from the child policies). In all other cases, the decision returned is \( \bot \) and the obligation set is empty. We interpret \( \{\epsilon\} \) as the empty set \( \emptyset \).

\[
\sigma_q(0, o) = \sigma_q(1, o) = \{o\}
\]

\[
\sigma_q(-p) = \sigma_q(o_p) = \sigma_q(p)
\]

\[
\sigma_q(p_1 \odot_b p_2, o_0, o_1, o_{\top}) = \begin{cases}
\{o_0\} \cup \sigma_q(p_1) & \text{if } \rho_q(p_1) = 0 \text{ and } \rho_q(p_2) = \top \\
\{o_0\} \cup \sigma_q(p_2) & \text{if } \rho_q(p_1) = \top \text{ and } \rho_q(p_2) = 0 \\
\{o_1\} \cup \sigma_q(p_1) \cup \sigma_q(p_2) & \text{if } \rho_q(p_1) = 0 \text{ and } \rho_q(p_2) = 0 \\
\{o_1\} \cup \sigma_q(p_1) & \text{if } \rho_q(p_1) = 1 \text{ and } \rho_q(p_2) = \top \\
\{o_1\} \cup \sigma_q(p_2) & \text{if } \rho_q(p_1) = \top \text{ and } \rho_q(p_2) = 1 \\
\{o_{\top}\} & \text{if } \rho_q(p_1) = 0 \text{ and } \rho_q(p_2) = 1 \\
\emptyset & \text{otherwise}
\end{cases}
\]

\[
\sigma_q(t, p, o_0, o_1, o_{\top}) = \begin{cases}
\{o_0\} \cup \sigma_q(p) & \text{if } \tau_q(t) = 1_m \text{ and } \rho_q(p) = 0 \\
\{o_1\} \cup \sigma_q(p) & \text{if } \tau_q(t) = 1_m \text{ and } \rho_q(p) = 1 \\
\{o_{\top}\} & \text{if } \tau_q(t) = 1_m \text{ and } \rho_q(p) = \top \\
\emptyset & \text{otherwise}
\end{cases}
\]

The remainder of the techniques introduced in Section 4.5 can be directly applied to \( \text{PTaCL}_4^\leq \) in combination with the semantics from Figure 6.5. That includes techniques for: (i) building evaluation tables for operators, (ii) computing operators for derived policy operators, and (iii) computing obligations in the presence of indeterminacy. Hence we do not reiterate these here for \( \text{PTaCL}_4^\leq \).

\subsection*{6.4 Leveraging the XACML architecture}

XACML is a well-known, standardized language, and many of the components and features of XACML are well-defined. However, we demonstrated in Chapter 3 that XACML is not functionally complete, meaning there are certain policies that cannot be expressed in XACML (without the use of custom combining algorithms). Furthermore, it has been shown that the rule- and policy-combining algorithms defined in the XACML standard suffer from some shortcomings [29], notably inconsistencies between the rule- and policy-combining algorithms. Lastly, we showed that there are significant redundancies between the rule- and policy-combining algorithms. \( \text{PTaCL} \), on which
PTaCL\(\subseteq^4\) is based, is a tree-structured ABAC language that is explicitly designed to use the same general policy structure and evaluation methods as XACML. However, PTaCL differs substantially from XACML in terms of policy combination operators and semantics.

Thus, we suggest that PTaCL\(\subseteq^4\) operators could replace the rule- and policy-combining algorithms of XACML, while those parts of the language and architecture that seem to function well may be retained. Specifically, we use the XACML architecture to: (i) specify requests; (ii) specify targets; (iii) decide whether a policy target is applicable to a given request; and (iv) use the policy decision point to evaluate policies. In addition, we would retain the enforcement architecture of XACML, in terms of the policy decision, policy enforcement and policy administration points, and the relationships between them (see Section 2.2.3).

We believe it would be relatively easy to modify the XACML PDP to

- handle four decisions, extending the current set of values (“allow”, “deny” and “not-applicable”) to include “conflict”;
- implement the policy operators \{-, \odot, \odot_b\} as custom combining algorithms; and
- work with decision sets, in order to handle indeterminacy in a uniform manner.

In Figures 6.6 and 6.7 we illustrate how PTaCL\(\subseteq^4\) extensions could be incorporated in XACML by encoding the PTaCL\(\subseteq^4\) decision set and \(\odot_b\) operator using the syntax of the XACML standard.

```
1 <xs:element name="Decision" type="xacml:DecisionType"/>
2 <xs:simpleType name="DecisionType">
3   <xs:restriction base="xs:string">
4     <xs:enumeration value="Permit"/>
5     <xs:enumeration value="Deny"/>
6     <xs:enumeration value="Conflict"/>
7     <xs:enumeration value="NotApplicable"/>
8   </xs:restriction>
9 </xs:simpleType>
```

Figure 6.6: The PTaCL\(\subseteq^4\) decision set in XACML syntax

The main difference to end-users would be in the simplicity of policy authoring. Using standard XACML, policy authors must decide which rule- and policy-combining algorithms should be used to develop a policy or policy set that is equivalent to the desired policy. This can be error-prone, and it may not even be possible to express the desired policy using only the XACML combining algorithms (due to the functional incompleteness of XACML). Using XACML with the policy-combining mechanisms of PTaCL\(\subseteq^4\), we can present an entirely different interface for policy authoring to the end-user. The policy author would first specify the atomic policies (XACML rules), then combine
Figure 6.7: The PTaCL\textsuperscript{\textless} operator $\otimes_b$ encoded as an XACML combining algorithm

atomic policies using decision tables to obtain more complex policies (as illustrated in Section 6.1.2). Those policies can be further combined by specifying additional decision tables. At each stage a back-end policy compiler can be used to convert those policies into policy sets (using PTaCL\textsuperscript{\textless} operators) that can be evaluated by the XACML PDP.

6.4.1 Automatic policy generation

We demonstrated in Section 6.1.3 how to convert policies expressed as decision tables into expressions that use only the operators defined in PTaCL\textsuperscript{\textless}, and mentioned an algorithm for automating this process. We now present said algorithm.

The output of our automatic policy generation algorithm only contains operators from the set \{-, $\diamond$, $\otimes_b$\}. Taking the approach discussed above, that is, replacing the XACML combining algorithms with custom combining algorithms that implement \{-, $\diamond$, $\otimes_b$\}, our algorithm then outputs “machine-enforceable” policies that can be parsed by the (custom) policy enforcement point in XACML. Our implementation of the algorithm, comprising just 185 lines of Python code (see Appendix A.2), shows the ease with which construction of policies can be both automated and simplified, utilizing the numerous advantages of a canonically complete language that have been discussed throughout this thesis.
We present the pseudo code for our algorithm in Algorithm 1. The input of our algorithm is an \( r \times c \) decision table, stored as a 2-dimensional array, where \( r \) is the number of rows and \( c \) is the number of columns. Lines 4 to 6 convert each row in the decision table into their equivalent representation as unary selection operators. The for-loop runs over \( r \) rows, which splits each row into \( c - 1 \) variables, thus the time complexity is \( O(r(c - 1)) \). Lines 7 to 11 convert each unary selection operator into an equivalent expression in terms of the PTaCL\(_4^c\) operators \( \{-, \circ, \otimes_b\} \). A nested for-loop is required, to convert each entry of the 2-dimensional array (which contain individual unary selection operators) into their equivalent expression. The time complexity for this nested for-loop is \( O(r(c - 1)) \). Finally, lines 12 to 15 concatenate each row of the decision table with the \( \bigcirc \) operator, and return the final expression in normal form. A single for-loop is used, resulting in a time complexity of \( O(r) \).

To summarise, the total time complexity of our algorithm is \( O(rc) \). In the worst case scenario, \( O(4^r) \) rows will be required, however in practice this is very unlikely as rows which return \( \bot \) may be omitted by design (as \( \bot \) is the default policy decision).

**Algorithm 1** Convert a decision table to normal form

```
1: function ConvertPolToNormalForm(PolArr)
2: Input: A 2-dimensional policy array PolArr, with \( r \) rows and \( c \) columns
3: Output: Equivalent normal form in terms of \( -, \circ \) and \( \otimes_b \)
4: for each row in PolArr do
5:   PolArr(row) ← ConvertStringToUnarySelop(PolArr(row)) \bigcirc converts a string 010\( \bot \) to \( S^1_0 \ldots \)
6: end for
7: for each row in PolArr do
8:   for each col in PolArr do
9:     PolArr(row,col) ← ConvertUnarySelopToPTaCLOps(PolArr(row,col)) \bigcirc converts \( S^1_0 \) to \( (x \circ (\circ x) \circ (\ldots) ) \)
10: end for
11: end for
12: for each row in PolArr do
13:   OutputNF ← ConcatenatePolArr(PolArr(row)) \bigcirc Joins each row \( ((x \circ (\circ x) \circ (\ldots) ) \ldots) \)
14: end for
15: return OutputNF
16: end function
```

We can also calculate the space complexity required by our algorithm. Initially, we require space complexity \( O(rc) \) to store the input 2-dimensional policy array. Lines 4 to 6 require space complexity \( O(r(c - 1)) \) to store each unary selection operator; the final column is lost from the 2-dimensional policy array as this is the superscript in each unary selection operator. Likewise, lines 7 to 11 require space complexity \( O(r(c - 1)) \) to store each equivalent expression of the unary selection operators. Lines 12 to 15 require space complexity \( O(r) \) to store the concatenated string, which is the final policy output in normal form. In summary, the total space complexity of our algorithm is \( O(rc) \).

It is worth noting the ease in which our algorithm can be adapted to handle any canonically complete language. Indeed, the only part of our algorithm
that needs changing is line 9, that is, the conversion of the unary selection
operators into equivalent expressions in terms of the PTaCL\text{\textlesseq} oper-
ators. The equivalent expressions for the unary selection operators may be replaced
with those from another language. For example, we may use the normal forms for
the unary selection operators for PTaCL\text{\textlesseq} shown in Figure 4.5. Hence, our
algorithm can be used to automatically generate policies in PTaCL\text{\textlesseq}, and any
other conceivable canonically complete authorization language.

6.5 Summary and discussion

In this chapter, we have shown how the canonically complete set of operators
\{-, \circ, \otimes_b\} can be used as the foundation of an ABAC language, and present
the advantages of doing so. In particular, we are no longer forced to use a
totally ordered set of three decisions to obtain canonical completeness (as is the
case in PTaCL\text{\textlesseq}). Moreover, the overall design of PTaCL, and hence PTaCL\text{\textlesseq},
is compatible with the overall structure of XACML policies. We discussed
how the XACML decision set and combining algorithms can be modified to
support PTaCL\text{\textlesseq}. Doing so enables us to retain the rich framework provided
by XACML for ABAC, alongside the benefits of a canonically complete ABAC
language.

Thus, we are able to propose an enhanced XACML framework within which
any desired policy may be expressed. Moreover, the canonical completeness of
PTaCL\text{\textlesseq} means that the desired policy may be represented in simple terms by
a policy author (in the form of a decision table) and automatically compiled
into a PDP-readable equivalent policy. We demonstrated an algorithm for this
conversion, and commented on the ease in which it can be adapted for any
canonically complete ABAC language (for instance, PTaCL\text{\textlesseq}).

Our work paves the way for a considerable amount of future work. In
particular, we intend to develop a modified XACML PDP that implements
the PTaCL\text{\textlesseq} operators. We also hope to develop a policy authoring interface
in which users can simply state what decisions a policy should return for a
particular combination of decisions from sub-policies. This would enable us
to evaluate the usability of such an interface and compare the accuracy with
which policy authors can generate policies using standard XACML combining
algorithms compared with the methods that PTaCL\text{\textlesseq} can support.

On the more technical side, we would like to revisit the notion of monotoni-
city [12] in targets and how this affects policy evaluation in ABAC languages.
The definition of monotonicity is dependant on the ordering chosen for the de-
cision set and existing work on monotonicity assumes the use of a total-ordered
3-valued set (comprising 0, \bot and 1). So it will be interesting to consider how
the use of a 4-valued lattice-ordered decision set affects monotonicity. Motiva-
tion can be taken from work by Crampton and Morisset [13], which explores
monotonically complete languages.
In the following chapter we further develop the idea of using decision tables to specify policies (opposed to specifying them as trees), and build a new ABAC language with the core foundations based on decision tables (rather than modifying an existing tree-structured language like PTaCL to support decision tables). We will also explore methods for reducing the size of decision tables (policy compression), since these tables can grow quickly in size as more sub-policies are specified. The compression techniques we develop may also be applied to decision tables found in PTaCL$\leq 3$ and PTaCL$\leq 4$. 

104
Chapter 7

Attribute Expressions and Policy Tables

Traditionally in attribute-based access control, subjects and objects are associated with attributes, requests are collections of attributes associated with the subjects and objects, and these attributes determine whether a request is authorized or not. We may imagine representing a policy as a table in which columns are indexed by attributes, rows represent the presence or otherwise of the respective attribute in a request, with the final column in the table indicating the authorization decision associated with a particular collection of attributes.

A simple example is shown in Table 7.1, where 1 indicates the presence of the attribute in the request and 0 indicates the attribute is absent; the dash indicates that the presence or otherwise of a particular attribute is irrelevant to the decision. Thus the first row of the table indicates that the deny decision (0) should be returned if attributes $a_1$ and $a_2$ are present in a request. If no row exists for a particular combination, then we assume that the decision is ⊥ ("not-applicable"); that is, the policy is "silent" for such a request and does not return a conclusive decision. Thus, for example, the decision is ⊥ if attribute $a_1$ is not present in the request.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$a_2$</td>
<td>$a_3$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.1: A simple policy table

While it is certainly convenient and intuitive to represent authorization policies in tabular form, this representation is not compatible with many languages that have been discussed through this thesis. XACML [37], PTaCL [12] and PBel [10], for example, are tree-structured languages, where policies are, essentially, terms in a logic-based formalism. These terms may be represented by trees, in which leaf nodes are attribute-decision pairs and interior nodes
are attribute-operator pairs.

Figure 7.1 illustrates the policy \(((a_1, \text{do}), ((a_2, 0), (a_3, 1)))\). (Recall, the operator \text{do} represents the XACML “deny-overrides” operator.) A request is evaluated by first pruning the nodes that are not matched by the attributes in the request. Then the decisions in the remaining leaf nodes are combined using the policy combining operator(s). If, for example, all attributes are present in a request (so no pruning is performed), then the resulting decision is \(0 \text{ do } 1 = 0\), corresponding to the first line in Table 7.1.

![Figure 7.1: A simple tree-structured policy](image)

In fact, the tree in Figure 7.1 represents an equivalent policy to the one tabulated in Table 7.1, although this is not immediately apparent. It is this gap – between (i) how one is likely to conceive of a policy, and (ii) how one must construct the policy using existing languages for attribute-based access control – that provides the motivation for the work in this chapter.

A further shortcoming of existing work on languages for attribute-based access control is the way in which requests and attributes are matched. Suppose we have an attribute name-value pair \((n, v)\) and a request that contains multiple name-value pairs, including \((n, v)\) and \((n, v')\), where \(v' \neq v\). Then one might argue the request matches the attribute (since it contains \((n, v)\)); on the other hand, one might argue it doesn’t match the attribute (since it also contains \((n, v')\)). XACML always assumes the former interpretation, which may be inappropriate if, for example, the policy author wishes to insist that the request contains exactly one name-value pair for the named attribute. Although PTaCL has a slightly more complex match semantics for requests and attributes, it ignores several possible match semantics that might be relevant in practice.

In this chapter, we use our previous work on canonical completeness to develop a new way of defining authorization policies using policy tables. In doing so, we support all possible match semantics for an attribute and request, thereby facilitating much greater control over policy specification. In the next section we formally define our Attribute Expression Policy Language (AEPL). Then, we demonstrate various methods for reducing the size of policy tables in AEPL in Section 7.2. We compare AEPL with XACML and PTaCL in Section 7.3, and show that AEPL is more expressive and intuitive than both of these languages. Finally, we show how such policy tables can be used to enhance existing access control paradigms, such as access control lists and role-based access control, by making them “attribute-aware” in Section 7.4.
We will use the logic $L(4k, \{−, \odot, \otimes b\})$ as the underlying logic when we develop our new policy authorization language.

We have published the majority of the work presented in this chapter [16]. We note that Section 7.1 formalises various concepts presented throughout this thesis, such as policy tables, and introduces methods for target evaluation that act as syntactical sugar. The material in Sections 7.2 - 7.4 is based upon fundamentally new concepts.

7.1 The AEPL language

An authorization policy may be represented as a function $P : Q \rightarrow D$, where $Q$ is the set of requests and $D$ is the set of decisions. In other words, $P(q)$ represents the result of evaluating policy $P$ for request $q$, thereby determining whether $q$ is authorized by policy $P$.

In attribute-based access control, a request is assumed to be a set of name-value pairs, where a name is an attribute and a value is taken from some domain over which the binary relations $=, \neq, <, \leq, >$ and $\geq$ are defined. We assume it is possible to determine whether a pair of values belongs to a given relation efficiently. In particular, we assume henceforth that all attribute values are strings of bounded length defined over some alphabet $\Sigma$.

It is usually impossible to specify an attribute-based policy $P$ by specifying a decision for every possible request, given the size of the domain of $P$. Thus, it is usual to specify $P$ in terms of the relationship between a policy and the attribute name-value pairs that constitute a request. This relationship is typically expressed in terms of “targets”, which are predicates specified in terms of attributes values and whose truth values are determined by comparing the attribute values specified in the target with those present in the request.

7.1.1 Attribute expressions

Our attribute-expression policy language, AEPL, is based on the idea of an attribute expression. Informally, the input to $P$ is a tuple of logical values, and those values are determined by “matching” a request to a set of attribute expressions. More formally, we define an attribute expression to be a tuple $(n, v, \sim, \oplus)$, where $n$ is an attribute name, $v$ is an attribute value or regular expression, $\sim$ is an associative, commutative, binary relation, and $\oplus$ is a binary operator.

Given a binary relation $R$ defined over some domain $V$, we write $\overline{R}$ to denote the complement of $R$: that is $(a, b) \in \overline{R}$ iff $(a, b) \not\in R$. We will usually write $R$ as an infix relation $\sim$ and $\overline{R}$ as $\sim$. Typical examples of $R$ and $\overline{R}$ include $=$ and $\neq$, $<$ and $\not<$ (that is, $\geq$).

In many cases, $v$ will be an attribute value and $\sim$ will be a comparison operator, such as equality or greater-than. However, the use of regular expres-
sions means that more complex attribute expressions may be defined. Given a regular expression $e$ (defined over $\Sigma$), let $L(e)$ denote the set of strings that match $e$. Then we define $\sim_e$ to be the set of pairs $\{(e, w) : w \in L(e)\}$. Moreover, for any regular expression $e$, there exists a regular expression $\bar{e}$, the complement of $e$, such that $w \notin L(e)$ if and only if $w \in L(\bar{e})$.

In the interests of clarity of exposition, we will assume henceforth that $\sim$ is always $=$ (corresponding to exact string matching). Note that this does not affect the generality of our approach: we only require that it is efficient to determine whether a pair belongs to the relation $\sim$.

The operator $\oplus$ determines the result of evaluating a request in which some name-value pairs match the attribute expression and some don’t. (This contrasts with the approach taken in XACML and PTaCL.) We discuss this in more detail in Section 7.1.2.

We define three binary operators in Figure 7.2: $\lor$ and $\land$ are defined on the set $\{0, 1, \bot\}$; and $!$ is defined on $\{0, 1, \bot, \top\}$. Since $\oplus \in \{\land, \lor, !\}$ is associative and commutative, the expression

$$(\ldots((x_1 \oplus x_2) \oplus x_3) \oplus \cdots \oplus x_{k-1}) \oplus x_k)$$

may be written without ambiguity as $\bigoplus_{i=1}^k x_i$.

\begin{align*}
\begin{array}{c|ccc}
\land & \bot & 0 & 1 \\
\hline
\bot & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
1 & 1 & 0 & 1 \\
\end{array}
&
\begin{array}{c|ccc}
\lor & \bot & 0 & 1 \\
\hline
\bot & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 \\
\top & \top & \top & \top \\
\end{array}
&
\begin{array}{c|ccc}
! & \bot & 0 & 1 \\
\hline
\bot & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 \\
\top & \top & \top & \top \\
\end{array}
\end{align*}

Figure 7.2: Binary operators for attribute expressions

7.1.2 Evaluating requests

A request is a set of name-value pairs of the form $(n, v)$. The evaluation of a request $q = \{(n_1, v_1), \ldots, (n_\ell, v_\ell)\}$ with respect to an attribute expression $\alpha = (n, v, \sim, \oplus)$ is denoted by $\text{eval}(q, \alpha)$. Informally, $\text{eval}(q, \alpha)$ is determined by combining the results of evaluating the elements of the request $(n_i, v_i)$ using $\oplus$. More formally, we define:

$$\text{eval}(\emptyset, (n, v, \sim, \oplus)) = \bot_m;$$

$$\text{eval}(\{(n', v')\}, (n, v, \sim, \oplus)) = \begin{cases} 1_m & \text{if } n = n' \text{ and } v \sim v', \\ 0_m & \text{if } n = n' \text{ and } v \not\sim v', \\ \bot_m & \text{otherwise.} \end{cases}$$

We say a name-value pair $(n', v')$ matches an attribute expression $\alpha$ if $\text{eval}(\{(n', v')\}, \alpha) = 1_m$; and we say $(n', v')$ does not match $\alpha$ if
\[ \text{eval}(\{(n', v')\}, \alpha) = 0_m. \]
Throughout this section, we use the subscript \( m \) (for “match”) to denote explicitly logical values that arise from the evaluation of attribute expressions (request matches). In Section 7.1.3, we use the subscript \( d \) to denote logical values that arise from policy evaluation (authorization decisions). When no ambiguity can occur we will omit the subscripts.

A request \( q = \{(n_1, v_1), \ldots, (n_\ell, v_\ell)\} \) may contain two name-value pairs, one of which matches \( \alpha = (n, v, \sim, \oplus) \) and one which doesn’t. The choice of operator \( \oplus \) determines how the results of the matches will be combined. Formally, we have

\[ \text{eval}(q, (n, v, \sim, \oplus)) = \bigoplus_{i=1}^k \text{eval}(\{(n_i, v_i)\}, (n, v, \sim, \oplus)). \]

Thus, we have the following possibilities.

- \( \text{eval}(q, (n, v, \sim, \lor)) = 1_m \) if there exists \( i \) such that \( \text{eval}(\{(n_i, v_i)\}, (n, v, \sim, \lor)) = 1_m \); in other words, if the request contains at least one name-value pair that matches the attribute expression.
- \( \text{eval}(q, (n, v, \sim, \land)) = 0_m \) if there exists \( i \) such that \( \text{eval}(\{(n_i, v_i)\}, (n, v, \sim, \land)) = 0_m \); in other words, if the request contains at least one name-value pair that does not match the attribute expression.
- \( \text{eval}(q, (n, v, \sim, !)) = \top_m \), indicating conflict, if there exist \( i \) and \( j \) such that \( \text{eval}(\{(n_i, v_i)\}, (n, v, \sim, !)) = 0_m \) and \( \text{eval}(\{(n_j, v_j)\}, (n, v, \sim, !)) = 1_m \).

It is worth noting that neither XACML nor PTaCL provide this level of control over how a request is evaluated with respect to singular targets (the concept analogous to an attribute expression). Roughly speaking, target evaluation in both languages only returns \( 0_m \) or \( 1_m \) and (effectively) always assumes the use of \( \lor \) when a request contains attribute values that both match and don’t match a target. We discuss later how one could use multiple targets together to distinguish conflicts in PTaCL target evaluation.

### 7.1.3 AEPL policies

A policy in AEPL is a pair \( P = (A(P), F(P)) \), where

- \( A(P) = \{\alpha_1, \ldots, \alpha_\ell\} \) is a set of attribute expressions,
- \( D_i \subseteq \{\bot_m, 0_m, 1_m, \top_m\} \) is the range of values that \( \text{eval}(q, \alpha_i) \) can take, and
- \( F(P) : D_1 \times \cdots \times D_\ell \rightarrow \{\bot_d, 0_d, 1_d, \top_d\} \) is a function.

Then we define:

\[ P(q) = F(\text{eval}(q, \alpha_1), \ldots, \text{eval}(q, \alpha_\ell)). \]
We will write $A$ and $F$ for $A(P)$ and $F(P)$, respectively, when $P$ is clear from context. We will also write $\text{eval}(q, A)$ for $\text{eval}(q, \alpha_1), \ldots, \text{eval}(q, \alpha_\ell)$ where no confusion can occur.

We may visualize $F$ as a table having $\ell + 1$ columns. The first $\ell$ columns are indexed by the attribute expressions in $A$. The entries in the $i$th column are the possible values that $\text{eval}(q, \alpha_i)$ can take. The final entry in the row with entries $d_1, \ldots, d_\ell$ is $F(d_1, \ldots, d_\ell)$. In other words, policies are defined in the form suggested in the introduction and illustrated in Table 7.1. Thus we specify an AEPL policy in two steps: define the relevant attribute expressions; and then define the policy table. Note that a policy is defined directly in terms of the match relationships that exist between the elements of a request and the policy’s attribute expressions.

In the remainder of the chapter, we use an example of a simple policy containing two attribute expressions. Let $P_{\text{ex}} = (A_{\text{ex}}, F_{\text{ex}})$ be a policy, where

$$A_{\text{ex}} = \{\alpha_1, \alpha_2\} = \{(n_1, v_1, =, \wedge), (n_2, v_2, =, \wedge)\}$$

and $F_{\text{ex}}$ is defined in Table 7.2.

<table>
<thead>
<tr>
<th>$x_1 = \text{eval}(q, \alpha_1)$</th>
<th>$x_2 = \text{eval}(q, \alpha_2)$</th>
<th>$F_{\text{ex}}(x_1, x_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\perp_m$</td>
<td>$\perp_m$</td>
<td>$\perp_d$</td>
</tr>
<tr>
<td>$\perp_m$</td>
<td>$0_m$</td>
<td>$\perp_d$</td>
</tr>
<tr>
<td>$\perp_m$</td>
<td>$1_m$</td>
<td>$1_d$</td>
</tr>
<tr>
<td>$0_m$</td>
<td>$\perp_m$</td>
<td>$0_d$</td>
</tr>
<tr>
<td>$0_m$</td>
<td>$0_m$</td>
<td>$0_d$</td>
</tr>
<tr>
<td>$0_m$</td>
<td>$1_m$</td>
<td>$0_d$</td>
</tr>
<tr>
<td>$1_m$</td>
<td>$\perp_m$</td>
<td>$1_d$</td>
</tr>
<tr>
<td>$1_m$</td>
<td>$0_m$</td>
<td>$0_d$</td>
</tr>
<tr>
<td>$1_m$</td>
<td>$1_m$</td>
<td>$1_d$</td>
</tr>
</tbody>
</table>

Table 7.2: Policy function defined as a table

The decisions in the final column of Table 7.2 are determined by the policy author, for each combination of attribute expression matches. This allows for precise specification of how the policy $P_{\text{ex}}$ should behave under each different outcome of attribute expression evaluation, and differs significantly from the evaluation of targets in XACML and PTaCL. We discuss this in more detail in Section 7.3.

7.1.4 Policies in normal form

In Chapters 4 and 6, we extended work by Jobe [24] to develop a method for converting arbitrary tables representing functions of the form $F : D^n \to D$, where $D$ is the set of values in a multi-valued logic, into an equivalent logical formula using selection operators. We now show how this method can be applied to AEPL policies to generate standardized policy representations that
can be evaluated automatically. We use the canonically complete 4-valued logic $L(4k, \{−, \odot, \otimes\})$ as the underlying logic in AEPL.

We write $D$ to denote $D_1 \times \cdots \times D_\ell$. Given $(x_1, \ldots, x_\ell) \in D$, we will write $x$ where no ambiguity can occur. For each row in the table representing $F$, we may construct an equivalent logical formula comprising a “disjunction” of selection operators. Specifically, if $F(a) = d$ for $a \in D$, then, we may write this as $S^d_a(x)$. Let $D^+ = \{x \in D : F(x) \neq \bot\}$. Then

$$F(x) = \bigvee_{a \in D^+} S^d_a(x) \quad \text{and} \quad S^d_{(a_1, \ldots, a_\ell)}(x) \equiv \bigwedge_{i=1}^{\ell} S^d_{a_i}.$$ 

Hence $F$ may be represented as a disjunction of conjunctions of unary selection operators.

Consider $F_{ex}$, and let $x_1 = \text{eval}(q, \alpha_1)$ and $x_2 = \text{eval}(q, \alpha_2)$. Then, we may express the policy $P_{ex}(q) = F_{ex}(x_1, x_2)$ as a disjunction of selection operators:

$$F_{ex}(x_1, x_2) \equiv S^1_{(1, \bot)}(x_1, x_2) \lor S^1_{(\bot, 0)}(x_1, x_2) \lor S^0_{(\bot, 1)}(x_1, x_2)$$

$$\lor S^0_{(0, \bot)}(x_1, x_2) \lor S^0_{(0, 1)}(x_1, x_2) \lor S^1_{(1, 0)}(x_1, x_2) \lor S^1_{(1, 1)}(x_1, x_2).$$

This, in turn, may be represented as a disjunction of conjunctions of unary selection operators (as described above).

Earlier in Chapter 6, we derived expressions for the unary selection operators in terms of the operators $\{−, \odot, \otimes\}$ (see Figure 6.3). Hence, we can derive a formula in normal form for the policy $P_{ex} = (A_{ex}, F_{ex})$. Of course, one would not usually construct the normal form by hand, as we have done above. Indeed, we may reuse the algorithm we developed for PTaCL$^{<4}$ policies (see Section 6.4.1), which takes an arbitrary policy expressed as a table as input, and outputs the equivalent normal form expressed in terms of the operators $\{−, \odot, \otimes\}$.

### 7.1.5 AEPL policy trees

An AEPL policy is a pair $(A, F)$. While this method of policy specification provides an intuitive and flexible method for defining policies, it will not scale to situations where many attribute expressions need to be specified and evaluated. In this case, it makes sense to use the policy-combining operators found in XACML and other tree-structured authorization languages to combine the results of evaluating multiple policies, each using a small number of attribute expressions. Thus, the set of attribute expressions in each policy will act in the same way as a target in a language like XACML.

In this section we revise the syntax and semantics for policy evaluation of the tree-structured ABAC language PTaCL$^{<4}$. We use the operators $−, \odot$ and
⊗_b from PTaCL⁵ (defined in Chapter 6) and demonstrate how policies of the form \((A,F)\) can be used in tree-structured policies, and how we may replace targets with attribute expressions.

We define an attribute expression based target, or simply an AE-target, to be a pair \((A,T)\), where \(A = \{\alpha_1, \ldots, \alpha_L\}\) is a set of attribute expressions and \(T \subseteq D_1 \times \cdots \times D_L\), where \(D_i\) is the set of values that \(\text{eval}(q,\alpha_i)\) can take. If \(q\) is a request and \(T\) is an AE-target such that \(\text{eval}(q,A) \in T\) then \(q\) is said to match \(T\).

Given an AEPL policy \(P = (A,F)\), then \(P, \circ P\) and \(-P\) are AEPL policy trees, where

\[
(\circ P)(q) \overset{\text{def}}{=} \circ P(q) \quad \text{and} \quad (-P)(q) \overset{\text{def}}{=} -P(q).
\]

If \(P_1\) and \(P_2\) are AEPL policy trees and \(T\) is an AE-target, then \((T, P_1 \otimes_b P_2)\) is a AEPL policy tree, where

\[
(T, P_1 \otimes_b P_2)(q) \overset{\text{def}}{=} \begin{cases} 
P_1(q) \otimes_b P_2(q) & \text{if } \text{eval}(q,A) \in T, \\
\bot & \text{otherwise.}
\end{cases}
\]

The ability to use AEPL policies \((A,F)\) as leaf nodes (atomic policies) in AEPL policy trees provides us with a number of advantages (over PTaCL⁵). We get the additional expressive power of policy specification for leaf nodes, together with the full power and functional completeness of PTaCL⁵. By facilitating high-level operators in addition to specifying policies via a policy table and attribute expressions, we provide a hybrid means of constructing policies, which can be both bottom-up and top-down. This provides a great deal of flexibility and expressivity for policy authors. We can support low level policies specified by functions, and merge the policies using high-level policy operators. In addition, we have greater control of the applicability of policies due to the use of targets based on attribute expression (over “traditional” targets in PTaCL⁵). We discuss PTaCL⁵ targets and their limitations in more depth in Section 7.3.2.

### 7.2 Policy compression

While representing a policy \(P\) as a pair \((A,F)\) is more concise and an easier task than specifying a decision for every possible request, the policy tables will be large when many attribute expressions are involved. To tackle this problem, we now investigate methods for policy compression, with the aim of reducing the size of these policy tables.
7.2.1 Removing redundancies

We begin with the following two remarks about methods for merging and omitting rows from policy tables.

**Remark 7.2.1.** Suppose $F(a, x_2) = d$ for all $x_2 \in D_2$, as illustrated in the policy table fragment below.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$F(x_1, x_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$\perp$</td>
<td>$d$</td>
</tr>
<tr>
<td>$a$</td>
<td>0</td>
<td>$d$</td>
</tr>
<tr>
<td>$a$</td>
<td>1</td>
<td>$d$</td>
</tr>
<tr>
<td>$a$</td>
<td>$\top$</td>
<td>$d$</td>
</tr>
</tbody>
</table>

Then it is easy to show that

$$S_d^{(a, \perp)}(x_1, x_2) \lor S_d^{(a, 0)}(x_1, x_2) \lor S_d^{(a, 1)}(x_1, x_2) \lor S_d^{(a, \top)}(x_1, x_2)$$

is equivalent to $S_d^d(x_1)$. (This equivalence is formally established in Table 7.3.) And this may be represented in tabular form as a single row, shown below, where we use $-$ to signify that $x_2$ can take any value.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$F(x_1, x_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$-$</td>
<td>$d$</td>
</tr>
</tbody>
</table>

**Table 7.3: Equivalence of selection operators**

**Remark 7.2.2.** We may omit any rows from the policy table in which the final column contains the value $\perp$. Recall

$$S_d^d(x) = \begin{cases} d & \text{if } x = a, \\ \perp & \text{otherwise} \end{cases}$$

Moreover, $(\perp \lor x) = (x \lor \perp) = x$ for all $x \in \{0, 1, \perp, \top\}$. Thus

$$S_{d_1}^{d_1}(x) \lor S_{d_2}^{d_2}(x) \lor \ldots \lor S_{d_n}^{d_n}(x) = \perp,$$

except when $x \in \{a_1, \ldots, a_n\}$.

Thus, we may assume the policy returns $\perp$ if the table does not contain an
entry for a particular tuple $x$. In this case, we say the policy is not applicable for any request $q$ such that $\text{eval}(q, A) = x$.

Returning to our example policy $P_{ex}$, we apply the results from the remarks above to reduce the size of the policy table which defines the function $F_{ex}$. First, note that

$$F_{ex}(0, \bot) = F_{ex}(0, 0) = F_{ex}(0, 1) = 0.$$  

Thus, by Remark 7.2.1, we may merge these three rows into a single row, represented by $F_{ex}(0, -) = 0$. In addition, by Remark 7.2.2, we may omit the rows $F_{ex}(\bot, \bot)$ and $F_{ex}(\bot, 0)$ since they contain $\bot$ in the final column. Hence, we have the reduced policy table shown in Figure 7.4.

\begin{table}[h]
\centering
\begin{tabular}{ccc}
$x_1 = \text{eval}(q, a_1)$ & $x_2 = \text{eval}(q, a_2)$ & $F_{ex}(x_1, x_2)$ \\
\hline
$\bot_{m}$ & $1_{m}$ & 1 \\
$0_{m}$ & $-$ & 0 \\
$1_{m}$ & $\bot_{m}$ & 1 \\
$1_{m}$ & $0_{m}$ & 0 \\
$1_{m}$ & $1_{m}$ & 1 \\
\end{tabular}
\caption{Reduced policy table}
\end{table}

Expressing the policy $P_{ex}(q) = F_{ex}(x_1, x_2)$ as a disjunction of selection operators, we have

$$F_{ex}(x_1, x_2) \equiv S_{1(\bot, 1)}(x_1, x_2) \lor S_{0(1)}(x_1) \lor S_{1(1, \bot)}(x_1, x_2) \lor S_{0(1, 0)}(x_1, x_2) \lor S_{1(1, 1)}(x_1, x_2).$$

It is worth noting that we may apply Remark 7.2.1 directly during policy specification. If, for example, a policy author decides during the construction of a policy table that if $x_1 = 0$ then the value of $x_2$ is irrelevant, the policy should return 0 (the case in our example). In other words, we can, if desired, directly encode a deny-overrides or permit-overrides in the policy table when certain attribute expressions are matched or not matched. And we can allow the policy author to use $-$ as syntactic sugar for a “decision” in the policy table, thereby saving the policy author from entering multiple rows (as seen in Table 7.2).

### 7.2.2 Policies as Boolean functions

We now demonstrate that it is possible to reduce certain policies to Boolean functions. Specifically, if $F(x) \in \{0, 1\}$ for all $x \in D$, then we can eliminate the values $\bot$ and $\top$ from the policy table. In particular, we may replace an attribute expression $\alpha = (n, v, \sim, \oplus)$ with two simpler attribute expressions $\alpha_1 = (n, v, \sim)$ and $\alpha_2 = (n, v, \bowtie)$. We then encode the semantics of $\oplus$ directly in a policy table only containing 0s and 1s.
Consider the example in Figure 7.3. There are four values in the decision set \( D = \{ \perp, 0, 1, \top \} \), and there are four unique combinations of 0 and 1, represented by the four rows in Figure 7.3b. Each of these values arises because of matches or the absence of matches, thus allowing us to encode the semantics of \( \oplus \) directly in a policy table only containing 0s and 1s.

\[
\begin{array}{ccc}
(n, v, \sim, !) & F \\
\perp & 0 \\
0 & 0 \\
1 & 1 \\
\top & 0 \\
\end{array}
\]

\[
\begin{array}{ccc}
(n, v, \sim) & (n, v, \sim) & F \\
0 & 0 & 0 \\
0 & 1 & 0 \\
1 & 0 & 1 \\
1 & 1 & 0 \\
\end{array}
\]

(a) Policy containing \( \perp \) and \( \top \)  
(b) Policy using only 0 and 1

Figure 7.3: Converting a simple policy into a Boolean function

There are a number of advantages in expressing an attribute expression \( \alpha = (n, v, \sim, \oplus) \) as a combination of two attribute expressions \( (n, v, \sim) \) and \( (n, v, \sim) \) and encoding the semantics of \( \oplus \) directly. In particular, the resulting policy table contains only binary values. Hence, we may employ existing techniques for Boolean function minimization [2].

7.3 Comparison with XACML and PTaCL

Having defined the AEPL policy authorization language, we now provide a brief summary of XACML and compare it with AEPL. We discuss the limitations of targets in XACML and PTaCL, before showing how XACML rules and policies may be represented in AEPL. We conclude by showing how an XACML policy set may be represented using a single AEPL policy.

7.3.1 XACML targets

An XACML target, like an attribute expression, is expressed in terms of attribute name-value pairs. It is used to determine whether a rule, a policy or a policy set is applicable to a request.

A target is defined in terms of \( \text{AllOf} \) and \( \text{AnyOf} \) elements. The \( \text{AllOf} \) element is used to group name-value pairs. Such an element is “matched” by a request if the request matches each of the name-value pairs. The \( \text{AnyOf} \) element is used to group \( \text{AllOf} \) elements. Such an element is matched if any one of the \( \text{AllOf} \) elements is matched. Evaluation of an XACML target returns one of two values (“matched” or “not-matched”), unlike the evaluation of an attribute expression.

Moreover, evaluation of an XACML target disregards whether a request contains a name-value pair that doesn’t match a target if it also contains a name-value pair that does match. In other words, XACML provides less
control over target evaluation than our approach for the evaluation of attribute expressions.

### 7.3.2 PTaCL targets

A PTaCL target is defined to be a tuple \((n, v, f)\), where \(n\) is an attribute name, \(v\) is an attribute value and \(f\) is a binary predicate. The key difference between PTaCL targets and attribute expressions, comes in the choice of the binary operator \(\oplus\) present in attribute expressions. Attribute expressions allow this operator to be selected from the set \(\{\land, \lor, !\}\), dependent on the way in which conflicting attribute values should be handled. Targets in PTaCL implicitly assume that the operator \(\lor\) is always used. This makes it impossible to distinguish scenarios where there are two name value pairs \((n', v')\) and \((n'', v'')\) such that \(n = n', v = v'\) and \(n = n'', v \neq v''\), through the use of a single target.

However, we are able to use a combination of targets to structure a target that can effectively detect conflicts between two name value pairs where \(n = n', v = v'\) and \(n = n'', v \neq v''\). Let \(t_1, t_2\) and \(t_3\) be targets, where

\[
\begin{align*}
t_1 &= (n, v, =), \\
t_2 &= (n, v, \neq), \\
t_3 &= t_1 \land_p t_2.
\end{align*}
\]

Then \(t_3\) will return \(1_m\) if a request contains two name value pairs \((n', v')\) and \((n'', v'')\) such that \(n = n', v = v'\) and \(n = n'', v \neq v''\), and thus can identify a conflict of attribute values. While PTaCL can indirectly support the detection of conflicts in attribute values in targets, we believe that our approach is AEPL is more desirable for practical use. By using an explicit fourth decision \(\top\) to represent conflict, it becomes obvious to policy authors what is happening in target evaluation, opposed to the use of three targets as described above.

### 7.3.3 XACML rules

An XACML rule is specified by a target \(t\) and a decision \(d\) (known as the “effect” of the rule in XACML), which may be either “allow” or “deny”. The evaluation of a rule for a given request returns \(d\) if the request matches the target and “not-applicable” otherwise. Thus, an XACML rule may be encoded as a particularly simple policy table. Specifically:

- each \texttt{AllOf} element is encoded as a row in the table, in which the last entry is always \(d\); and

- the \texttt{AnyOf} element is encoded by the different rows in the table.

Clearly, our policy tables can encode more general structures than XACML rules. Informally, a policy table would have to be encoded using two XACML
rules, one for the rows for which the decision is 1 and one for the rows for which the decision is 0. Even so, such an encoding could not, for example, return $\top$.

In other words, AEPL provides a richer framework than the target-decision paradigm for specifying the “leaf” policies in tree-structured languages such as XACML or PTaCL.

### 7.3.4 XACML policies

We now illustrate how attribute expressions can be used to encode an entire XACML policy set directly. Consider the tree-structured policy $P$ illustrated in Figure 7.4, where $\text{do}$ and $\text{po}$ represent the XACML deny-overrides and permit-overrides combining algorithms respectively. This policy tree represents a XACML policy set $(t_1, \text{do})$ which contains one policy $(t_3, \text{po})$ and one rule $(t_2, 0)$; and the policy $(t_3, \text{po})$ in turn contains two rules $(t_4, 1)$ and $(t_5, 0)^1$. We assume for simplicity that each target is a single name-attribute pair. In Section 7.4.1 we explain how we can extend our method of specifying a policy as a pair $(A, F)$ to more complex scenarios.

![Figure 7.4: A simple tree-structured policy](image)

Then we can represent this policy as the following policy table, which is created by considering every possible outcome of matching requests to targets.

We write $x_i$ to denote $\text{eval}(q, t_i)$, and $-$ to signify the value of $\text{eval}(q, t_i)$ is irrelevant.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$P(q)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$\bot$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>$\bot$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$\bot$</td>
</tr>
</tbody>
</table>

Hence, $P$ may be represented by the pair $(A, F)$, where $A = \{t_1, t_2, t_3, t_4, t_5\}$ and $F : \{0, 1\}^5 \rightarrow \{\bot, 0, 1\}$ is defined in the table above.

---

1This is a simplification in terms of the structure of XACML policy sets, policies and rules but approximate enough for the sake of exposition. For explicit definitions the reader is referred to the XACML standard [37].
Then
\[
F(x_1, \ldots, x_5) \equiv S_{(1,1)}^0(x_1, x_2) \vee S_{(1,0,1,1)}^1(x_1, x_2, x_3, x_4) \vee S_{(1,0,1,0,1)}^0(x_1, x_2, x_3, x_4, x_5).
\]

Note that we need not include the selection operators \(S_{0}^\bot(x_1), S_{(1,0,0)}^\bot(x_1, x_2, x_3)\) and \(S_{(1,0,1,0,0)}^\bot(x_1, x_2, x_3, x_4, x_5)\) representing the first, third and sixth rows, since the policy evaluates to \(\bot\) in these rows.

The representation of the policy tree in Figure 7.4 can be reduced to a simple policy table, which in turn is reduced into a formula comprising just three selection operators. By expressing this policy tree as a policy table, it is much easier for a policy author to understand how this policy will behave under each different result of target evaluation. Furthermore, we have a simple formula that can be automatically converted into a machine-enforceable policy and evaluated by a PDP.

7.4 Applications

We now demonstrate how complex policies can be built, enabling distributed policy specification and evaluation (much as in XACML and PTaCL). Furthermore, we explore how policy tables can be used to enhance existing access control paradigms, such as role-based access control and access control lists. Informally, in the first case, we show that a set of attribute expressions in an AEPL policy table (each of which evaluates to an element in \(\{0, 1, \bot, \top\}\)) may be replaced with a set of policies. And in the second case, we show that the policy decisions in an AEPL table can be replaced with a set of role identifiers or similar.

7.4.1 Complex policies as tables

By specifying policies as a pair \((A, F)\), we implicitly restrict the depth of policies (or policy trees) to one. However, this may not be the way in which some policies are structured in the real world (indeed, most policy trees in XACML have depth greater than one). We now develop a method for constructing more complex policies from simple AEPL policies, using the structure of simple policies as a template. A complex policy \(P\) is a pair \(\{(P_1, \ldots, P_\ell)\}, F\), where \(P_i = (A_i, F_i)\) is a simple AEPL policy. We define
\[
P(q) = F(P_1(q), \ldots, P_\ell(q)).
\]

Now, instead of the columns of the policy table representing the function \(F\) being indexed by attribute expressions, they are indexed by policies. Each row represents a possible combination of the values that may arise from the evaluation of the respective policies \(P_1, \ldots, P_n\). Of course, each of these po-
licies is itself defined by a set of attribute expressions and function \((A_i, F_i)\), which will need to be specified and evaluated first. The policy \(P\), much like previous policies, can be automatically converted into a machine-enforceable form via the use of selection operators. Hence, we have developed a way in which to combine arbitrary policies into machine-enforceable form. This approach can be easily scaled, providing the means to construct policies of any desired depth (much in the same manner as XACML policies).

One of the main advantages in using this method for building up complex policies, is the distributed nature in which it can be applied. For instance, in a large organization, each department could construct their own complex policy, which can be converted into a tree. Each department’s policy can then become a node in a bigger tree, and be combined with other policies through the use of another policy table. A simple example of this is shown in Table 7.5, demonstrating how four individual policies \(P_1, P_2, P_3\) and \(P_4\) produced by each department can be combined in a policy table to create the overall organizations policy \(P_{org}\).

<table>
<thead>
<tr>
<th>(P_1)</th>
<th>(P_2)</th>
<th>(P_3)</th>
<th>(P_4)</th>
<th>(P_{org})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d_1)</td>
<td>(d_2)</td>
<td>(d_3)</td>
<td>(d_4)</td>
<td>(d_{org})</td>
</tr>
<tr>
<td>:</td>
<td>:</td>
<td>:</td>
<td>:</td>
<td>:</td>
</tr>
</tbody>
</table>

Table 7.5: Combining policies in another table

This policy table can be specified by someone who understands the complete policy structure of the organization and can place adequate restrictions on the interactions of policies between departments. Constructing policies in this manner allows each department to design their own specific policy, without the need to worry about how their policy interacts with other department’s policies. The combination of policies is then moderated by a person who understands the organization wide policy strategy. We believe this both simplifies specification of complex corporate policies, and reduces the likely number of misconfigurations and errors.

In addition to the distributed nature in which policies can be specified using the approach, policy evaluation may also be distributed. In the real world it is common practice for multiple PDPs to be deployed, and this architecture may be leveraged by our method of specifying complex policies. For instance, imagine the scenario where a central PDP is in charge of evaluating the organization’s policy \(P_{org}\). This central PDP may then delegate the evaluation of policies \(P_1, \ldots, P_4\) to other PDPs, and combine the resulting decisions that are reported back by each PDP. There are many reasons why distributing the evaluation of policies in this way could be advantageous: (i) the load on the central PDP is reduced, (ii) free or available PDPs are fully utilised, (iii) the evaluation time for policies is reduced, and (iv) in some instances requests
may even be evaluated locally.

### 7.4.2 ABAC policies for RBAC

In role-based access control (RBAC) [42], we tend to assume that users are authorized for roles on the basis of identity. With the emergence of attribute-based access control, we have an alternative option: authorizing users on the basis of their attributes. Al-Kahtani and Sandhu [1] created a model for attribute-based user-role assignment, in which an enterprise defines a set of rules that are triggered to automatically assign roles to users. The motivation for a mechanism to do this, is to reduce the number of manual user-to-role assignments that are required, which can become troublesome in large environments such as utility companies and popular online websites [1].

We now demonstrate how we can automatically assign roles to users using policies in AEPL. Previously, authorization policies were represented by a function $P : Q \rightarrow D$, where $Q$ is the set of requests and $D$ is the set of decisions. Now, we represent a role assignment authorization policy by a function $P : Q \rightarrow R$, where $Q$ is the set of requests and $R$ is the set of roles. The function $P$ is used to determine how users are assigned to roles based on their attributes. Consider the simple example for an attribute-role table which assigns roles based on the attribute “age” for the purpose of filtering age-restricted content, shown in Table 7.6 [1].

Let $P$ be a policy which comprises of four attribute expressions $\alpha_1, \alpha_2, \alpha_3$ and $\alpha_4$, where $\alpha_1 = (\text{age}, 3, \geq), \alpha_2 = (\text{age}, 11, \geq), \alpha_3 = (\text{age}, 16, \geq)$ and $\alpha_4 = (\text{age}, 18, \geq)^2$, with policy function $F$, defined in Table 7.7. (Note that we abbreviate $\text{eval}(q, (\text{age}, x, \geq))$ as $\text{age} \geq x$ in Table 7.7 in the interests of space.)

<table>
<thead>
<tr>
<th>Age</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ 3</td>
<td>Child</td>
</tr>
<tr>
<td>≥ 11</td>
<td>Juvenile</td>
</tr>
<tr>
<td>≥ 16</td>
<td>Adolescent</td>
</tr>
<tr>
<td>≥ 18</td>
<td>Adult</td>
</tr>
</tbody>
</table>

Table 7.6: Age to role assignment

<table>
<thead>
<tr>
<th>age ≥ 3</th>
<th>age ≥ 11</th>
<th>age ≥ 16</th>
<th>age ≥ 18</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>Child</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>Juvenile</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>Adolescent</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Adult</td>
</tr>
</tbody>
</table>

Table 7.7: Policy table

---

The choice of operator $\oplus$ is irrelevant in this example, since requests will not contain two pairs $(n, v')$ and $(n, v'')$ such that $n$ is age and $v' \neq v''$, hence we omit it.
Hence, we have represented the age-to-role assignment as a policy \( P = (A, F) \), which may in turn be represented as a combination of selection operators and converted into a machine-enforceable policy. It is easy to imagine how this methodology could be extended and applied in a setting where it is useful to automatically assign roles to users on the basis of attributes rather than identity. Our approach is scalable, simple for policy authors to understand and can be applied with various other techniques discussed throughout this chapter such as ways to compress policies and using policies as leaf nodes in tree-structured languages, to produce a machine-enforceable policy which assigns roles to users.

### 7.4.3 Access control lists

In an access control system using access control lists based on identifiers, a user is associated with one or more identifiers: a unique user identifier (UID) and zero or more group identifiers (GIDs). Each object is associated with an access control list (ACL). Each ACL may be modelled as a list of access control entries (ACEs), where an ACE comprises an identifier and a set of authorized actions. Finally, a request contains a UID and a set of GIDs, an object identifier (OID) and a requested action. The UID and GIDs in the request will be compared with those in the ACEs of the object’s ACL and a decision will be reached based on the actions that are authorized by the ACEs and those that have been requested.

We may extend this idea of identity-based ACLs to attribute-based ACLs. Each ACE contains a group identifier, as before, which represents an attribute-based policy. Then, we represent a group membership policy as a function \( P : Q \rightarrow G \), were \( Q \) is the set of requests and \( G \) is the set of group identifiers. The policy \( P \) specifies the attributes that a user must have to be regarded as a member of that group. We may represent this policy using a set of attribute expressions \( A \) and a function \( F \) defined as a policy table, in an identical manner to that illustrated in Section 7.4.2. Hence, we can use AEPL to support attribute-based access control in a ACL-based system.

### 7.5 Summary and discussion

In this chapter, we have made important contributions to the development of ABAC authorization languages. We defined attribute expressions, which provide us with more fine-grained control over how requests are evaluated with respect to attributes, compared to XACML and PTaCL. Thus we are able to distinguish between scenarios where requests contain matching and non-matching pairs of name-value pairs, and provide a choice of three semantics for resolving the different name-value pairs.

Then, we specified policies as tables, in which the columns are indexed
by attribute expressions. By defining policies in this manner, we provided a simple, intuitive method for specifying policies, in which it is obvious how a policy will behave under each different evaluation of attribute expressions (unlike standard tree-structured languages such as XACML and PTaCL). Furthermore, we demonstrated how we may leverage a canonically complete logic to compile policies expressed as tables into machine-enforceable policies. We also explored various methods for policy compression, thus reducing the size of policy tables (and these methods may also be applied to decision tables in PTaCL\textsuperscript{2} and PTaCL\textsuperscript{4}).

We then compared XACML and PTaCL with AEPL, showing how attribute expressions provide more control over target evaluation than the traditional targets in XACML and PTaCL. In addition, we demonstrated how an XACML policy represented as a policy tree may be converted into a policy table. We argued that tabular representations of XACML policies make it easier for policy authors to understand how policies will behave under each different result of target evaluation. We concluded by showing some of the applications of AEPL: building and evaluating enterprise-wide policies, and using policy tables in RBAC and ACLs for role and group assignments respectively.
Chapter 8

Conclusions and Future Work

Broadly speaking, the main contributions of this thesis enhance our understanding of languages for attribute-based access control, and formalise the underlying connections with multi-valued logics. In particular, we address the three general difficulties in specifying and designing ABAC languages described in the introduction: expressivity, policy specification and the matching of requests with attributes via targets.

The development and specification of attribute-based access control languages such as XACML [37], PTaCL [12] and PBel [10] will continue to increase to meet the demand for open, distributed, interconnected and dynamic systems. While XACML is a standardized language, and the “de facto” ABAC language for practical implementations, in Chapter 3 we demonstrated numerous flaws in XACML. Specifically, we proved that XACML is not functionally complete, which means there are a number of operators which are useful in practice (such as policy negation) that cannot be constructed using the XACML rule- and policy-combining algorithms.

We recognise that XACML supports the specification of custom combining algorithms, however we believe that use of custom combining algorithms needs to be carefully considered. There is no guarantee that the addition of new combining algorithms will make XACML functionally complete. Thus, to meet the requirements of policy authors, more and more custom combining algorithms may be required over time. This has a twofold negative affect: the implementation of XACML combining algorithms may become more cluttered and many algorithms could become redundant, and the decisions faced by policy authors will become more complicated, increasing the likelihood of errors and misconfigurations. We believe that languages that specify a small number of operators, that are known to be functionally complete, are of more interest and will be easier for policy authors to use [10, 12].

This led naturally to the material in Chapter 4, where we focussed our attention on PTaCL, a language that is known to be functionally complete [12]. However, despite being a functionally complete language, we argued that the way in which PTaCL policies must be written because of the underlying struc-
ture of the language is not particularly helpful to policy authors. Indeed, it is in general a non-trivial task to construct an arbitrary policy in PTaCL, and the policies are often incredibly complex (for example, recall the definition of XACML’s do and po in PTaCL, shown in Section 2.3.2).

To tackle the problem of expressing arbitrary policies in PTaCL, we applied the theoretical foundations of Jobe [24] for multi-valued logics to PTaCL, establishing that PTaCL is not canonically complete. However, through a simple replacement of a single unary operator, we developed a canonically complete variant of PTaCL called PTaCL\textsuperscript{<\delta}. We demonstrated a method for converting any policy expressed as a table into a normal form, using only the operators defined in PTaCL\textsuperscript{<\delta}. (The method is similar to converting a truth table for an arbitrary formula to a logically equivalent formula in disjunctive normal form in propositional logic.) We believe that specifying policies in this manner is both intuitive and easier for policy authors, and we developed an algorithm for automatically converting policy tables into a normal form that is machine-enforceable. In addition, we extended the syntax and semantics of PTaCL\textsuperscript{<\delta} to incorporate obligations, showing that our method is both consistent with XACML and more extensible.

During the development of the canonically complete PTaCL\textsuperscript{<\delta} we assumed a total-ordering on the set of authorization decisions, 0 < ⊥ < 1. We acknowledge that this assumption is not consistent with the intuitive interpretation of access control decisions, in which 0 and 1 are incomparable, conclusive decisions, while ⊥ represents the inability to reach a conclusive decision. Furthermore, there are many ABAC languages that utilise a fourth authorization decision [10, 32, 45], to represent a conflict in decisions. XACML also uses a fourth decision, but does so in an ad hoc manner for the only-one-applicable combining algorithm, by reusing the indeterminate error decision. However, in this instance, the indeterminate decision is returned when more than one policy is applicable, which by itself is not an error.

Recognising the value of a fourth authorization decision, we extended Jobe’s theoretical foundations to lattice-based logics. We proved that Belnap logic [7] is not canonically complete, and thus any ABAC language which is based on Belnap logic is also not canonically complete. Hence languages such as PBel [10], BelLog [45] and Rumpole [32] are not canonically complete, and suffer from the same difficulty encountered in PTaCL, that is, the challenge in constructing arbitrary policies using the operators specified in the given language.

In Chapter 5 we developed a canonically complete 4-valued lattice-based logic \( L(\mathbb{4}_r, \{ -, \odot, \otimes\}) \), without having to explicitly construct the unary selection operators in normal form (unlike Jobe [24]). By identifying the connection between the generators of the symmetric group and the unary operators of logics, we have developed a simple and generic method for identifying a set of unary
operators that will guarantee the functional and canonical completeness of $m$-valued lattice-based logics. We also showed that there is a set of operators containing only three connectives which is functionally complete for Belnap logic, in contrast with the set of size four identified by Arieli and Avron [4].

Naturally, in Chapter 6 we defined a canonically complete 4-valued ABAC language, $\text{PTaCL}_4^{\leq}$, based on the logic $L(4_k, \{\neg, \circ, \otimes_b\})$ and presented the advantages in doing so. We introduced a novel method for policy specification, in which sub-policies index columns in a table, and the policy author can tabulate the desired decision for all relevant combinations of decisions for sub-policies. Specifying policies in this manner is both simple and intuitive, policy authors can easily see how different combinations of sub-policies interact and specify behaviour for each case, something that is difficult to do in tree-structured languages such as XACML and PTaCL.

We also discussed how the XACML decision set and combining algorithms may be modified to support $\text{PTaCL}_4^{\leq}$. Doing so enables us to retain the rich framework provided by XACML for ABAC (in terms of its languages for representing targets and requests) and its enforcement architecture (in terms of the policy enforcement, policy decision and policy administration points). Thus, we are able to propose an enhanced XACML framework within which any desired policy may be expressed. Moreover, the canonically completeness of $\text{PTaCL}_4^{\leq}$ means that the desired policy may be represented in simple terms by a policy author (in the form of a decision table) and automatically compiled into a PDP-readable equivalent policy.

In Section 6.4.1 we provided details of the algorithm for converting policy tables into a PDP-readable equivalent policy, and showed the time- and space-complexities are order $O(rc)$, where $r$ is the number of rows and $c$ is the number of columns. In the worst case scenario, $O(4^c)$ rows will be required for expressing policies, however in practice this is unlikely as rows which return $\bot$ may be omitted by design (as $\bot$ is the default policy decision). We commented on the ease in which our algorithm may be adapted for any canonically complete ABAC language, thereby facilitating the automatic construction of any arbitrary policy in any canonically complete language.

We defined a novel ABAC language AEPL in Chapter 7, which represents the accumulation of contributions made throughout this thesis, in terms of the expressive power, and ease of policy specification in ABAC languages. First, we defined attribute expressions, which provide greater control over how requests are evaluated, compared to XACML and PTaCL. Attribute expressions remove the unnecessary two layers of abstraction present in current ABAC languages, which exist in the form of targets and policies, by combining the two. We then specified policies as tables, in which the columns are indexed by attribute expressions. In doing so, we leverage all the previously discussed advantages of expressing policies in this manner, in terms of reducing the
number of policy misconfigurations and errors, and the ability to automatically compile policies.

Then, we compared XACML and PTaCL with AEPL, showing that AEPL provides more control over target evaluation than XACML and PTaCL. Furthermore, we showed how an XACML policy can be converted into a policy table. By representing XACML policies in tabular form, it becomes easier for a policy author to understand how policies will behave under each different result of target evaluation. Finally, we demonstrated the various applications of AEPL. We showed how complex policies can be constructed as tables, thus enabling a distributed method for building and evaluating enterprise-wide policies. We also showed how policy tables can be used in RBAC [1, 42] and ACLs for role and group assignments respectively, making these paradigms “attribute-aware”.

In this thesis we have addressed several issues in languages for attribute-based access control by examining the underlying connections with multi-valued logics. While existing ABAC languages leverage properties of multi-valued logics to achieve functional completeness, they do not utilise any of the other properties of multi-valued logics. Through the application of Jobe’s [24] concept of canonical completeness to ABAC languages, we have developed an extensible framework for specifying ABAC languages that are functionally complete, and permit a normal form. We believe that the results presented throughout this thesis have been encouraging, and address a number of concerns in the development and implementation of ABAC languages.

8.1 Future work

A general criticism that could be made of the work in this thesis is the lack of implementation of the theoretical material. Therefore, one priority for future work is the development of a custom XACML PDP, and development of software that implements some of the ideas presented in this thesis. We discuss this in more detail below. Another general criticism that may be levelled at this thesis is the absence of any usability studies to test the hypothesis that writing policies in a tabular manner is easier than writing tree-structured policies. In addition, Chapters 3 to 7 provide a number of opportunities for future research.

8.1.1 Development of a custom XACML PDP

As noted throughout Chapters 4, 6 and 7, an essential extension to our work is the development of a custom XACML policy decision point, that implements a set of custom combining algorithms (and later a custom decision set). We believe it is simple to modify the XACML syntax to support the operators from either PTaCL$_3$ or PTaCL$_4$. Indeed, we presented the encoding of $\bowtie_b$ and the
decision set \( \{0, 1, \perp, \top\} \) in XACML in Section 6.4. We also hope to modify an XACML PDP to support the evaluation of attribute expressions, allowing us to evaluate AEPL policies in the rich framework provided by XACML for attribute-based access control.

### 8.1.2 Software development

We plan to develop policy authoring software that provides a graphical user interface for policy authors, allowing them to specify attribute expressions or regular policies (found in PTaCL<sub>≤3</sub> or PTaCL<sub>≤4</sub>), and construct a table for the desired policy. This table will then be automatically converted into a machine-enforceable policy, using a version of the algorithm presented in Section 6.4.1. We also plan to support the methods for reducing the size of policy tables discussed in Section 7.2, allowing policy authors to directly encode deny- and permit-overrides in the policy table. Naturally, we hope to use a modified XACML PDP to evaluate the machine-enforceable policies produced by the policy authoring software.

There is also motivation to develop a tool which converts a policy expressed as a tree-structured policy into an equivalent policy table, much like the example in Section 7.3.4. This will help facilitate the smooth transition from XACML tree-structured policies to policies defined as tables.

### 8.1.3 Usability study

Throughout this thesis, we have assumed that expressing policies as tables is a more intuitive and simple method for constructing ABAC policies (compared to constructing policies in a bottom-up tree-structured manner in languages like XACML and PTaCL). While it is clear that understanding how policies will behave under each different result of target evaluation is easier in tabular form compared to policy trees (see, for example, Section 7.3.4), we still need to test the hypothesis for the construction of policies through a usability study.

Our vision of this study requires the participants to construct a policy presented in natural language, first as a tree-structured XACML policy, and then as a policy table in AEPL. We may then compare various elements such as (i) the ease with which the testers could construct each policy, (ii) whether the XACML and AEPL policy are equivalent, (iii) the “correctness” of each policy (how close they are to the described policy in natural language), and (iv) other metrics such as the time taken to construct each policy.

### 8.1.4 Other

In Chapters 4 and 6 we were not concerned with the specific type or scope of obligations, nor how they are handled by the system after policy evaluation. This is however an important aspect of obligations within authorization sys-
tems, and there has been extensive research into this area [22, 23, 28]. Future work could extend PTaCL$^<_3$ and PTaCL$^<_4$ to handle different types of obligations and model the behaviour that occurs after a decision-obligation pair has been returned to the PEP. Furthermore, when an error is encountered during evaluation, a set of decision-obligation pairs is returned. Thus, a method for handling sets of decision-obligations pairs will need to be defined for the PEP. Inspiration may be taken from work by Crampton and Huth [11], who use the idea of a resolution function when errors are encountered during policy evaluation.

We would like to revisit the idea of monotonicity [12] in targets and how this affects policy evaluation in ABAC languages. By definition, monotonicity is dependant on the ordering chosen for the decision set, and existing work by Crampton and Morisset [13] studies the effect of different orderings on monotonicity. We plan to extend this work and investigate how monotonicity of targets is affected by the use of a 4-valued lattice-ordered decision set, such as the ones discussed through this thesis.

Finally, Jobe identifies a number of equivalences (between formulae in the logic $J$) that may be applied to reduce the size of a normal form formula in $J$. We plan to investigate the relevance of these equivalences to authorization policies in PTaCL$^<_3$ in future work. We would also like to investigate whether these equivalences may be extended to the logic $L(4_k, \{-, \circ, \otimes_b\})$ and, more generally, to canonically complete $m$-valued logics.
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Appendix A

Code Listings

A.1 XACML operator brute-force combinations

Listing A.1 shows the Python code of the algorithm used to brute force the construction of all possible XACML binary operators, which have the general form $\diamond x \oplus \Delta y$ where $\diamond, \Delta \in \{-, +, \text{""} \}$ and $\oplus \in \{\text{do, po} \}$.

```python
print '0 a a b 1 1 d c c'

Binary = [0, 1, 2]

# 1 and bot col agree
a = b = c = d = 0
C = [0, a, a, b, 1, 1, d, c, c]
D = []
count = 0

for i in range(2):
    C[1] = Binary[i]
    C[2] = Binary[i]
    for j in range(2):
        for k in range(2):
            C[7] = Binary[k]
            C[8] = Binary[k]
            for l in range(2):
                C[6] = Binary[l]
                Temp = []
                Temp.extend(C)
                D.append(Temp)
                count = count + 1

for s in range(0, 3):
    print C[s],
print
for r in range(3, 6):
    print C[r],
print
for t in range(6, 9):
    print C[t],
print
print count
```
# 1 and bot row agree
a = b = c = d = 0
C = [0, a, b, c, 1, d, c, 1, d]
E = []
count = 0
for i in range(2):
    C[1] = Binary[i]
    for j in range(2):
        C[2] = Binary[j]
        for k in range(2):
            C[3] = Binary[k]
            C[6] = Binary[k]
            for l in range(2):
                C[5] = Binary[l]
                C[8] = Binary[l]
                count = count + 1
                Temp = []
                Temp.extend(C)
                E.append(Temp)
            for s in range(0,3):
                print C[s],
                print
            for r in range(3,6):
                print C[r],
                print
            for t in range(6,9):
                print C[t],
                print
        print
    print count

# 0 and bot col agree
a = b = c = d = 0
C = [0, a, 0, b, 1, b, c, d, c]
F = []
count = 0
for i in range(2):
    C[1] = Binary[i]
    for j in range(2):
        C[5] = Binary[j]
        for k in range(2):
            C[6] = Binary[k]
            C[8] = Binary[k]
            for l in range(2):
                C[7] = Binary[l]
                count = count + 1
                Temp = []
                Temp.extend(C)
                F.append(Temp)
            for s in range(0,3):
                print C[s],
                print
            for r in range(3,6):
                print C[r],
                print
            for t in range(6,9):
                print C[t],
                print
        print
print
print
print count

# 0 and bot row agree
a = b = c = d = 0
C = [0, a, b, c, 1, d, 0, a, b]
G = []
count = 0
for i in range(2):
    C[1] = Binary[i]
    C[7] = Binary[i]
    for j in range(2):
        C[2] = Binary[j]
        C[8] = Binary[j]
        for k in range(2):
            C[3] = Binary[k]
            for l in range(2):
                count = count + 1
                Temp = []
                Temp.extend(C)
                G.append(Temp)
for s in range(0, 3):
    print C[s],
    print
for r in range(3, 6):
    print C[r],
    print
for t in range(6, 9):
    print C[t],
    print
print
print

# Commutative Quasi Idem
a = b = c = d = 0
C = [0, a, b, a, 1, c, b, c, d]
H = []
count = 0
for i in range(2):
    C[1] = Binary[i]
    C[3] = Binary[i]
    for j in range(2):
        C[2] = Binary[j]
        for k in range(2):
            C[5] = Binary[k]
            C[7] = Binary[k]
            for l in range(3):
                C[8] = Binary[1]
                count = count + 1
                Temp = []
                Temp.extend(C)
                H.append(Temp)
for s in range(0, 3):
    print C[s],
    print
```python
for r in range(3,6):
    print C[r],
print
for t in range(6,9):
    print C[t],
print
print
print count

# a = [1, 2, 3, 4, 5]
# b = [9, 8, 7, 6, 5]
# print set(a) & set(b)

Superset = H + G + F + E + D
print Superset
print len(Superset)

# D E F G H
print
AllDuplicates = [x for x in D if x in E] + [x for x in D if x in F] + [x for x in D if x in G] + [x for x in D if x in H] + [x for x in E if x in F] + [x for x in E if x in G] + [x for x in E if x in H] + [x for x in F if x in G] + [x for x in F if x in H] + [x for x in G if x in H]
print AllDuplicates
print len(AllDuplicates)

UniqueDuplicates = []
for i in AllDuplicates:
    if i not in UniqueDuplicates:
        UniqueDuplicates.append(i)
print UniqueDuplicates
print len(UniqueDuplicates)
# s is the list of duplicates
# Superset is the complete list

DuplicatesRemoved = []
for i in Superset:
    if i not in UniqueDuplicates:
        DuplicatesRemoved.append(i)
print DuplicatesRemoved
print len(DuplicatesRemoved)
```

Listing A.1: Python code to generate policies
A.2 Automatic policy generation

Listing A.2 shows the Python code of the algorithm used to automatically convert arbitrary PTaCL\textsuperscript{\&} policies expressed as decision tables into an equivalent normal form expressed in terms of the operators \{-,\circ,\otimes_b\}.

```python
import numpy
import time

start = time.time()

# Functions

def UnarySelectionOpsToPolicyOps(selop, iterate):
    if selop == 'Sb_b':
        temp = 'd_\prime' + str(iterate) + '\minop (\udia\ucon d_\prime + str(\text{iterate} + 1))'\minop (\udia\ucon d_\prime + str(\text{iterate} + 1))'
    return temp

elif selop == 'S0_b':
    temp = 'd_\prime' + str(iterate) + '\minop (\udia\ucon d_\prime + str(\text{iterate} + 1))'\minop (\udia\ucon d_\prime + str(\text{iterate} + 1))'
    return temp

elif selop == 'S1_b':
    temp = 'd_\prime' + str(iterate) + '\minop (\udia\ucon d_\prime + str(\text{iterate} + 1))'\minop (\udia\ucon d_\prime + str(\text{iterate} + 1))'
    return temp

elif selop == 'St_b':
    temp = 'd_\prime' + str(iterate) + '\minop (\udia\ucon d_\prime + str(\text{iterate} + 1))'\minop (\udia\ucon d_\prime + str(\text{iterate} + 1))'
    return temp

elif selop == 'Sb_0':
    temp = 'd_\prime' + str(iterate) + '\minop (\udia d_\prime + str(\text{iterate} + 1))'\minop (\udia d_\prime + str(\text{iterate} + 1))'
    return temp

elif selop == 'S0_0':
    temp = 'd_\prime' + str(iterate) + '\minop (\udia \ucon d_\prime + str(\text{iterate} + 1))'\minop (\udia \ucon d_\prime + str(\text{iterate} + 1))'
    return temp

elif selop == 'S1_0':
    temp = 'd_\prime' + str(iterate) + '\minop (\udia \ucon d_\prime + str(\text{iterate} + 1))'\minop (\udia \ucon d_\prime + str(\text{iterate} + 1))'
    return temp

elif selop == 'St_0':
    temp = 'd_\prime' + str(iterate) + '\minop (\udia \ucon d_\prime + str(\text{iterate} + 1))'\minop (\udia \ucon d_\prime + str(\text{iterate} + 1))'
    return temp

elif selop == 'Sb_1':
    temp = 'd_\prime' + str(iterate) + '\minop (\udia \ucon d_\prime + str(\text{iterate} + 1))'\minop (\udia \ucon d_\prime + str(\text{iterate} + 1))'
    return temp

elif selop == 'S0_1':
    temp = 'd_\prime' + str(iterate) + '\minop (\udia \ucon d_\prime + str(\text{iterate} + 1))'\minop (\udia \ucon d_\prime + str(\text{iterate} + 1))'
    return temp

elif selop == 'S1_1':
    temp = 'd_\prime' + str(iterate) + '\minop (\udia \ucon d_\prime + str(\text{iterate} + 1))'\minop (\udia \ucon d_\prime + str(\text{iterate} + 1))'
    return temp
```

...
def convertNarySelectionOptoUnary2( selop ):
    temp = []
    SelectionOpLength = len(selop)
    for i in range(SelectionOpLength - 3):
        tempString = "S" + selop[i+1] + "\" + selop[-1]
        temp.append(tempString)
    return temp

def convertPolicyTableToSelctionOps( policy ):
    tempString = "\" + str(policy[i+1])
    tempSelop = tempString + "\" + str(policy[i+1][j])
    temp.append(tempSelop)
    tempString = "\" + str(policy[i+1][j+1])
    temp.append(tempSelop)
    return temp

# This function converts the numerical rows into selection operators
# This is the policy decision table we will convert into normal form
print PolicyArray = [['p.1', 'p.2', 'p.3', 'P'], ['t.', '0.', '1.', '0.'], ['b.', '0.', '1.', 't.'], ['0.', '1.', 'b.', '1.'], ['1.', '0.', 't.', 'b.'], ['t.', 'b.', 't.', 't.']] # Saving the Policy decision table into a txt file ready for input in latex numpy.savetxt("Policy_table_4_values.txt", PolicyArray, fmt='%s', delimiter=' & ', newline=' 
')

rows = len(PolicyArray)
cols = len(PolicyArray[0])

# Outputting the policy decision table print 'We are converting the following Policy Table into Selection Operators'
for i in range(rows):
    for j in range(cols):
        print PolicyArray[i][j],
print

print

# Converting the policy decision table into n-ary selection operators combined with \maxop
PolicyArrayAsSelectionOps = convertPolicyTableToSelectionOps(PolicyArray)
print 'This policy array is specified by the following combination of selection operators:'
tempStringSelop = '
for i in range(len(PolicyArrayAsSelectionOps)):
    if i == len(PolicyArrayAsSelectionOps) -1 :
        tempStringSelop = tempStringSelop + PolicyArrayAsSelectionOps[i]
    else:
        tempStringSelop = tempStringSelop + PolicyArrayAsSelectionOps[i] + '\maxop'
print tempStringSelop
print

# Converting each n-ary selection operator into their composition of unary selection operators
UnarySelectionOpsArray = []
for i in range(len(PolicyArrayAsSelectionOps)):
    temp = convertNarySelectionOptoUnary2(PolicyArrayAsSelectionOps[i])
    UnarySelectionOpsArray.append(temp)

temp1 = ''
temp2 = ''
for i in range(len(UnarySelectionOpsArray)):
    for j in range(len(UnarySelectionOpsArray[0])):
        if j == len(UnarySelectionOpsArray) -2 :
            temp1 = temp1 + UnarySelectionOpsArray[i][j]
        else:
            temp1 = temp1 + UnarySelectionOpsArray[i][j] + '\\minop'
        if i == len(UnarySelectionOpsArray) -1:
            temp2 = temp2 + '\Big(' + temp1 + '\Big) '\maxop'
        else:
            temp2 = temp2 + '\Big(' + temp1 + '\Big) \maxop'
temp1 = ''
print 'This can be expanded to an expression consisting of unary selection operators:'
print temp2
print

UnRows = len(UnarySelectionOpsArray)
UnCols = len(UnarySelectionOpsArray[0])

for i in range(UnRows):
    for j in range(UnCols):
        UnarySelectionOpsArray[i][j] = UnarySelectionOpsToPolicyOps(
            UnarySelectionOpsArray[i][j], j+1)

# print UnarySelectionOpsArray
# Converting each unary selection operator to their equivalent expression comprising of E_1, E_2 and \minop
# for i in range(UnRows):
#    UnarySelectionOpsArray[i] = ArrayOfSelectionOpsToPolicyOps(
#        UnarySelectionOpsArray[i], i)

print 'The result'
print UnarySelectionOpsArray

temp1 = ''
temp2 = ''
for i in range(len(UnarySelectionOpsArray)):
    for j in range(len(UnarySelectionOpsArray[0])):
        if j == len(UnarySelectionOpsArray) -1 :
            temp1 = temp1 + UnarySelectionOpsArray[i][j] + '\\minop'
        else:
            temp1 = temp1 + UnarySelectionOpsArray[i][j]
        if i == len(UnarySelectionOpsArray) -1:
            temp2 = temp2 + '\Big(' + temp1 + '\Big)' + '\maxop

        else:
            temp2 = temp2 + '\Big(' + temp1 + '\Big) \maxop

temp1 = ''
print 'Converting the unary selection operators to expressions comprising of E_1, E_2 and \minop: '
print temp2

# Saving the unary selection operators output in a text file ready for input into latex
with open('Unary_selection_operators_4_values.txt', 'w') as f:
    f.write(temp2)

print 'Blank Line'

end = time.time()
runtime = end - start
print 'Time to execute:' + str(runtime)

Listing A.2: Python code to generate policies