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ABSTRACT

Different contexts require us either to react immediately, or to delay (or suppress) a planned movement. Previous studies that aimed at decoding movement plans typically dissociated movement preparation and execution by means of delayed-movement paradigms. Here we asked whether these results can be generalized to the planning and execution of immediate movements. To directly compare delayed, non-delayed, and suppressed reaching and grasping movements, we used a slow event-related functional magnetic resonance imaging (fMRI) design. To examine how neural representations evolved throughout movement planning, execution, and suppression, we performed time-resolved multivariate pattern analysis (MVPA). During the planning phase, we were able to decode upcoming reaching and grasping movements in contralateral parietal and premotor areas. During the execution phase, we were able to decode movements in a widespread bilateral network of motor, premotor, and somatosensory areas. Moreover, we obtained significant decoding across delayed and non-delayed movement plans in contralateral primary motor cortex. Our results demonstrate the feasibility of time-resolved MVPA and provide new insights into the dynamics of the prehension network, suggesting early neural representations of movement plans in the primary motor cortex that are shared between delayed and non-delayed contexts.

Key words: delayed-movement paradigm; immediate movements; movement planning; prehension network; time-resolved fMRI-MVPA.
1. INTRODUCTION

Our actions vary with context. While certain situations demand an immediate response, others require to withhold movements until the right moment. Finally, some situations require getting prepared for, but then refraining from moving at all. How does the human brain exercise control on our actions in different contexts? Unlike motor reflexes, even relatively simple voluntary movements need to be prepared before they are executed (Haggard, 2005, 2008). Understanding how specific brain areas contribute to movement planning requires being able to dissociate planning-related from movement-related activity. To do so, previous monkey (Cisek and Kalaska, 2004, 2005, Churchland et al., 2006, 2010; Baumann et al., 2009; Hwang and Andersen, 2009; Fluet et al., 2010; Afshar et al., 2011; Cui and Andersen, 2011; Townsend et al., 2011) and human studies (e.g., Toni et al., 2001; Mars et al., 2008; Gallivan et al., 2011b; Ariani et al., 2015; Gertz and Fiehler, 2015) typically adopted delayed-movement paradigms in which arm or eye movements are planned and withheld in memory (often for several seconds, especially in human fMRI studies) before being released upon the presentation of a trigger cue. During planning delays, these studies revealed widespread cortical activation in a number of frontal (e.g., premotor, motor, and supplementary motor areas) and parietal (e.g., somatosensory and visuomotor areas) regions showing preferences for spatial target locations (Lindner et al., 2010; Pertzov et al., 2011), movement effectors (e.g., hand, eyes, foot; Heed et al., 2011; Leoné et al., 2014), different prehension movements (Raos, 2004; Verhagen et al., 2008, 2012, 2013) or sensory modalities (e.g., visual vs haptic; Beurze et al., 2009). More recently, a number of studies demonstrated that delay-related brain responses from the aforementioned parieto-frontal regions can be analyzed to predict several action-related parameters (e.g., effector choice, target location, movement direction, grip type) of upcoming prehension movements (for a review, Gallivan and Culham, 2015).

Memory-guided (i.e., delayed) and immediate (i.e., non-delayed) actions have been suggested to rely on areas of the ventral and dorsal visual streams, respectively (Hu et al., 1999; Goodale et al., 2004; Singhal et al., 2013; however see Himmelbach et al., 2009; Fiehler et al., 2011 for an opposing view). This raises the question whether results obtained from paradigms that typically use long planning delays (> 10 s) to separate planning and
execution can be generalized to the planning of immediate actions. Another possible limitation of the delayed-movement approach lies in the difficulty of disentangling processes co-occurring with movement planning (such as verbal working memory, sensory event anticipation, mind wandering, etc.) during the delay period. Similarly, Ames et al. (2014) argued that, during the delay, subjects are not only planning but also actively withholding a movement. To clarify the neuronal relationship between memory-guided and immediate movements and identify a neural correlate of early planning stages (e.g., selection of response parameters such as movement direction or amplitude) that is not contaminated by either delay- or execution-related processes, Ames et al. (2014) recorded from neurons in the dorsal premotor cortex (PMd) and primary motor cortex (M1) while macaques performed delayed and non-delayed reaching movements in separate blocks of trials. Corroborating previous results (Crammond and Kalaska, 2000), the authors found that responses of neuronal populations to the instruction cue of delayed movements and to the go cue of non-delayed movements (prior to movement onset) were highly similar across the delayed and non-delayed conditions. Following up on these results, we asked whether multivariate decoding of planned prehension movements obtained with a delayed-movement paradigm can be generalized to the preparation of immediate prehension movements in humans. To address this question, we carried out an fMRI experiment in which reaching or grasping movements were performed under three main conditions: (1) a delayed task, which included jittered delays between planning and execution (delayed go); (2) a non-delayed task, in which participants had to immediately execute the instructed movement without any additional delay (non-delayed go); and (3) a no-go task that was identical to the delayed task but ended with a no-go cue indicating to suppress the previously instructed movement (delayed no-go). The no-go task had the double function to further discourage movement anticipation, and to ensure that neural responses to movement planning were not always followed (and thus systematically contaminated) by movement execution. To better separate the sensory and motor contributions to movement planning, movements were performed without visual feedback of the target object, or the moving limbs (i.e., non visually-guided movements; for a similar approach see Fabbri et al., 2010, 2012, 2014; Ariani et al., 2015). Given the short temporal window for the planning of immediate movements, to test whether multi-voxel
patterns obtained during the planning phase of delayed movements show similarities with those obtained for non-delayed movements, we performed multivariate pattern analysis (MVPA) of fMRI data using a time-resolved approach (i.e., decoding separately for each acquired volume). To disambiguate the decoding of cues from the decoding of motor plans during cross-condition decoding (i.e., training a classifier on delayed movement planning and using independent data from non-delayed execution for testing, and vice versa), instructing cues were delivered in different sensory modalities for the delayed task (i.e., visual cues) and the non-delayed task (i.e., auditory cues). The combination of this method with our design allowed us to (1) examine the time course of movement decoding (i.e., how movement representations evolve throughout the planning phase in different regions of the human prehension system); (2) identify shared neural representations across delayed and non-delayed movement plans; (3) explore whether regions recruited during movement suppression (no-go task, after the no-go cue) carry information about the previously formed and then inhibited movement plans.
2. MATERIALS AND METHODS

2.1 Participants. We recruited twenty-four right-handed volunteers (11 males, 13 females; mean age: 28.21 years; age range: 18-38 years). All participants were neurologically intact and had either normal or corrected-to-normal vision. Participants gave written informed consent and were paid €30 for their participation. The experimental procedures were approved by the ethics committee of the University of Trento.

2.2 Setup. Visual stimuli were back-projected to a screen (frame rate: 60 Hz; screen resolution: 1280 x 1024 pixels) via a liquid crystal projector (OC EMP 7900, Epson Nagano, Japan). Participants viewed the screen binocularly through an angled mirror mounted on the head coil (Fig. 1 A). Auditory cues were delivered via standard MR-compatible headphones. Participants were scanned in a conventional fMRI configuration (i.e., lying horizontally, without tilting the head towards the body) and were required to maintain fixation (Fig. 1 A). This setup prevented uncontrolled visual feedback from the sight of their own limbs and the target object, or systematic eye movements towards limbs or the target object, while performing the task (Fabbri et al., 2014; Ariani et al., 2015). The workspace consisted of a transparent plexiglas board attached to the scanner bed at waist level (Fig. 1 A-B). We instructed participants to perform unimanual right-handed movements towards a custom-made target object placed on the workspace and located centrally with respect to the participant’s sagittal midline. While at rest, participants were instructed to keep their right hand closed in a fist relaxedly pressing the keys (home position) of a button box (Lumina LP 400, Cambridge Research Systems) attached to a custom-made belt around their waist. A microcontroller board (Arduino Uno) connected to the Lumina Controller positioned outside the magnet room was used to signal the release of the keys at movement onset. This time stamp was used to define and measure reaction times (RTs). To allow movements to be as comfortable as possible, the position of the workspace and the button box were adjusted individually to match each participant’s arm length (mean distance hand-object: 15.88 ± 2.25 cm). Head and trunk movements were minimized by stabilizing the head and the upper right arm with foam blocks and cushions. To control for task execution, we recorded each experimental session using an MR-compatible digital video camera (VP-D15i; Samsung Electronics) placed on a tripod in a corner of the
scanner room (outside the 0.5 mT line). Stimulus presentation, response collection, and synchronization with the scanner were controlled using ASF (Schwarzbach, 2011), based on the Matlab Psychtoolbox 3 for Windows (Brainard, 1997).

< Fig. 1, 2 columns >

2.3 Experimental design and timing. To compare delayed, non-delayed and suppressed movement plans, we used a slow event-related design with factors movement type (reach-to-touch, T; reach-to-grasp, G; Fig. 1 B) and task (delayed go, D; non-delayed go, ND; delayed no-go, NG; Fig. 1 C). Both factors were pseudo-randomized within each experimental run. A brief change in brightness of the grey fixation cross (alert cue, 500 ms) informed participants about the beginning of each trial and an upcoming cue. Importantly, the alert cue was always the same and presented before each trial type and thus was not informative with respect to any task or movement type. Its purpose was simply to keep participants engaged in the task throughout the experiment. In the delayed task (Fig. 1 C, top row), the alert cue was immediately followed by a change in color of the fixation cross (color cue, 500 ms) instructing which of the two movements to prepare (e.g., green fixation cross = reach-to-touch; yellow fixation cross = reach-to-grasp). We asked participants to start preparing for the instructed movement right after the presentation of the color cue (planning phase), and then to wait until the appearance of the go cue (darkening of the fixation cross) to execute the movement. A variable delay of 8 to 14 seconds (in steps of the TR, 2 s) preceded the go cue. In each run, for tasks with a delay (i.e., delayed go and delayed no-go), each delay duration (i.e., 8 s, 10 s, 12 s, 14 s) preceded each factorial combination of movement type and task four times (i.e., 2 movement types x 2 delayed tasks x 4 delay durations = 16 delayed trials per run). The go cue was presented for 2s, ensuring enough time to start and complete the instructed movement to the target object (execution phase). Participants were instructed to react as soon as the go cue appeared, but also encouraged to prioritize accuracy over speed. After movement completion, participants had to keep their hand on the target object until the fixation cross returned to the initial grey color (go-back cue), and then to return to the home position (see Setup). The reason for a go-back cue was to ensure that the timing of the return
movement was comparable across participants. In the non-delayed task (Fig. 1 C, middle row), following the alert cue, an auditory cue (‘beep’, 300 ms) presented simultaneous to the go cue (darkening of the fixation) indicated which movement to perform (high-pitch sound, 650 Hz = reach-to-touch; low-pitch sound, 250 Hz = reach-to-grasp). For this task participants, were asked to prepare and execute movements immediately (i.e., no delay between auditory instruction and go cue), and to remain on the target object until the go-back cue. Finally, during no-go trials (Fig. 1 C, bottom row), the delay (planning phase) was followed by a no-go cue (a red fixation cross, 500 ms), indicating to withhold the previously instructed movement and to remain as still as possible at the home position while waiting for the next trial to start. To keep participants focused throughout the experiment and to prevent psychological effects of task habituation or event anticipation with increasing number of trials, we included a small proportion of catch trials (~15%, 4 per run, 2 per movement) for the delayed task only, in which the delay duration was sensibly shorter (from 2 s to 6 s, in steps of 2 s, randomly sampled from a geometric distribution with \( p = 0.3 \)). We subsequently excluded these trials from successive analyses. Each run started and ended with 12 s rest and contained 4 repetitions per factorial combination of movement type x task, plus catch trials (i.e., \( 24 + 4 = 28 \) trials per run; \( 280 \) trials per participant). The stimulus-response (S-R) mapping between cues (i.e., colors and sounds) and movements were counterbalanced across participants. Trial randomization and inter-trial-interval (ITI) jittering was determined using Optseq2 (Greve, 2002; available online at: http://surfer.nmr.mgh.harvard.edu/optseq).

Each experimental session consisted of: training outside the MR scanner and setup preparation (~25 min), structural scan (~5 min), main experiment (10 functional runs, ~7 min each), for a total of ~100 min per participant. At the end of the session, participants filled out a post-session questionnaire to judge their wakefulness/concentration during the experiment, and any strategies they may have used during each of the tasks.

2.4 Data acquisition. Functional and structural data were collected using a 4T Bruker MedSpec Biospin MR scanner and an 8-channel birdcage head coil. Functional images were acquired with a T2*-weighted gradient-recalled echo-planar imaging (EPI) sequence.

Acquisition parameters were a TR (time to repeat) of 2000 ms; voxel resolution, 3 x 3 x 3
mm$^3$; TE (time to echo), 28 ms; flip angle (FA), 73°; field of view (FOV), 192 x 192 mm$^2$; gap size, 0.45 mm. We used 30 slices, acquired in ascending interleaved order, slightly tilted to run approximately parallel to the calcarine sulcus. The number of volumes acquired in the main experiment for each functional run varied according to the length of variable delay periods (range: 190-200 volumes). Before each functional run, we performed an additional brief scan to measure the point-spread function (PSF) of the acquired sequence, which served to correct distortion to be expected with high-field imaging (Zaitsev et al., 2004). To be able to coregister the low-resolution functional images to a high-resolution anatomical scan, we acquired a T1-weighted anatomical scan (magnetization-prepared rapid-acquisition gradient echo; TR: 2700 ms; voxel resolution: 1 x 1 x 1 mm$^3$; TE: 4.18 ms; FA: 7°; FOV: 256 x 224 mm$^2$; 176 slices; generalized autocalibrating partially parallel acquisition with an acceleration factor of 2; inversion time: 1020 ms).

2.5 Data analysis.

2.5.1 Behavior. Reaction times (RTs) were measured as the time to release the response buttons (see Setup) with respect to the go cue. Video recordings of the experimental sessions were analyzed offline to ensure that participants had performed the movements correctly. Trials were considered errors either when performed incorrectly (i.e., imprecise hand preshaping; temporal anticipation: RT < 100 ms; reaction time timeout: RT > 1500 ms) or when participants executed a movement that was different from the one instructed by the visual or auditory cues. Error trials were excluded from all successive analyses.

2.5.2 fMRI preprocessing. Data were preprocessed and analyzed using BrainVoyager QX 2.8.0 (BrainInnovation, Maastricht, The Netherlands) in combination with the NeuroElf v1.0 toolbox and custom software written in Matlab R2012b (MathWorks, Natick, MA, U.S.A.). To correct for distortions in geometry and intensity in the echo planar imaging (EPI) images, we applied distortion correction on the basis of the PSF (see Data acquisition; Zeng & Constable, 2002). To avoid T1 saturation, we discarded the first 4 volumes of each run. The first volume of the first functional run of each participant was aligned to the high-resolution anatomy (6 rigid-body transformation parameters). Next, we performed 3D motion correction (trilinear
interpolation for estimation and sinc interpolation for resampling) using the first volume of the
first run of each participant as reference, followed by slice timing correction (ascending
interleaved even-odd order) and high-pass temporal filtering (3 cycles per run). Spatial
smoothing was applied with a Gaussian kernel of 3 mm full-width half maximum (FWHM) for
univariate and multivariate analyses. For successive group analysis, both functional and
anatomical data were transformed into Talairach space, using trilinear interpolation.

2.5.3 Brain segmentation and surface mesh reconstruction. We used BrainVoyager to
reconstruct individual surface meshes for each hemisphere of each subject along the border
between grey and white matter. Next, separately for the left and right hemisphere, we
combined the individual reconstructions of folded surfaces of all participants (N = 24) using
cortex-based alignment as implemented in BrainVoyager QX 2.8.0. Group-aligned left and
right hemisphere meshes were used to display statistical maps resulting from both uni- and
multivariate second-level analyses.

2.5.4 Univariate RFX-GLM analysis. To examine the blood-oxygen level-dependent (BOLD)
response during the three tasks, we ran a group random-effects (RFX) general linear model
(GLM) analysis (N = 24; Supplementary Fig. 1). We created predictors for each factorial
combination of movement type x task. Additionally, for tasks with a delay (i.e., delayed go and
delayed no-go), we used separate predictors for movement planning (time-locked to the
instructing cue) and movement execution/suppression (time-locked to the go/no-go cue). This
resulted in a total of 10 predictors of interest: delayed planning/execution of touch/grasp (4),
no-go planning/suppression of touch/grasp (4), non-delayed execution of touch/grasp (2).
Each predictor was modeled with a standard duration of 1 s and convolved with the canonical
hemodynamic response function (HRF). In addition, catch trials, error trials (collapsed across
movement type, task, and phase [planning/execution]; i.e. one single error predictor) and 3D
motion correction parameters (x, y, z translation and rotation) were included in the model as
nuisance regressors. To identify brain regions involved in the preparation of prehension
movements irrespective of whether the movement plan was subsequently executed or not we
contrasted the planning phase of both go and no-go trials (collapsed across the two
movement types) against baseline (Supplementary Fig. 1 A). Similarly, to identify brain
regions recruited during movement planning and execution, we contrasted the execution
phase in the non-delayed task (collapsed across both movement types) against baseline
(Supplementary Fig. 1 B). Finally, to examine whether any brain regions responded more
strongly during no-go in comparison to go trials, we computed the contrast delayed no-go vs
delayed go trials (Supplementary Fig. 1 C). The resulting volumetric statistical maps were
corrected for multiple comparisons using Threshold Free Cluster Enhancement (TFCE,
corrected $p < 0.05$, using Montecarlo permutations with 10,000 iterations) as implemented in
the CoSMoMVPA v1.1 toolbox for Matlab/GNU Octave (Oosterhof et al., 2016), and projected
on the group-averaged surface mesh for visualization purposes.

2.5.5 ROI definition. We defined regions of interest (ROIs) on the basis of a combination of
anatomical and functional criteria using a similar procedure as in Ariani et al. (2015). First, on
the group-averaged surface mesh we manually outlined bilateral ROIs around anatomical
landmarks known to be involved in the planning and execution of prehension movements
(Fig. 2), using the following anatomical criteria:

- **Dorsolateral prefrontal cortex (dlPFC):** on the anterior portion of the middle frontal
gyrus, around Brodmann area (BA) 46 (Badre & D'Esposito, 2009);
- **Ventral premotor cortex (PMv):** slightly inferior and posterior to the junction of the
inferior frontal sulcus and the precentral sulcus (Gallivan et al., 2011a);
- **Dorsal premotor cortex (PMd):** at the junction of the superior frontal sulcus and the
precentral sulcus;
- **Supplementary motor area (SMA):** on the medial wall of the superior frontal gyrus,
  anterior to the medial end of the central sulcus, posterior to the vertical projection of
  the anterior commissure;
- **Primary motor cortex (M1):** around the hand knob area in the anterior bank of the
  central sulcus;
- **Anterior intraparietal sulcus (aIPS):** on the anterior segment of the intraparietal
  sulcus, at the junction with the postcentral sulcus;
Superior parietal lobule (SPL): the middle portion of the superior parietal lobule, superior to the IPS and posterior to the postcentral sulcus;

Superior parieto-occipital cortex (SPOC): the posterior portion of the superior parietal lobule (Brodmann area 7b), located medially, superior to the IPS and anterior to the parieto-occipital sulcus (Scheperjans et al., 2008; Gallivan et al., 2011b);

Lateral occipito-temporal cortex (LOTC): covering the posterior middle temporal gyrus (pMTG), inferior to the superior temporal sulcus (STS) and anterior to the lateral occipital sulcus (LOS) (Lingnau and Downing, 2015).

Next, we projected these marked patches from the surface back to the volume. Within each, we looked for individual peak voxels resulting from the single-subject GLM contrasts [planning + execution > baseline], computed as described above. Finally, we defined individual ROIs, separately for each participant, as spheres (10 mm radius, ~230 voxels) centered around each individual peak voxel (for Talairach coordinates of individual ROIs, see Table 1).

Table 1. TAL coordinates (x, y, z rounded mean and standard deviation across participants) of individual peak voxels for the regions of interest (ROIs) identified by the group contrast [delayed planning + non-delayed execution > baseline].

<table>
<thead>
<tr>
<th>Region</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>SD x</th>
<th>SD y</th>
<th>SD z</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-diPFC</td>
<td>-34</td>
<td>33</td>
<td>32</td>
<td>4.7</td>
<td>4.1</td>
<td>3.5</td>
</tr>
<tr>
<td>R-diPFC</td>
<td>31</td>
<td>35</td>
<td>32</td>
<td>3.1</td>
<td>3.8</td>
<td>3.6</td>
</tr>
<tr>
<td>L-PMv</td>
<td>-44</td>
<td>1</td>
<td>30</td>
<td>4.6</td>
<td>2.8</td>
<td>3.6</td>
</tr>
<tr>
<td>R-PMv</td>
<td>40</td>
<td>2</td>
<td>33</td>
<td>4.2</td>
<td>2.4</td>
<td>2.3</td>
</tr>
<tr>
<td>L-PMd</td>
<td>-27</td>
<td>-11</td>
<td>52</td>
<td>3.9</td>
<td>3.1</td>
<td>4.0</td>
</tr>
<tr>
<td>R-PMd</td>
<td>27</td>
<td>-10</td>
<td>52</td>
<td>3.2</td>
<td>4.0</td>
<td>4.7</td>
</tr>
<tr>
<td>L-SMA</td>
<td>-4</td>
<td>-11</td>
<td>53</td>
<td>1.0</td>
<td>3.5</td>
<td>2.9</td>
</tr>
<tr>
<td>R-SMA</td>
<td>6</td>
<td>-5</td>
<td>52</td>
<td>2.3</td>
<td>2.8</td>
<td>2.6</td>
</tr>
<tr>
<td>L-M1</td>
<td>-33</td>
<td>-24</td>
<td>50</td>
<td>2.3</td>
<td>2.9</td>
<td>1.9</td>
</tr>
<tr>
<td>R-M1</td>
<td>35</td>
<td>-22</td>
<td>50</td>
<td>2.8</td>
<td>3.1</td>
<td>2.3</td>
</tr>
<tr>
<td>L-aIPS</td>
<td>-39</td>
<td>-35</td>
<td>38</td>
<td>3.5</td>
<td>3.5</td>
<td>2.3</td>
</tr>
</tbody>
</table>
Abbreviations: L-, left hemisphere; R-, right hemisphere; dlPFC, dorsolateral prefrontal cortex; PMv, ventral premotor cortex; PMd, dorsal premotor cortex; SMA, supplementary motor area; M1, primary motor cortex; aIPS, anterior intraparietal sulcus; SPL, superior parietal lobule; SPOC, superior parieto-occipital cortex; LOTC, lateral occipito-temporal cortex.

2.5.6 Time-resolved ROI-MVPA. To track the temporal unfolding of decoding of movement type for different brain regions and tasks, we used a time-resolved decoding approach (Fig. 3; Soon et al., 2008; Bode and Haynes, 2009; Harrison and Tong, 2009; Linden et al., 2012; Gallivan et al., 2013c) for both ROI- and searchlight-based MVPA. The ROI analysis (Fig. 4-6) was intended to examine previously reported regions known to play a role during planning and execution of prehension movements. The whole-brain searchlight analysis (Supplementary Fig. 2-3) was carried out to prevent missing potentially important regions not covered in the ROI analysis. Both analyses were performed in volume space and projected on group-aligned surface reconstructions for visualization purposes. To implement the time-resolved ROI-MVPA we repeated the following steps separately for each run of each participant and ROI (Fig. 3). First, for each voxel included in the ROI, we normalized the raw volume time-course (VTC) by subtracting the mean across all volumes. Next, for each factorial combination of movement type x task, we extracted K volumes starting from the onset of the condition (e.g., K = 5 volumes for delayed planning), separately for each run and participant (Fig. 3 A). For the planning phase in the delayed task and the cross-condition decoding, we selected 5 volumes from the onset of the instructing cue. The reason for this choice was that all delayed trials had a minimum delay of at least 8 s (see 2.3 Experimental design and timing). Therefore the planning and execution of the same trial would not begin to
overlap at least until vol. 5 for trials with a 8 s delay, until vol. 6 for trials with a 10 s delay,
until vol. 7 for trials with a 12 s delay, and until vol. 8 for trials with a 14 s delay. For the
execution phase of both delayed and non-delayed tasks, and for the suppression in the no-go
task, we selected 7 volumes to show the full development of decoding time course. For each
classification pair (e.g., reach-to-touch vs reach-to-grasp, within the planning phase) this
procedure resulted in a dataset matrix of samples [volumes (e.g., 5) x movement types (2) x
runs (10)] x features [voxels in the ROI (~230)] for each participant, task and ROI (Fig. 3 B).
In each matrix, the rows constituted the different multi-voxel patterns of fMRI data for each
volume of each run for each movement type; the columns constituted data for each voxel in
the ROI, from multiple volumes, movement types, and runs. Classification accuracies were
computed separately for each volume (i.e., movements (2) x runs (10) = 20 patterns) using a
leave-one-run-out cross-validation method (Fig. 3 C): a regularized linear discriminant
analysis (LDA) classifier was trained on 18 patterns (2 movements x 9 runs) and tested on the
data from the remaining run (2 patterns, one per movement type). The LDA classifier was
regularized by adding to the covariance matrix the identity matrix scaled by one percent of the
mean of the diagonal of the covariance matrix. Training and testing was repeated for 10
iterations, using all possible combinations of train and test runs. The average across these 10
iterations constituted the mean classification accuracy of the two movements per participant
per ROI (Fig. 3 D). To test for representations of planned movements across the delayed and
non-delayed conditions, we carried out cross-condition decoding: we trained the classifier on
discriminating between reaching and grasping in one task (e.g., delayed planning) and tested
the performance of the classifier to distinguish between reaching and grasping in the other
task (e.g., non-delayed execution), and vice versa. Results from the two cross-condition
decoding analyses were successively averaged to produce one score per cross-condition
decoding. To assess statistical significance of the decoding accuracy, separately for each
ROI, we performed one-sample t-tests on decoding accuracies across participants against
chance decoding (50%) at each time-point. We ensured that chance level was 50% even after
excluding error trials by balancing the cross-validation scheme such that for each fold, the
training and test set consisted of the same number of patterns for each movement type.
Statistical results were corrected for multiple comparisons (number of ROIs x time-points)
using TFCE ($p < 0.05$, 10,000 iterations) as implemented in CoSMoMVPA v1.1 (Oosterhof et al., 2016). Note that using BOLD time-course data as input for the classifier (e.g., instead of beta-weights or $t$-values coming from a first-level GLM analysis) made our findings less dependent on assumptions about the shape of the hemodynamic response function (HRF).

2.5.7 Time-resolved searchlight-based MVPA. Decoding procedures for the exploratory time-resolved whole-brain searchlight analysis in the volume were nearly identical to the ones used for the ROI analysis. The main difference was that we used a spherical searchlight (~250 voxels) approach applied to each voxel of the entire brain instead of predefined ROIs; decoding results for each searchlight were assigned to the central voxel. Resulting group mean decoding accuracy maps at each time-point were then projected onto the group-aligned cortical surface mesh (see section 2.5.3 Brain segmentation and surface mesh reconstruction) for visualization purposes (Supplementary Fig. 2-3, top rows). To identify voxels where classification was significantly greater than chance (50%) we performed a two-tailed one-sample $t$-test across individual whole-brain maps. Statistical $t$-maps were then corrected for multiple comparisons using TFCE (1000 iterations) as implemented in CoSMoMVPA (Oosterhof et al., 2016). Moreover, for descriptive purposes, we thresholded the uncorrected $t$-maps at $t = 2$ and marked significant clusters that survived TFCE correction with black outlines (Supplementary Fig. 2-3, bottom rows). Cluster-based TFCE was carried out using a neighborhood in which clusters could form along the spatial dimensions (i.e., voxels sharing an edge) but not along the temporal dimension (i.e., the neighborhood along the temporal dimension is a singleton neighborhood, and every feature is only neighbor to itself). This means that inferences about significance can be made at the single volume level along the temporal dimension (i.e. whether decoding is above chance at a specific time point, but not whether decoding at volume N is greater than at volume N-1). Regarding the spatial dimension, inferences about significance can be made at the level of clusters of voxels or ROIs, but not at the single voxel level. We created whole-brain $t$-maps and decoding accuracy
maps at each time-point, separately for the three tasks (within-condition decoding), and for the decoding across delayed planning and non-delayed execution (cross-condition decoding).
3. RESULTS

3.1 Behavior. Participants responded substantially faster in the delayed (660.48 ± 11.54 ms) compared to the non-delayed task (905.54 ± 12.83; t(23) = -9.58, p < 0.0001), suggesting a benefit of having time to prepare during the delay/planning phase. Error rates were low and comparable for the delayed (7.39% ± 1.48) and the non-delayed task (6.25% ± 1.55; signed-rank z(23) = 0.78, p = 0.43), possibly reflecting successful training before the scanning session and the participants’ focus on accuracy over speed. In the no-go task participants made an average of 0.42% ± 0.18 false start errors (i.e., go cue anticipation).

3.2 fMRI.

3.2.1 Univariate RFX-GLM analysis. We used a univariate RFX-GLM analysis to identify brain regions recruited during movement planning, execution and suppression (for details, see Materials and Methods, section 2.5.4 Univariate RFX-GLM analysis). First, the contrast [delayed planning > baseline] (Supplementary Fig. 1 A) revealed a widespread bilateral network of frontal, parietal and temporal regions, in line with previous studies (Gallivan et al., 2011a, 2011b; Brandi et al., 2014; Leoné et al., 2014; Ariani et al., 2015; Gertz and Fiehler, 2015). Second, the contrast [non-delayed execution > baseline] (Supplementary Fig. 1 B) revealed a network of areas comparable to that involved in movement planning. As expected, in comparison to the statistical map resulting from the contrast [delayed planning > baseline], the statistical map resulting from the contrast [non-delayed execution > baseline] was more widespread and showed considerably stronger effects in primary motor and auditory areas (likely due to the auditory cues instructing which movement to perform in this task). Third, the contrast [delayed no-go > delayed go] (Supplementary Fig. 1 C) did not reveal any areas that survived TFCE. As expected, the reverse contrast [delayed go > delayed no-go] showed a widespread network of areas comparable to those recruited during movement planning and execution.

To define a set of group ROIs in areas known to be recruited during movement planning and execution for the time-resolved within- and cross-condition decoding analysis, we computed the contrast [delayed planning + non-delayed execution > baseline] (Fig. 2). Note that we chose this contrast to prevent biasing the decoding analysis towards planning- or execution-
related areas, which is relevant in particular for the cross-decoding analysis. At the same time, this contrast does not introduce any bias towards one of the two movement types (or the contrast between the two) and thus prevents circular analysis (Kriegeskorte et al., 2009). On the basis of this contrast, we selected 18 bilateral frontal, parietal and temporal ROIs individually for each participant (see section 2.5.5 ROI definition and Table 1): left and right dorsolateral prefrontal cortex (dLPFC); left and right ventral premotor cortex (PMv); left and right dorsal premotor cortex (PMd), left and right supplementary motor area (SMA); left and right primary motor cortex (M1); left and right anterior intraparietal sulcus (aIPS); left and right superior parietal lobule (SPL); left and right superior parieto-occipital cortex (SPOC); left and right lateral occipito-temporal cortex (LOTC).

3.2.2 Time-resolved ROI-MVPA. To examine the temporal unfolding of movement decoding for the different tasks in selected brain regions we ran the ROI-MVPA with a time-resolved approach (i.e., classification performed separately at each acquired volume, starting from the onset of an event) (Fig. 4-6). For each ROI in Fig. 4-6, the overlapping line plots represent the classification accuracy to distinguish between reach-to-touch and reach-to-grasp movements (expressed in percentage correct) at each time-point for the different conditions. On the left column, the x-axis is time-locked to the onset of the visual/auditory instructing cue (0-2 s/vol. 1). The yellow line refers to decoding of movement type for delayed planning (collapsed across go and no-go trials), the bright green line to decoding of movement type for non-delayed execution and the blue line to the decoding of movement type across conditions with and without a delay (i.e., training the classifier on delayed planning using non-delayed execution for testing, and vice versa). On the right column, the x-axis is time-locked to the go/no-go cue (0-2 s/vol. 1). The dark green line refers to decoding for delayed execution, and the red line to decoding for delayed suppression (i.e., after the no-go cue). The bright green line is identical to the one presented in the left column and serves for ease of comparison between decoding results across conditions. Fig. 4 shows the results in bilateral frontal motor regions, Fig. 5 in bilateral parietal sensorimotor regions, and Fig. 6 in bilateral fronto-temporal ventral stream regions. During the planning phase of delayed trials (i.e., yellow line plots) we observed significant decoding of movement type in L-PMd at 4-6 s (vol. 3; Fig. 4), L-aIPS at
2-4 s (vol. 2; Fig. 5), and L-SPL at 8-10 s (vol. 5; Fig. 5). Results for delayed and non-delayed execution (i.e., dark and bright green line plots) were very similar: significant decoding started as early as 4-6 s (vol. 3) and continued until as late as 10-12 s (vol. 6) in bilateral M1, PMd, SMA, and aIPS. For the no-go task (i.e., red line plots) we observed some trends in L-PMd at 2-4 s (vol. 2), L-SMA at 2-6 s (vol. 2-3), and L-dIPFC at 2-4 s (vol. 2), but none of these survived correction for multiple comparisons. Regarding shared representations across delayed and non-delayed movement plans (i.e., blue line plots), we were able to decode movement types across delay conditions at 2-4 s (vol. 2) in L-M1.

3.2.3 Time-resolved searchlight-MVPA. The time-resolved searchlight-based MVPA (Supplementary Fig. 2-3) was intended to provide a whole-brain overview of regions discriminating between reach-to-touch and reach-to-grasp movements, including regions not specifically covered by the ROI analysis. Given the number of voxels in the brain, multiple comparison correction is a known limiting factor for power in searchlight analyses (Etzel et al., 2013; Stelzer et al., 2013; Ariani et al., 2015). However, despite overall weaker results, decoding trends were largely in line with those observed in the ROIs.
4. DISCUSSION

To examine how movement representations evolve throughout different stages of planning, execution, and suppression, we compared three tasks in which movements were (1) planned, withheld, and then executed (delayed go task); (2) planned and immediately executed (non-delayed go task); or (3) planned, withheld, and then suppressed (delayed no-go task). We found transient representations of movement plans in parieto-frontal regions and shared representations across delayed and immediate movement plans in human M1. In the following, we discuss the main findings in more detail.

4.1 Shared early neural representations for delayed and non-delayed movement plans

We obtained significant cross-condition decoding between delayed planning and non-delayed execution in the left primary motor cortex at 2-4 s (vol. 2; Fig. 4). In other words, during early stages of movement planning, representations of reach-to-touch and reach-to-grasp movements are similar to the representations obtained during early stages of immediate movement execution (i.e., movements that are not preceded by a delay). Admittedly, our experiment was not designed to disentangle whether these representations reflect a more abstract level of movement planning (e.g., goals and intentions) or a more concrete level of movement programming (e.g., muscle force or joint angles). Rather, we argue that they constitute a common thread for planned movements that do not depend on the presence of a delay. Early neuropsychology and behavioral evidence suggested distinct cortical pathways for memory-driven and immediate actions (Hu et al., 1999; Milner et al., 2001, 2003; Goodale et al., 2004; Rossit et al., 2010; but see, Himmelbach and Karnath, 2005; Franz et al., 2009; Hesse and Franz, 2009; Himmelbach et al., 2009; Fiehler et al., 2011). In highlighting a convergence between delayed and non-delayed movement plans (at the level of neural representations), our data are in line with results by Fiehler et al. (2011), which demonstrated that overlapping clusters of voxels in human primary motor cortex and dorsal premotor cortex are recruited during the planning phase and immediate execution of grasping movements. Our findings also extend the results by Crammond and Kalaska (2000) and Ames et al. (2014), which show that macaque primary motor cortex contains neural representations of planned movements that are shared across delayed and non-delayed contexts, to the early
phases of delayed planning and immediate execution in human primary motor cortex. In humans, brain responses to movement execution are generally much stronger than those obtained during planning delays (Gallivan et al., 2011b; Ariani et al., 2015). The fact that we failed to obtain significant cross-condition decoding between delayed planning and immediate execution in most regions and at most time points in the presence of within-condition decoding suggests that also the corresponding multi-voxel activity patterns tend to differ.

Churchland, Shenoy, and colleagues were the first to point out a non-trivial relationship between preparatory and movement-related activity (Churchland et al., 2010; Shenoy et al., 2013; Kaufman et al., 2014), showing low correlations between the two at least at the level of neuronal populations. More recently, Elsayed et al. (2016) found that at the level of neuronal populations in monkey M1 and PMd patterns of responses for preparatory and movement computations were qualitatively different. Yet, preparatory activity patterns could be used to predict the upcoming movement activity patterns, just before movement onset. To resolve the apparent controversy the authors hypothesized the existence of different but tightly linked computations: a short temporal overlap between preparatory and movement activities would allow the state of the neuronal population to transition from preparation to execution (Elsayed et al., 2016). In line with this view, the time-resolved MVPA approach used in the current study revealed shared representations between early stages of delayed planning and immediate execution, i.e., before brain activity begins to diverge both in terms of overall activation and activity patterns.

One potential reservation could be that cross-condition decoding is driven by the sensory properties of the instructing cues (e.g., stimulus-response mapping). However, since we chose different modalities for instruction cues in the delayed (visual) and the non-delayed (auditory) task, we consider this explanation unlikely, unless one assumes that primary motor cortex contains multi-modal (audio-visual) representations of sensory stimuli. Another potential reservation when interpreting the significant cross-condition decoding in L-M1 at 2-4 s (vol. 2) derives from the fact that for the within-condition decoding (delayed planning, non-delayed execution) we obtained trends in the searchlight analysis (Supplementary Fig. 2B, vol. 2), but no effects that survived correction for multiple comparisons in the ROI analysis (Fig. 4, upper left panel). A possible explanation for this seeming discrepancy is the fact that
more trials can be used for training and testing the classifier for cross-decoding (i.e., train on all delayed planning trials, and test on all non-delayed trials, and vice versa), whereas within-condition decoding has to rely on half of the trials (e.g., train and test on delayed planning trials only). Moreover, it is worth mentioning that several previous studies reported similar observations, i.e., stronger cross-condition decoding than within-condition decoding (Gallivan et al., 2011b, 2013; Oosterhof et al., 2012; Ariani et al., 2015).

4.2 Planning vs stimulus-response (S-R) mapping
Extending previous reports that used more conventional MVPA (Gallivan et al., 2011a, 2013; Ariani et al., 2015), we obtained significant decoding of hand movements during delayed planning in premotor (L-PMd) and parietal (L-aIPS) cortex, using time-resolved MVPA (Fig. 4-5). One might argue that these results could be partially driven by decoding of (1) the instructing color cues or (2) the S-R mapping rather than movement planning. However, first, our regions of interest are not part of the inferior temporal neural networks typically associated with color perception, or knowledge about colors (Martin et al., 1995; Simmons et al., 2007); second, we recently compared internally and externally triggered movements and found, both in L-PMd and L-aIPS, representations of planned hand movements that generalized across the two conditions and thus did not depend on any specific instruction cue (Ariani et al., 2015). In agreement with previous studies (Cavina-Pratesi, 2006; Hartstra et al., 2012), this suggests that representations in dorsal premotor and anterior intraparietal regions are indeed driven by movement planning rather than by S-R mapping.

4.3 The role of visual feedback
The lack of within-condition decoding for planned movement types in visual or visuomotor areas such as LOTC, SPOC, and PMv might seem surprising given recent reports by Gallivan and colleagues (Gallivan et al., 2013a, 2013c, 2015). This discrepancy might stem from the role of visual feedback in decoding movement plans. In contrast to the studies by Gallivan et al. (2013a, 2013c, 2015), participants in the current study had no direct viewing of the target object, or their own hands, throughout the entire experimental session. We explicitly chose to use non-visualy guided actions in the attempt to disentangle visual and motor components
during movement planning. It is possible that the decoding of movement plans in areas such as LOTC, SPOC and PMv, which are known to contain visually driven neuronal populations, require sight of the movement, the object, or both. An alternative, non mutually exclusive, possibility is that the lack of decoding is related to limitations intrinsic to the method used here. For example, BOLD time-course data (sampled every TR) are a more variable estimate of the brain signal than beta-weights estimated for the entire duration of an event (collapsing across TRs). When using BOLD time-course data as input for the classifier, this variability might result in less robust decoding than conventional MVPA that is based on beta weights. This highlights the important trade-off between temporal resolution (time-resolved MVPA) and robustness of results (conventional MVPA).

4.4 Movement planning: sustained or transient neural process?

Significant time-resolved decoding appeared early within the planning delay (vol. 2 and vol. 3) and only lasted for one volume. This seems to suggest transient neural representations of movement plans in parieto-frontal regions, at least at the level of multivariate movement decoding (as opposed to univariate signal amplitude). Previous studies using delayed movements (Toni et al., 2001; Curtis et al., 2004; Lindner et al., 2010; Chapman et al., 2011; Gallivan et al., 2011b) suggested that planning is a sustained neural process that begins with an instructing cue and persists throughout the entire delay until the trigger cue. We consider it likely that the nature of the planning-related activity during the delay (transient vs sustained) varies as a function of the task demands (Mauritz and Wise, 1986). Studies with long, fixed planning delays could elicit a more sustained brain response, whereas studies with short, jittered delays could evoke a more transient response. Further studies, possibly using time-resolved decoding, are required to directly test these predictions.

4.5 Unspecific suppression of movement plans

Despite not being the main focus of this study, our design enabled us to also examine neural representations of suppressed movement plans. One possible outcome was that information about planned movements in multi-voxel patterns of fMRI activity is still present after a No-Go cue, meaning that some brain regions are involved in suppressing specific movement plans
(i.e., that these inhibitory signals are movement specific). An alternative possibility was that, regardless of the preceding movement plan, the No-Go cue would trigger unspecific suppression, similarly for different movement types, thus not allowing their decoding.

Despite some trends in L-diPFC (vol. 2), L-PMd (vol. 2) and L-SMA (vol. 2-3), we failed to obtain significant decoding of suppressed movement plans at any time-point or ROI (Fig. 4-6). This outcome would be compatible with the view of unspecific suppression of movement plans, although null effects are hard to interpret. For instance, it could be that, due to poor spatio-temporal resolution, fMRI is not suitable for answering this research question (Dubois et al., 2015). Furthermore, the lack of significant decoding could be due to a statistical power issue intrinsic to time-resolved MVPA (i.e., decoding at separate time-points, thus inflating the number of comparisons that have to be corrected for).

Another possibility, one might argue, is that participants were not actively planning during No-Go trials, and thus had nothing to subsequently suppress. It should be noted, however, that the order of conditions within each run was pseudo-randomized. Since Go and No-Go trials were indistinguishable until the trigger cue appeared, participants could not know in advance whether or not they were in a No-Go trial (i.e., whether they would be later asked to suppress the planned movement or not). Thus, if the null-effect during movement suppression was due to a lack of planning in No-Go trials, then we should also have been unable to decode upcoming movements during the delay period of Go trials, which was not the case.

4.6 Conclusions and future directions

In agreement with previous work in non-human primates, we provided evidence for early shared representations between delayed and non-delayed movement plans in human primary motor cortex. Our findings were made possible by a time-resolved decoding approach that allowed us to examine the unfolding of movement representations across different stages of movement planning and generation, suggesting planning as a more transient process than previously hypothesized. Having demonstrated the general feasibility of this approach, we hope that this method will stimulate future research on the neural dynamics of the humanprehension network.
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FIGURE CAPTIONS

Figure 1. Experimental setup, design, and timing. A. View of the setup from the side. Unimanual right-handed movements were performed towards a target object mounted on a plexiglas workspace positioned at waist level. The wooden graspable object was composed of two small cuboids glued to each other (2 x 2 x 1 cm and 7 x 7 x 2 cm). Participants lied horizontally and maintained fixation on a screen that was visible binocularly through a mirror attached to the head coil (line of sight illustrated by black dashed line). This setup prevented visual feedback from the target object, or the participants’ own movements (see also Ariani et al., 2015). B. Screenshots from video recordings to illustrate movement types. Whenever at rest participants were required to keep their right hand in the home position (closed in a fist and pressing the response buttons, left panel; see also A). The two movement types were reach-to-touch (no hand preshaping, central panel) and reach-to-grasp (whole-hand grip, right panel). C. Task types with respective trial timing. Every trial began with a brief flashing of the fixation cross (alert cue, 500 ms). In the delayed task a color cue (500 ms) instructed which of the two movements to prepare. Stimulus-response mappings (lower right corner) were counterbalanced across participants. Visual cues were followed by a jittered planning delay (2-14 s = delayed trials 8-14 s + catch trials 2-6 s) after which a go cue (dark fixation) prompted participants to perform the instructed movement (execution phase, 2 s). The reappearance of the grey fixation signaled to return to the home position and wait for the next trial (ITI 2-10 s, determined by Optseq2). In the non-delayed task the movement to perform was instructed via auditory cues (upward arrow = high-pitch sound; downward arrow = low-pitch sound) and there was no planning delay (i.e., sound simultaneous to the go cue). The no-go task was identical to the delayed task but, instead of the go cue, the fixation would briefly turn red (500 ms, no-go cue), indicating to suppress the previously planned movement. Both task and movement types were pseudorandomized within each functional run.

Figure 2. Regions of interest (ROIs). Black circles represent approximate locations of group-defined ROIs involved in movement generation. Actual ROIs used in the ROI-MVPA were defined, individually for each participant, as spheres (10mm radius) around individual peak voxels coming from single-subject statistical maps of the univariate contrast [delayed planning + non-delayed execution > baseline] (collapsing across movement types). For additional details, see Materials and Methods section and Table 1. All the other figure conventions are the same as in Supplementary Fig. 1.

Figure 3. Illustration of time-resolved ROI-MVPA procedures (hypothetical data). A. Normalized volume time-course (VTC) of the BOLD signal (arbitrary units) for one voxel of an example ROI, in one run of an example participant. For each trial of each example condition (e.g., Reach plan, green; Grasp plan, blue) we selected 5 volumes (e.g., for the planning of delayed task) starting from the onset of the condition. B. Dataset matrix of samples (volumes x movements x runs) x features (N voxels in the ROI). C. Leave-one-run-out cross-validation on multi-voxel patterns of fMRI data for the first volume of each condition (vol. 1). The training dataset (e.g., runs 1 to 9) was used to define a linear decision boundary in the feature space. The independent test dataset (run 10) was used for classification, whose outcome could only be binary (i.e., either 100%, or 0% correct). This procedure was repeated for 10 iterations, using all possible combinations of train and test runs. D. Mean decoding accuracy of the two conditions for each volume from cue onset resulting from the average of all cross-validation iterations. Given the binary nature of each classification outcome, the chance level was set at
Figure 4. Time-resolved ROI-MVPA in bilateral frontal motor regions. Mean percentage decoding accuracy of movements at each time-point (TR = 2 s) in selected ROIs (for details see Supplementary Figure 2 and Table 1). For each ROI, line plots on the left panel are time-locked to the onset of the visual instructing cue in the delayed task (D Plan, yellow), the auditory instructing cue in the non-delayed task (ND Exe, bright green), or both instructing/go audio-visual cues for the cross-condition decoding (Cross D-ND, blue). On the right panel, line plots are time-locked to the onset of the go cue for the delayed execution (D Exe, dark green) and the non-delayed execution (ND Exe, bright green), or the onset of the no-go cue for the no-go task (D No-Go, red). Please note that the bright green line is identical for the two sides of the line plot and was intended to facilitate direct comparison across conditions. Error bars represent within-subject standard error of the mean (SEM). Statistical significance was assessed via one-sample t-tests against 50% chance (grey horizontal line in each ROI plot) at each time-point separately. Results were corrected for multiple comparisons (number of time-points x number of ROIs) using TFCE (asterisk = uncorrected $p < 0.05$; star = TFCE corrected at $p < 0.05$).

Figure 5. Time-resolved ROI-MVPA in bilateral parietal sensorimotor regions. Legend and figure conventions are the same as in Fig. 4.

Figure 6. Time-resolved ROI-MVPA in bilateral fronto-temporal ventral stream regions. Legend and figure conventions are the same as in Fig. 4.
SUPPLEMENTARY MATERIAL

< Supplementary Fig. 1 >

Supplementary Figure 1. Univariate RFX-GLM analysis (N = 24). A. Univariate contrast [delayed planning > baseline], collapsing across movement types and go/no-go trials. B. Univariate contrast [non-delayed execution > baseline], collapsing across movement types. C. Univariate contrast [delayed no-go > delayed go], collapsing across movement types. All statistical group-maps were corrected for multiple comparisons using Threshold Free Cluster Enhancement (TFCE) as implemented in CoSMoMVPA (Oosterhof et al., 2016), thresholded at p < 0.05 and projected on the group-aligned inflated surface mesh for visualization purposes. White lines on the surface meshes denote main sulci as landmarks (see legend at the bottom of the figure).

< Supplementary Fig. 2 >

Supplementary Figure 2. Time-resolved whole-brain searchlight-MVPA for delayed and non-delayed tasks. Decoding procedures were identical to the ones used for the ROI-MVPA except for the use of a spherical searchlight (~250 voxels) approach (see Materials and Methods). Group (N = 24) mean decoding accuracy (in %, top) and uncorrected t-scores (bottom) whole-brain maps projected on the group-averaged surface mesh are shown at each time-point for within-condition decoding (A, B) and cross-condition decoding (C). Accuracy maps, intended for descriptive purposes only, have different accuracy ranges across conditions. All t-maps are thresholded at t = 2. Clusters surviving TFCE correction for multiple comparisons (p < 0.05) are outlined in black. White lines on the surface meshes denote main sulci (same as in Supplementary Figures 1-2). A. Delayed Planning. Whole-brain maps are time-locked to the onset of the visual instructing cue (0-2 s/vol. 1). Due to jittered planning delays the earliest possible go or no-go signal was after 8 seconds (4 volumes). B. Non-delayed execution. Whole-brain maps are time-locked to the auditory instructing/go cue (0-2 s/vol. 1). C. Cross-condition decoding. Whole-brain maps are time-locked to both visual (for delayed planning) and auditory (for non-delayed execution) cues (0-2 s/vol. 1).

< Supplementary Fig. 3 >

Supplementary Figure 3. Time-resolved whole-brain searchlight-MVPA for delayed and no-go tasks. All figure conventions are the same as in Supplementary Figure 2. A. Delayed execution. Whole-brain maps are time-locked to the onset of the Go cue (0-2 s/vol. 1) for delayed trials only. B. Delayed suppression. Whole-brain maps are time-locked to the onset of the No-Go cue (0-2 s/vol. 1).
A

[Diagram of experimental setup with labels: target object, head coil mirror, line of sight, screen, home position, etc.]

B

[Image showing rest/home position, reach-to-touch, reach-to-grasp with annotations: screen, head coil mirror, target, hand in a fist pressing buttons, hidden finger tips, visible finger tips, buttons.]

C

Delayed Go

<table>
<thead>
<tr>
<th>Alert</th>
<th>Cue</th>
<th>Planning</th>
<th>Go</th>
<th>Execution</th>
<th>Back</th>
<th>ITI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.5 s</td>
<td></td>
<td>2-14 s</td>
<td>2 s</td>
<td>2-10 s</td>
</tr>
</tbody>
</table>

Non-delayed Go

<table>
<thead>
<tr>
<th>Alert</th>
<th>Cue/Go</th>
<th>Execution</th>
<th>Back</th>
<th>ITI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.5 s</td>
<td>2 s</td>
<td>2-10 s</td>
</tr>
</tbody>
</table>

Delayed No-Go

<table>
<thead>
<tr>
<th>Alert</th>
<th>Cue</th>
<th>Planning</th>
<th>No-Go</th>
<th>ITI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.5 s</td>
<td>2-14 s</td>
<td>2-10 s</td>
</tr>
</tbody>
</table>

S-R mappings

- [Image showing mappings for reach-to-touch and reach-to-grasp with icons plus or minus and sound symbols]
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Volume time course (VTC), voxel 1, run 1, subject 1

B

Features (voxels in ROI)
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Leave-one-run-out cross-validation
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Reach plan

Grasp plan
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run 4
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LDA classifier (decision boundary)

Repeat for all possible iterations across runs

Average results from all iterations and repeat analysis for each volume

Mean decoding accuracy (%) vs Volumes from cue
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