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Abstract

Venn Machine is a recently developed machine learning framework for reliable probabilistic prediction of the labels for new examples. This work proposes a way to extend Venn machine to the framework known as Learning Under Privileged Information: some additional features are available for a part of the training set, and are missing for the example being predicted. We suggest obtaining use from this information by making a transfer where taxonomy is the core detail of Venn Machine framework so that the transfer is done from the examples with additional information to the examples without additional information.
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1. Introduction

A general task of supervised machine learning is to predict the label (classifier) for a new object with a feature vector based on the labels of the previous feature vectors.

Venn machine for reliable probabilistic prediction valid under weak (i.i.d. or exchangeability) assumptions was presented in the book (1). It is linked to the underlying method by its code parameter called taxonomy. A useful modification of Venn framework called Venn-Abers machine was developed in (3). It allows to create a taxonomy directly from any underlying machine learning algorithm which outputs probabilities or scores.

The practical advantage of Venn machines over standard probabilistic methods was shown in (2). Based on an underlying method, Venn framework rearranges probabilistic outputs so that they become valid in weaker assumptions.

The topic of this work is to get use of additional information that is available only for some of the training objects, within Venn framework. This is related to the problem of missing values and to Vapnik’s Learning Under Privileged Information Paradigm observed in (4). The principal point is that this additional information is not available for the testing example $x$ as well. This reflects a practical situation when this part of information is expensive: one has time to collect it for the training data, but not for the testing examples as they arrive on-line. The works on LUPI paradigms show that additional information may be a useful ‘hint’ to increase the speed of learning.

In the current work we do not assume that additional information is available for all training examples. In many realistic scenarios the training set can contain examples both with and without these additional features.
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Some preliminary modification of conformal framework for this problem was presented in (5). It considered all hypotheses about the values of additional feature as possible. But there was no attempt to summarise the knowledge obtainable from the additional information.

The work (4) also contains a new interpretation of Learning Under Privileged Information, called knowledge transfer, when some elements of knowledge are extracted from the feature space extended with privileged information and then transferred to the primary feature space.

In this work we make another kind of transfer applied to the Venn reliable probabilistic framework. As mentioned above, the core detail of Venn machine is a taxonomy, which usually links Venn framework to the underlying (usually probabilistic) method of prediction. Once the taxonomies are assigned to the examples with additional info, we try to transfer them to all the rest examples.

This work is also influenced by Inductive Venn Machine framework (6). This approach for quickness divides the data set into two parts: a proper training set used as an external background base of defining taxonomies, and the calibration set which examples are considered comparable to testing ones. It appears that the examples with additional information may be put into an analogue of the proper training set.

The plan of the paper is following. In Sections 2 and 3 we recall the notions related to Venn machines, and what exactly is meant by taxonomy transfer. In Section 4 we develop experimental check. Section 5 is the conclusion part.

2. Machine learning background

2.1. Venn Machines and taxonomies

Following (3), we consider examples \( z = (x, y) \) that consist of objects \( x \in X \) and the labels \( y \in Y \), where \( X \) is a measurable set (usually a vector space) and \( Y \) is the label space. In this work we consider for simplicity only the binary case \( Y = \{0, 1\} \).

A Venn taxonomy \( T \) is a measurable function that assigns an equivalence relation on a set \( \{z_1, \ldots, z_n\} \) of examples, typically dividing it into a relatively small number of categories.

A Venn predictor is completely defined by the taxonomy relation as a parameter. The prediction algorithm inputs a training set \( \{z_1, \ldots, z_l\} \) where \( z_i \in X \times Y \), and an unlabelled testing example \( x \in X \), and outputs a pair \((p_0, p_1)\). It is calculated as follows.

\[
p_y = \frac{\text{card}\{i = 1, \ldots, l + 1 : t_i = t_{l+1}, y_i = 1\}}{\text{card}\{i = 1, \ldots, l + 1 : t_i = t_{l+1}\}}
\]

where \( t_1, \ldots, t_{l+1} \) are numbers of categories to which the examples \( z_1, \ldots, z_l, (x, y) \) belong after applying the Venn taxonomy.

The meaning of \( p_0 \) and \( p_1 \) is lower and upper estimates of probability that the label of \( x \) is 1. The prediction of \( y \) itself is 1 if \( p_0 + p_1 > 1 \) and 0 otherwise, while \( p_0 \) and \( p_1 \) reflect its reliability.

The validity of this output as a probabilistic one is shown in the work (3).
2.2. Defining taxonomies

The taxonomy is a way to link Venn framework with an underlying machine learning method. We will illustrate this on the example of Nearest Neighbours.

Assume that a metric (distance function) \( d \) is defined on the space \( X \). For each \( i \), all the examples \( x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n \) can be sorted by the distance to this example. Let us select \( k \) first examples (neighbours of \( x_i \)) and look at the empirical distribution of their labels. Among then there may be at least 0 and at most \( k \) examples with label \( y_j = 1 \), and the average of them \( p_i \) can be understood as an estimate of local conditional density of \( y \) in the area around \( x_i \).

As far as \( p_i \) is discrete, its possible values range from 0 to 1 with step \( 1/k \); it is possible to use \( p_i \) directly as the taxonomy value \( t_i \). But it is known that for the effectiveness on Venn Machine, the number of categories (different values of the taxonomy function) should not be too large. Venn-Abers method presented in details in (3) allows to make an automatic regulation of the number of taxonomies. In this version of the framework, \( t_i \) is a monotonic function of \( p_i \). It is constructed in such a way that conditional empirical probability of \( y_i \) given \( t_i \) is strictly increasing. This usually leads to a smaller number of categories than \( k + 1 \).

3. Algorithms

3.1. Idea of taxonomy transfer

Assume now that some additional information \( h_j \) is available for some of the examples \( z_j \) is addition to their main feature vector \( x_j \) and label \( y_j \). How to use it for the prediction of the label \( y \) for a new example \( x \), assuming that \( h \) is not available for this example as well?

It is desirable to use as more features as possible for the initial taxonomy design. Therefore Venn machine is first applied to the subset of example with additional information, and a category is assigned to each of them.

As for the rest of the examples, we calculate transferred taxonomies for them. Each of examples without additional info is assigned the same category as its first nearest neighbour amongst the examples with additional info.

Strictly saying, putting together the extended and transferred taxonomies violates the definition of Venn Machine. The solution of this problem, hinted by Inductive Venn Prediction (6), is to consider all the examples with additional info just as an auxiliary set.

Let us now summarize this as a formal plan.

3.2. Algorithm of taxonomy transfer

- **INPUT:** labelled examples \( z_1, \ldots, z_l \) without additional information: \( z_j = (x_i, y_i) \).

- **INPUT:** a testing unlabelled example \( x \).

- **INPUT:** auxiliary examples supplied with additional information are \((x'_j, h'_j, y'_j)\) with their own numeration \( j = 1, \ldots, m \).

Denote extended feature vectors \( \tilde{x}_j = (x'_j, h'_j) \).
INPUT: an underlying method of probabilistic predictions, applicable to the labelled extended feature vectors \( z = (\tilde{x}, y) \)

Find the corresponding Venn-Abers taxonomy function \( T_1 \) corresponding to the underlying method:

\( T_1 \) inputs the examples \( (\tilde{x}_1, y'_1), \ldots, (\tilde{x}_m, y'_m) \) and outputs their categories \( t'_1, \ldots, t'_m \).

Define the second taxonomy function \( T_2 \) which inputs \( (z_1, \ldots, z_l, (x_{l+1}, y)) \) and outputs \( t_i = t'_{j} \)

where \( x'_j \) is the nearest neighbour of \( x_i \) amongst \( x'_1, \ldots, x'_m \).

Run Venn machine with taxonomy function \( T_2 \) on \( z_1, \ldots, z_l, x \)

OUTPUT probabilistic prediction of \( x \)'s label \( y \).

4. Experimental validation

For our experiments we generate a special artificial example of data set. Let there be \( 2N \) examples with two possible labels (0 and 1) and two dimensions of a feature vector. Assume that for \( N \) first data examples only the first feature is available, while for \( N \) remaining examples there are both features.

We will use the data in the mode of leave-one-out cross-validation. Assume that the task is to predict the label of the example number \( i \) \((1 \leq i \leq N)\), using the labels of all the rest examples \((1, \ldots, i-1, i+1, \ldots, 2N)\) and all their available features.

We compare two principal alternatives:

1. To ignore the privileged information and to use only the features available for all \( 2N \) examples.

2. To try to get use of all the available features.

In the first case the application of a machine learning method may be straightforward. We use Venn-Abers version recommended in (3). To get use of additional info, we apply the plan from Section 3.2 as follows.

- Using the second group of \( N \) examples which have the additional info, we construct a Venn-Abers taxonomy using both main and additional features. The taxonomy is based on \( k \)-Nearest-Neighbours underlying method. After this stage, each of the examples \( N + 1, \ldots, 2N \) is assigned one of \( K \) taxonomies.

- The taxonomy is extended (transferred) to the examples \( 1, \ldots, N \) according to 1-nearest-neighbour rule.

- Leave-one-out prediction on examples \( 1, \ldots, N \) is done using Venn machine with this transferred taxonomy.

If the accuracy increases from the case when the additional info was just ignored, we can conclude that the additional information helped the learning.

In addition we may note that although the second alternative is based on more information, it is actually quicker to run, due to a trick similar to one used in Inductive Venn Machines (6).
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Figure 1: Artificial data example. The first axis represents the main feature $x$, the second is for the piece $h$ of additional information. Two classes are shown as crosses and circles.

4.1. Data generation

The data is generated randomly as follows. Each of $2N$ examples $(x_i, h_i)$ is generated by standard two-dimensional normal distribution $N(0,1)$. The additional feature $h_i$ is hidden (never used for prediction training) for the examples $1, \ldots, N$.

The label is calculated by formula

$$y_i = \mod(\text{round}(x_i) + \text{round}(h_i), 2).$$

This way we model a case when the separation of two classes is easy with both the features but very hard with only one of them.

A typical result of this generation can be seen on Fig. 4.1.

4.2. Baseline experimental setting: no privileged info

For probabilistic prediction we use Venn-Abers algorithm (3) constructed on the base of $k$ Nearest Neighbours underlying method with $k = 20$.

For the baseline experimental setting, we train on as much examples as possible. They all are assigned equal roles wherever the additional information is available for them or not.
We apply it in leave-one-out mode. For the needs of further comparison we test it only on $N$ first data examples. However, each of them being trained on training set of size $2N - 1$.

In this part of the experiment, all the examples are used but the distances for $k$-NN method are calculated using only the main feature $x$.

4.3. Extended taxonomy generation and transfer

In proper setting we also start with Venn-Abers machine, but do not make any predictions, the only aim is to assign categories $t_{N+1}, \ldots, t_{2N}$ to the examples $x_{N+1}, \ldots, x_{2N}$.

We also use underlying $k$-Nearest-Neighbours method with $k = 20$.

The next step is to create taxonomies $t_1, \ldots, t_N$ for the examples $x_1, \ldots, x_N$. This is done by simple 1 Nearest Neighbour method: each example $x_i$ is assigned the same taxonomy as its nearest neighbour amongst the examples $x_{N+1}, \ldots, x_{2N}$.

The number of neighbours is set to 1, because using $k > 1$ nearest neighbours would lead to undesirable change of relative sizes of categories.

The distance is calculated based only on the main feature $x_i$.

The result of this transfer does not depend on the order of the examples $x_1, \ldots, x_N$ therefore it is valid as a taxonomy for Venn machine.

Note that the taxonomy as well does not depend on labels $y_1, \ldots, y_N$ of the examples $x_1, \ldots, x_N$, so there is no need to calculate it more than once.

After the transfer is made, it remains to apply Venn Machine for the examples $x_1, \ldots, x_N$ which is done in leave-one-out mode.

4.4. Comparative evaluation results

We try different data size. For example, $N = 25$ means that there 25 training/testing examples without additional information and 25 extra examples extended by additional info. All the predictions are finally made for the first $N$ examples. When prediction is made without additional information, each prediction is based on the training set of size $2N - 1$. If additional information is used, then second $N$ examples are put into the auxiliary set, so the size of training set for a final prediction is $N - 1$.

All the results are averaged over 1,000 random generations of the data. Table 1 contains the following results for each size $N$. First, averaged accuracy of Venn machine applied without and with using privileged information. By accuracy we mean percentage of correctness within the prediction made by the simplified rule: an example’s predicted label is 1 if $p_0 + p_1 > 1$ i.e. average of lower and upper bounds is closer to 1 than to 0. All these accuracies are around 0.5.

A more interesting result is presented in the last column, it reflects the number of random data seeds (of 1000) for which the accuracy increases after using additional information. It appeared that for any considered size this chance of improvement is between $55 - 62\%$. This improvement is significant: the probability to get more than 550 of 1000 improvements by chance is less than 0.0007.
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<table>
<thead>
<tr>
<th>N (examples)</th>
<th>av.accuracy without add.info</th>
<th>av.accuracy with add.info</th>
<th>improvements</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.4679</td>
<td>0.5032</td>
<td>551/1000</td>
</tr>
<tr>
<td>50</td>
<td>0.4777</td>
<td>0.5014</td>
<td>568/1000</td>
</tr>
<tr>
<td>75</td>
<td>0.4863</td>
<td>0.5009</td>
<td>572/1000</td>
</tr>
<tr>
<td>100</td>
<td>0.4880</td>
<td>0.4957</td>
<td>583/1000</td>
</tr>
<tr>
<td>125</td>
<td>0.4917</td>
<td>0.4969</td>
<td>577/1000</td>
</tr>
<tr>
<td>150</td>
<td>0.4912</td>
<td>0.4974</td>
<td>604/1000</td>
</tr>
<tr>
<td>175</td>
<td>0.4905</td>
<td>0.5021</td>
<td>606/1000</td>
</tr>
<tr>
<td>200</td>
<td>0.4949</td>
<td>0.4983</td>
<td>566/1000</td>
</tr>
<tr>
<td>225</td>
<td>0.4953</td>
<td>0.5028</td>
<td>612/1000</td>
</tr>
<tr>
<td>250</td>
<td>0.4966</td>
<td>0.4948</td>
<td>586/1000</td>
</tr>
<tr>
<td>275</td>
<td>0.4919</td>
<td>0.4945</td>
<td>590/1000</td>
</tr>
<tr>
<td>300</td>
<td>0.4912</td>
<td>0.4957</td>
<td>592/1000</td>
</tr>
<tr>
<td>325</td>
<td>0.4942</td>
<td>0.4965</td>
<td>595/1000</td>
</tr>
<tr>
<td>350</td>
<td>0.4944</td>
<td>0.5000</td>
<td>597/1000</td>
</tr>
<tr>
<td>375</td>
<td>0.5005</td>
<td>0.5001</td>
<td>588/1000</td>
</tr>
<tr>
<td>400</td>
<td>0.4959</td>
<td>0.5055</td>
<td>623/1000</td>
</tr>
</tbody>
</table>

Table 1: Evaluation

5. Conclusion and discussion

In this work we have shown a way to combine reliable probabilistic prediction given by Venn machine and using additional information that is partially available for the data used in machine learning.

A promising direction to place the contribution of the additional info appeared to be the stage of taxonomy calculation, which is a sort of heuristic element in the Venn machine framework.

The experimental part was done on an artificial example, which emulates the case when the additional information is very valuable. However, in real applications it can be put on some scale of importance, between being very useful and being noisy/redundant. There is much space for further work to determine in which real data applications the gain from using the additional information is the largest.

In this work we used well-known Nearest Neighbours underlying algorithm because of its simplicity. In the future it may be interesting to get taxonomies from decision trees and other algorithms.

Another question is how this idea may be reflected for the problem of missing values that complements the privileged information statements: some features are available for the testing example but hidden for a part of the training set. In such case taxonomy transfer would be alternative for two possible 'baselines': ignoring incomplete features and also ignoring incomplete examples.
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