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Abstract

The aim of this thesis is to study which polynomials appear as minimal polynomials of integer symmetric matrices. It has been known for a long time that to be the minimal polynomial of a rational symmetric matrix it is necessary and sufficient that the polynomial is monic, separable and has only real roots. It was conjectured by Estes and Guralnick that the equivalent conditions should hold for integer symmetric matrices.

We present counterexamples to Estes–Guralnick’s conjecture for every degree strictly larger than five. In the process, we construct Salem numbers of trace $-2$ for every even degree strictly larger than 22. Furthermore, we settle the Schur–Siegel–Smyth trace problem for polynomials that appear as minimal polynomials of integer symmetric matrices or integer oscillatory matrices.
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Notation

We fix the following notation:

\[ \mathbb{C} = \text{complex numbers} \]
\[ \mathbb{R} = \text{real numbers} \]
\[ \mathbb{R}_+ = \text{positive real numbers} \]
\[ \mathbb{Q} = \text{rational numbers} \]
\[ \mathbb{Z} = \text{rational integers} \]
\[ \mathbb{Z}_+ = \text{positive rational integers} \]
\[ \mathcal{O} = \text{a commutative ring} \]
\[ \text{Mat}(\mathcal{O}) = \text{the set of square matrices over } \mathcal{O} \]
\[ \text{Mat}(n, \mathcal{O}) = \text{the set of } n \times n \text{ matrices over } \mathcal{O} \]
\[ \text{Sym}(\mathcal{O}) = \text{the set of symmetric matrices over } \mathcal{O} \]
\[ \text{Sym}(n, \mathcal{O}) = \text{the set of } n \times n \text{ symmetric matrices over } \mathcal{O} \]
\[ I_n = \text{the identity matrix of order } n \]
\[ O = \text{the zero matrix} \]
\[ \text{Tr}(A) = \text{the trace of a matrix } A \]
\[ A^t = \text{the transpose of a matrix } A \]
\[ \chi_A(x) = \text{the characteristic polynomial of a matrix } A \]
\[ \text{diag}(\cdots) = \text{a diagonal matrix} \]
\[ \text{deg}(f(x)) = \text{the degree of a polynomial } f(x) \]
\[ \mid = \text{the restriction of a function} \]
\[ |X| = \text{the cardinality of a set } X. \]
Chapter 1

Introduction

1.1 An overview

Our starting point is an old question (1933) of Lehmer:

**Question 1.1.1.** [68] Let $\epsilon > 0$. Does there exist a monic $f \in \mathbb{Z}[x]$ such that the absolute value of the product of the roots of $f$ that lie outside of the unit circle, lies between 1 and $1 + \epsilon$?

This question was motivated by the search for large prime numbers. In particular, Lehmer was interested in primes dividing the function

$$\Delta_n(f) = \prod_{i=1}^{r}(\alpha_i^n - 1),$$

where $f \in \mathbb{Z}[x]$ is an irreducible monic polynomial of degree $r$, with roots $\alpha_1, \ldots, \alpha_r$. By picking $f = x - 2$, we observe that this method generalises the search of Mersenne primes.

**Definition 1.1.2.** Let $f = a_0 \prod_{i=1}^{n}(x - \alpha_i) \in \mathbb{Z}[x]$. Then the **Mahler measure** of $f$ is defined as $M(f) := |a_0| \prod_{i=1}^{n} \max(1, |\alpha_i|)$.

Notice that the Mahler measure respects multiplication, i.e. $M(fg) = M(f)M(g)$ for $f, g \in \mathbb{Z}[x]$. A cyclotomic polynomial is a monic integer polynomial such that all its roots are roots of unity (see Chapter 4). The following is a well known result of Kronecker:
Theorem 1.1.3. [65] Let \( f \in \mathbb{Z}[x] \) and \( f \neq 0 \). Then \( M(f) = 1 \) if and only if \( f \) is a cyclotomic polynomial.

Thus in the light of Lehmer’s question there exists the following conjecture:

Conjecture 1.1.4 (Lehmer’s conjecture). There exists \( \epsilon > 0 \) such that for all \( f \in \mathbb{Z}[x] \) if \( M(f) < 1 + \epsilon \) then \( M(f) = 1 \).

Over the past 70 years some progress has been achieved in the pursuit of settling this conjecture. Many special cases of Lehmer’s conjecture have been proved [101]. One of the best general bounds for the Mahler measure of a polynomial was given by Dobrowolski:

Theorem 1.1.5. [30] Let \( f \in \mathbb{Z}[x] \) be a nonzero monic polynomial of degree \( n \). If

\[
M(f) \leq 1 + \frac{1}{1200} \left( \frac{\log \log n}{\log n} \right)^3
\]

then \( M(f) = 1 \).

The smallest known Mahler measure of a monic integer polynomial is \( \lambda_0 = M(L) = 1.17628\ldots \), where

\[
L(x) = x^{10} + x^9 - x^7 - x^6 - x^5 - x^4 - x^3 + x + 1,
\]

which sometimes is known as Lehmer’s polynomial. All but two roots of this polynomial are on the unit circle. For any such polynomial we can define the polynomial \( g \in \mathbb{Z}[x] \) such that \( f(x) = x^{\deg(g)}g \left( x + \frac{1}{x} \right) \) (see Proposition 4.1.5). We say that \( f \) is the associated reciprocal polynomial of \( g \). All roots of the polynomial \( g \) are real; moreover all but one is in the interval \([-2, 2]\). For example, Lehmer’s polynomial is the associated reciprocal polynomial of

\[
x^5 + x^4 - 5x^3 - 5x^2 + 4x + 3.
\]

Accordingly we shall depart from the general statement of Lehmer’s conjecture and focus our attention to the monic integer polynomials with all real roots
and their corresponding associated reciprocal polynomials. The central result motivating this deviation is the following theorem due to McKee and Smyth:

**Theorem 1.1.6.** [80] Let $S$ be an integer symmetric matrix. Then the Mahler measure of the associated reciprocal polynomial of the characteristic polynomial of $S$ is either one or at least $\lambda_0$.

Hence understanding which polynomials appear as characteristic polynomials of integer symmetric matrices is paramount in this case of Lehmer’s conjecture.

Symmetric matrices play an important role in many areas of mathematics. In graph theory the adjacency matrix of a simple graph is a $(0,1)$-symmetric matrix, and in number theory quadratic forms have a representation as symmetric matrices. Much of what follows will rely on the findings and notions in these two areas of research.

The question of which polynomials appear as characteristic polynomials of integer symmetric matrices was studied quite extensively, and yet it is far from being answered. Much has been contributed by the wide outreach of work of Taussky [106], Faddeev [35, 36, 37, 38], Bender [10, 11, 12, 13, 14], Shapiro [92, 93, 94], and many others [15, 16, 41, 89, 90, 110]. A real symmetric matrix has only real eigenvalues. By considering diagonal matrices, it is clear that every real number can appear as an eigenvalue of a real symmetric matrix. If we restrict to rational symmetric matrices, then linear polynomials are characteristic polynomials of integer symmetric matrices, under the necessary and sufficient condition that the given polynomial is monic. But even for quadratic polynomials, it is not sufficient any more to be monic and have real roots.

**Example 1.1.7.** Let $P(x) := x^2 - p$, where $p$ is a prime number. A $2 \times 2$ symmetric matrix

$$
\begin{pmatrix}
a & b \\
b & c
\end{pmatrix}
$$
has the characteristic polynomial $x^2 - (a + c)x + (ac - b^2)$, where $a, b, c \in \mathbb{Q}$. This polynomial is equal to $P(x)$ if and only if $a = -c$ and $p = a^2 + b^2$. But it is well known that a prime number can be represented as a sum of two squares of rational numbers if and only if $p$ is 2 or $p \equiv 1 \pmod{4}$. Therefore, there exist infinitely many monic rational polynomials that have all real roots, but are not characteristic polynomials of rational symmetric matrices. For example, $x^2 - 3$ is not the characteristic polynomial of a rational symmetric matrix.

However, $x^2 - 3$ is the minimal polynomial of rational symmetric matrix

$$
\begin{pmatrix}
-1 & 1 & 1 & 0 \\
 1 & 1 & 0 & 1 \\
 1 & 0 & 1 & -1 \\
 0 & 1 & -1 & -1
\end{pmatrix}.
$$

Thus it is pertinent to revise our investigation to consideration of minimal polynomials of integer symmetric matrices. Given that we are working over fields of characteristic zero, the question of which polynomials appear as minimal polynomials of symmetric matrices, requires an extra condition of separability, i.e. that all the roots of the polynomial are distinct. We pose the following conjecture:

**Conjecture 1.1.8.** Let $S$ be an integer symmetric matrix. Then the Mahler measure of the associated reciprocal polynomial of the minimal polynomial of $S$ is either one or at least $\lambda_0$.

For rational symmetric matrices it was proved that:

**Theorem 1.1.9.** [11, 13, 64] Let $f \in \mathbb{Q}[x]$ be a monic polynomial of degree $n$ such that all its roots are real and distinct. Then $f$ is the minimal polynomial of a $4n \times 4n$ rational symmetric matrix. Furthermore, if $n$ is odd, then $f$ is the characteristic polynomial of a rational symmetric matrix.
Bender complemented the above result for polynomials of even degree, by showing that an appropriate polynomial of degree $2n$ divides the characteristic polynomial of a $2n + 1 \times 2n + 1$ rational symmetric matrix [11].

It is natural to ask which of the theorems above hold for integer symmetric matrices. Obviously, the necessary conditions over the field remain necessary over the ring. Estes and Guralnick, in their paper [34], conjectured that those conditions are sufficient:

**Conjecture 1.1.10** (Estes–Guralnick’s conjecture). An integer polynomial is the minimal polynomial of an integer symmetric matrix if and only if it is monic, separable and all its roots are real.

Furthermore, they showed that every monic separable polynomial with all real roots and of degree $n \leq 4$, is the minimal polynomial of a $2n \times 2n$ integer symmetric matrix. We shall expand on this in the next chapter.

Estes–Guralnick’s conjecture was proved to be wrong. The first counterexamples were due to Dobrowolski [31] based on the discriminant bound. He showed that there exists an infinite family of counterexamples, with the smallest being of degree 2880. Not much later McKee [76] found counterexamples by studying polynomials with a small span (separation between the largest and smallest roots), the smallest such counterexample being of degree six. The lowest degree for which Estes–Guralnick’s conjecture is unknown is five. Given that Estes–Guralnick’s conjecture is false, it is worthwhile to propose a “weaker” form of Question 5.1 in [34] as a conjecture:

**Conjecture 1.1.11** (Weak Estes–Guralnick’s conjecture). If an integer polynomial of degree $n$ is the minimal polynomial of an integer symmetric matrix, then it is the minimal polynomial of a $2n \times 2n$ integer symmetric matrix.

An affirmative answer to this conjecture would give us an effective way of determining whether a given polynomial is the minimal polynomial of an
integer symmetric matrix. This follows from the fact that to check that a given polynomial is the characteristic polynomial of an integer symmetric matrix is a finite search (see Chapter 3).

The following chapters are divided into two parts. The first part presents the general overview of Estes and Guralnick’s approach and the case for Estes–Guralnick’s conjecture. The second part focuses on the array of previously unknown methods of finding counterexamples to the conjecture. We show that:

**Theorem 3.2.1.** Let \( A \in \text{Sym}(n, \mathbb{Z}) \) be a connected and positive definite matrix. Then \( \text{Tr}(A) \geq 2n - 1 \).

Therefore, for a monic irreducible polynomial \( f \in \mathbb{Z}[x] \) such that all its \( n \) roots are real and positive, to be the minimal polynomial of an integer symmetric matrix it is necessary that the sum of the roots of \( f \) is strictly larger than \( 2n - 2 \). By constructing infinite families of Salem numbers we show that:

**Proposition 4.1.25.** There are Salem numbers of trace \(-2\) of degree \( 2d \) for all \( d \geq 12 \).

As a consequence, we show that for each degree strictly larger than five there exists a counterexample to Estes–Guralnick’s conjecture (see Corollary 4.1.26). In addition we show that if \( n \) is squarefree, not a prime number or twice a prime number, and \( \phi(n) > 8 \), then the minimal polynomial of \( \zeta_n + \zeta_n^{-1} \) is noninterlacing and thus is a counterexample to Estes–Guralnick’s conjecture (Corollary 4.2.42). Finally, we prove that there do not exist noninterlacing monic irreducible integer polynomials of degree \( n \) such that all their roots are real and \( n = 1, 2, 3, 4, 5 \) or 7 (Corollary 4.2.51).

Throughout the work, all the computation were performed by PARI/GP.
Part I

Estes–Guralnick’s conjecture
Chapter 2

Minimal polynomials of integer symmetric matrices

This chapter presents the main body of Estes and Guralnick’s method of constructing positive definite odd unimodular lattices that have a self-adjoint operator acting on them. This will entail us proving a version of Theorem 1.1.9. Consequently we shall be able to show that every totally real algebraic integer is an eigenvalue of an integer symmetric matrix, and is in the spectrum of adjacency matrices of simple graphs. Much of this chapter is an expansion of the proof in the paper of Estes and Guralnick [34], but the subsection at the end about quintic polynomials is new.

2.1 Preliminaries

We begin by introducing all the necessary definitions and notations that we shall employ in the forthcoming sections. We used [57, 58] as the main reference for commutative algebra, [84, 86] for quadratic forms, and [67, 85] for algebraic number theory. Throughout the chapter by a ring we should always mean a commutative domain with an identity and of characteristic zero.

2.1.1 Modules

First let us remind ourselves about modules.
Definition 2.1.1. Let $\mathcal{O}$ be a ring. An $\mathcal{O}$-module is an abelian group $A$ on which $\mathcal{O}$ acts linearly. Thus for $1, \alpha, \beta \in \mathcal{O}$ and $v, w \in A$ we have

(i) $\alpha(v + w) = \alpha v + \alpha w$;

(ii) $(\alpha + \beta)v = \alpha v + \beta v$;

(iii) $(\alpha \beta)v = \alpha (\beta v)$;

(iv) $1 \cdot v = v$,

where $\alpha v$ (or $\alpha \cdot v$) is the action of $\mathcal{O}$ on $A$.

We say that an $\mathcal{O}$-module $A$ is a left (right) $\mathcal{O}$-module if $\mathcal{O}$ acts on the left (right) of $A$. Evidently a module is a generalisation of a vector space over an arbitrary ring.

Definition 2.1.2. Let $A$ and $B$ be two $\mathcal{O}$-modules. Define an $\mathcal{O}$-homomorphism to be a mapping $f : A \rightarrow B$, such that

(i) $f(v + w) = f(v) + f(w)$;

(ii) $f(\alpha v) = \alpha \cdot f(v)$,

for $\alpha \in \mathcal{O}$, $v, w \in A$.

Note that the map is $\mathcal{O}$-linear. The set of all such $\mathcal{O}$-homomorphisms forms an $\mathcal{O}$-module, i.e. given $f, g : A \rightarrow B$,

we define $f + g$ and $\alpha \cdot f$ for $\alpha \in \mathcal{O}$ and $v \in A$ by

$(f + g)(v) = f(v) + g(v)$;
\((\alpha \cdot f)(v) = \alpha \cdot f(v)\).

This \(\mathcal{O}\)-module is denoted \(\text{Hom}_\mathcal{O}(A, B)\). We shall drop \(\mathcal{O}\) from the notation (i.e. leaving us with \(\text{Hom}(A, B)\)) if the underlying ring is obvious from the context. In the case when \(B = A\) we obtain an \textbf{endomorphism ring}, denoted \(\text{End}(A) := \text{Hom}(A, A)\).

**Definition 2.1.3.** Let \(\mathcal{O}\) be a ring and \(X\) be a nonempty set. A \textbf{free} \(\mathcal{O}\)-module \(\bigoplus_{x \in X} A_x\) is a direct product of copies of \(\mathcal{O}\) indexed by \(X\), where \(A_x \cong \mathcal{O}\) for each \(x\). We say that \(|X|\) is the \textbf{rank} of \(\bigoplus_{x \in X} A_x\).

To work with lattices we will need the following generalisation of a free module.

**Definition 2.1.4.** A module \(M\) is a \textbf{projective} module if given modules \(N\) and \(P\) and an epimorphism \(g : P \longrightarrow N\), then any homomorphism \(h : M \longrightarrow N\) can be factored as \(h = gf\), where \(f : M \longrightarrow P\).

Note that the epimorphism in our context is a surjective homomorphism.

**2.1.2 Lattices**

**Definition 2.1.5.** Let \(\mathcal{O}\) be a ring. We say that \(F := \{\alpha\beta^{-1} \mid \alpha, \beta \in \mathcal{O}, \beta \neq 0\}\) is the \textbf{quotient field} of \(\mathcal{O}\).

Let \(\text{Sq}(\mathcal{O})\) denote the set of all the elements of \(\mathcal{O}\) that can be represented as a sum of squares in \(\mathcal{O}\), i.e.

\[
\text{Sq}(\mathcal{O}) := \left\{ r \in \mathcal{O} \mid r = \sum_{i=1}^{m} x_i^2, \text{ for some } m \in \mathbb{N}, \text{ and } x_i \in \mathcal{O} \right\}.
\]
Let \( \text{Sq}_n(O) \subset \text{Sq}(O) \) be the subset of all those elements of \( O \) that can be represented as a sum of \( n \) squares, i.e.
\[
\text{Sq}_n(O) := \left\{ r \in O \mid r = \sum_{i=1}^{n} x_i^2, \text{ for some } x_i \in O \right\}.
\]

**Example 2.1.6.**

(i) \( \text{Sq}(\mathbb{Z}) = \mathbb{N} \cup \{0\} \);

(ii) \( \text{Sq}_2(\mathbb{Z}) = \{ n \in \mathbb{N} \mid \text{if for each prime } p = 4m+3, p^k \mid n, \text{ then } k \text{ is even}\} \cup \{0\} \);

(iii) \( \text{Sq}_3(\mathbb{Z}) = \{ n \in \mathbb{N} \mid n \neq 4^k(8m + 7), k \in \mathbb{N} \cup \{0\} \} \cup \{0\} \);

(iv) \( \text{Sq}_4(\mathbb{Z}) = \mathbb{N} \cup \{0\} \).

By \( p^k \mid n \) we convey that \( p^k \mid n \) but \( p^{k+1} \mid n \).

Let \( O^\times \) denote the group of units of \( O \), i.e.
\[
O^\times := \{ r \in O \mid r^{-1} \in O \}.
\]

**Example 2.1.7.**

(i) \( \mathbb{Z}^\times = \{1, -1\} \);

(ii) \( \text{Mat}(n, O)^\times = \text{GL}(n, O) \);

(iii) \( \mathbb{Z}[i]^\times = \{-1, 1, -i, i\} \).

**Definition 2.1.8.** Let \( A \) be a left \( O \)-module. Define a **bilinear form** on \( A \) to be a map
\[
\beta : A \times A \rightarrow O,
\]
such that
\[
\beta(\gamma v_1 + \delta v_2, w_1) = \gamma \beta(v_1, w_1) + \delta \beta(v_2, w_1),
\]
\[
\beta(v_1, \gamma w_1 + \delta w_2) = \gamma \beta(v_1, w_1) + \delta \beta(v_1, w_2),
\]
for \( v_1, v_2, w_1, w_2 \in A \) and \( \gamma, \delta \in O \).
Definition 2.1.9. We say that a bilinear form $\beta$ on $A$ is **symmetric** if

$$\beta(v, w) = \beta(w, v)$$

for all $v, w \in A$.

We assume that all bilinear forms in this work are symmetric.

By putting $Q(v) := \beta(v, v)$ we obtain a **quadratic form** over $\mathcal{O}$, i.e. a homogeneous polynomial of degree two in $\mathcal{O}[v_1, \ldots, v_m]$ such that:

(i) $Q(\alpha v) = \alpha^2 Q(v)$;

(ii) $Q(v + w) = Q(v) + Q(w) + 2\beta(v, w)$,

where $v, w \in A$ and $\alpha \in \mathcal{O}$.

Let $\mathbf{F}$ be the quotient field of $\mathcal{O}$, and let $V$ be a finite dimensional vector space on $\mathbf{F}$, i.e. $V$ is an $\mathbf{F}$-space. If there exists a quadratic form $Q$ on $V$ with the corresponding symmetric bilinear form $\beta$, then we say that $(V, \beta)$ is a **quadratic space**.

Definition 2.1.10. An **$\mathcal{O}$-lattice** is a pair $(L, \beta)$ where $L$ is a finitely generated projective and torsion-free $\mathcal{O}$-module and $\beta$ is a symmetric $\mathcal{O}$-bilinear form on $L$,

$$\beta : L \times L \longrightarrow \mathcal{O}.$$  

A module $L$ is **torsion-free** if there does not exist an element $v \in L$, $r \in \mathcal{O}$, $v \neq 0$, such that $r$ is not a zero divisor and $rv = 0$. The **rank** of a lattice $L$, denoted $\text{rank}(L)$, is the rank of the corresponding module. If $L$ has $\mathcal{O}$-basis and if $\mathcal{O}$ is a commutative domain with the quotient field $\mathbf{F}$, then $(L, \beta)$ is contained in the quadratic space $(V, \beta)$, where $V = \mathbf{F}L$. We can say that $L$ is a lattice on $V$.

Definition 2.1.11. Let $(V, \beta)$ be a quadratic space. Then $(V, \beta)$ is a **nonsingular** quadratic space if and only if: $\beta(v, w) = 0$ for all $w \in V$ implies that $v = 0$. 
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All the quadratic spaces that we shall consider in the next few chapters will be nonsingular, unless stated otherwise.

**Definition 2.1.12.** Let $(L, \beta)$ be an $O$-lattice. We say that $(L, \beta)$ is **even** if and only if $\beta(v, v) \in 2O$ for all $v \in L$. Otherwise, the lattice is said to be **odd**.

**Definition 2.1.13.** Let $(L, \beta)$ be an $O$-lattice. We define the **dual** of $L$ to be $L^\vee := \text{Hom}(L, O)$. Specifically, for $v \in L$, let $\phi_v \in L^\vee$ be the map

$$\phi_v : L \rightarrow O$$

$$w \mapsto \beta(v, w).$$

**Definition 2.1.14.** Let $(L, \beta)$ be an $O$-lattice. We say that $(L, \beta)$ is **uni-modular** if $L \cong L^\vee$. In particular, the map

$$L \rightarrow L^\vee$$

$$v \mapsto \phi_v$$

is an isomorphism between $L$ and $L^\vee$.

Let $(L, \beta)$ be an $O$-lattice and $(V, \beta)$ be a nonsingular quadratic space.

**Proposition 2.1.15.** Let $(L, \beta)$ be an $O$-lattice and $(V, \beta)$ be its nonsingular quadratic space. Then $L^\vee = \{v \in V \mid \beta(v, L) \subseteq O\}$.

**Proof.** Let $v_1, v_2 \in V$. If $\phi_{v_1} = \phi_{v_2}$ then $\beta(v_1, w) = \beta(v_2, w)$ for all $w \in V$. Therefore $\beta(v_1 - v_2, w) = 0$ for all $w \in V$. Given that $V$ is a nonsingular quadratic space implies that $v_1 = v_2$. Therefore $v \mapsto \phi_v$ is an injection from $L$ to $L^\vee$.

Let $\phi \in L^\vee$. We can extend $\phi$ to an element of $V^\vee = \text{Hom}(V, F)$, where $F$ is the quotient field of $O$. The map $v \mapsto \phi_v$ defines a bijection from $V$ to $V^\vee$, as $v \mapsto \phi_v$ clearly is an injection and $\dim V = \dim V^\vee$. Therefore there exists $v \in V$ such that $\phi = \phi_v$. Since $\phi |_L \in L^\vee$ implies that $\phi_v(L) \subseteq O$. Hence $v \mapsto \phi_v$ defines a bijection and therefore $L^\vee = \{v \in V \mid \beta(v, L) \subseteq O\}$.  
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If $L$ is a free $\mathcal{O}$-module of rank $n$ then by choosing a basis $\{\omega_1, \ldots, \omega_n\}$ we can associate $L$ with a matrix $X = (X_{ij}) \in \text{Sym}(n, \mathcal{O})$ defined by $X_{ij} = \beta(\omega_i, \omega_j)$. We denote by $I_n$ the sum of squares lattice, i.e. the lattice with the corresponding matrix being the identity matrix of order $n$. Note that if an $\mathcal{O}$-lattice is unimodular then the corresponding matrix is invertible over $\mathcal{O}$.

**Definition 2.1.16.** Let $F$ be a number field. We say that $F$ is a **totally real number field** if all embeddings $\sigma : F \hookrightarrow \mathbb{C}$ satisfy $\sigma(F) \subset \mathbb{R}$. An element $\alpha$ in a totally real field $F$ is **totally positive**, denoted $\alpha \gg 0$, if $\sigma(\alpha) > 0$ for all embeddings $\sigma$ of $F$ in $\mathbb{R}$.

We denote by $F_+$ the set of all the totally positive elements in $F$.

**Definition 2.1.17.** Let $\mathcal{O}$ be a ring with the quotient field $F$, where $F$ is a totally real number field. Let $(L, \beta)$ be an $\mathcal{O}$-lattice. We say that $(L, \beta)$ is a **positive definite** lattice if and only if $\beta(v, v) \gg 0$ for all $v \in L, v \neq 0$.

To distinguish among the various elements we shall choose to use bold script for vectors.

**Example 2.1.18.** (i) Let $(L, \beta)$ be an $\mathbb{Z}$-lattice such that $L = \mathbb{Z}^2$ has the standard basis $\{e_1, e_2\}$. Let $\beta$ be given by a matrix $X$,

$$X = \begin{pmatrix} 2 & 0 \\ 0 & 1 \end{pmatrix}.$$  

Thus $\beta(v, v) = 2v_1^2 + v_2^2$. It follows that $(L, \beta)$ is an odd and positive definite lattice.

Let $v = (v_1, v_2)^t$, then

$$\phi_v(e_1) = \beta(v, e_1)$$
$$= \begin{pmatrix} v_1 & v_2 \end{pmatrix} \begin{pmatrix} 2 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix}$$
$$= 2v_1,$$
and

\[ \phi_v(e_2) = \beta(v, e_2) = (v_1 \ v_2) \begin{pmatrix} 2 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 \\ 1 \end{pmatrix} = v_2. \]

Therefore the corresponding matrix for the dual space of \( L \) with respect to the standard basis is

\[ \begin{pmatrix} 1/2 & 0 \\ 0 & 1 \end{pmatrix}. \]

(ii) A \( \mathbb{Z}[\sqrt{2}] \)-lattice with the corresponding matrix

\[ \begin{pmatrix} 2 - \sqrt{2} & 1 \\ 1 & 2 + \sqrt{2} \end{pmatrix} \]

is a positive definite lattice.

(iii) A \( \mathbb{Z}[\sqrt{2}] \)-lattice with the corresponding matrix

\[ \begin{pmatrix} 3\sqrt{2} & 2 \\ 2 & \sqrt{2} \end{pmatrix} \]

is a definite lattice, as the above matrix is a positive definite matrix, while its conjugate is a negative definite matrix.

(iv) A \( \mathbb{Z}[\sqrt{3}] \)-lattice with the corresponding matrix

\[ \begin{pmatrix} \sqrt{3} & 2 \\ 2 & 2 + \sqrt{3} \end{pmatrix} \]

is an indefinite lattice, i.e. it is not definite.

**Definition 2.1.19.** We say that \( A \in \text{End}(L) \) is a self-adjoint operator on a lattice \( (L, \beta) \) if and only if \( \beta(Au, v) = \beta(u, Av) \) for all \( u, v \in L \).

**Example 2.1.20.** (i) Trivial examples of self-adjoint operators are the identity and the zero maps.
(ii) Let \((L, \beta)\) be a \(\mathbb{Z}\)-lattice with the corresponding matrix
\[
S = \begin{pmatrix} 2 & 1 \\ 1 & 6 \end{pmatrix}.
\]

Let \(A = \begin{pmatrix} 0 & 3 \\ 1 & 0 \end{pmatrix}\). Now \(\beta(v, w) = v^t S w\) and given that \(A^t S = SA\) implies that
\[
\beta(Av, w) = (Av)^t S w
= v^t A^t S w
= v^t S A w
= \beta(v, Aw),
\]
for all \(v, w \in \mathbb{Z}^2\). Thus \(A\) is a self-adjoint operator on \(L\).

Remark. Let \(A, B \in \text{Mat}(n, \mathbb{Z})\). We say that \(A\) is similar (over \(\mathcal{O}\)) to \(B\) if there exists \(X \in \text{GL}(n, \mathcal{O})\) such that \(A = XBX^{-1}\). It is an equivalence relation. Define the class of \(A\) to be the set \(\{XAX^{-1} \mid X \in \text{GL}(n, \mathbb{Z})\}\). If in the class of \(A\) there exists a symmetric matrix \(XAX^{-1}\) then
\[
XAX^{-1} = (XAX^{-1})^t
= (X^t)^{-1} A^t X^t,
\]
therefore
\[
X^t X A = A^t X^t X.
\]

Notice that \(S = X^t X\) is a symmetric positive definite matrix; in particular \(S \in \text{SL}(n, \mathbb{Z})\). Therefore we can think of \(A\) as a self-adjoint operator on a unimodular positive definite lattice, as \(SA = A^t S\). This is a necessary condition for the existence of a symmetric matrix in the class of \(A\).

**Proposition 2.1.21.** Let \((L, \beta)\) be a lattice with an orthonormal basis. Then \(A\) is a self-adjoint operator on \(L\) if and only if the matrix of \(A\) with respect to the orthonormal basis is symmetric.
Proof. Let \{e_1, \ldots, e_n\} be the orthonormal basis for \((L, \beta)\). Thus \(\beta(e_i, e_j) = \delta_{ij}\), and therefore the matrix corresponding to the lattice \(L\) over this basis is \(I_n\). So \(AI_n = I_nA^t\) if and only if \(A = A^t\), as was required to show. 

**Definition 2.1.22.** We say that matrices \(A, B \in \text{Mat}(n, \mathcal{O})\) are equivalent over \(\mathcal{O}\), denoted \(A \sim_\mathcal{O} B\), if there exists \(X \in \text{GL}(n, \mathcal{O})\) such that \(XAX^t = B\).

We say that two lattices are equivalent (or isometric) if their corresponding matrices are equivalent [82:1, 86]. In particular, if \(\mathcal{O}\)-lattices \((L, \beta)\) and \((M, \gamma)\) are isometric then we will write \((L, \beta) \sim_\mathcal{O} (M, \gamma)\) or \(L \sim_\mathcal{O} M\).

**Definition 2.1.23.** Let \((L, \beta)\) be a lattice in a quadratic space \(V\). The scale of \(L\), denoted \(sL\), is an \(\mathcal{O}\)-module generated by \(\beta(L, L)\), i.e.

\[
sL := \left\{ \sum_{i,j}^k \beta(v_i, w_j) \mid v_i, w_j \in L, \ k \in \mathbb{N} \right\}.
\]

Similarly, the norm of \(L\) is

\[
nL := \left\{ \sum_i^k \beta(v_i, v_i) \mid v_i \in L, \ k \in \mathbb{N} \right\}.
\]

**Definition 2.1.24.** Let \((L, \beta)\) be an \(\mathcal{O}\)-lattice. We say that the lattice \(L\) is proper if \(nL = \mathcal{O}\).

**Trace forms**

We introduce an algebraic construction of quadratic forms which play a prominent role throughout this work.

**Definition 2.1.25.** Let \(K\) be a finite field extension of a number field \(F\). For \(x \in K\) we define an endomorphism

\[
T_x : K \rightarrow K
\]

\[\alpha \mapsto x\alpha.\]
We let the \textit{trace} map be the trace of this endomorphism, i.e. $\text{tr}_{K/F}(x) := \text{Tr}(T_x)$. Furthermore, we define the \textit{trace form} to be the nonsingular bilinear form

$$K \times K \rightarrow F$$

$$(x, y) \mapsto \text{tr}(xy).$$

Note that $\text{tr}$ is nonsingular as there exists an element $y \in K^\times$ such that $\text{tr}(y) \neq 0$. Thus if we assume that $x \neq 0$ and $\text{tr}(xz) = 0$ for all $z \in K$, then letting $z = x^{-1}y$ we get $\text{tr}(xz) = \text{tr}(y) = 0$, a contradiction.

\textbf{Definition 2.1.26.} Let $(L, \text{tr})$ be a bilinear form. Then for $\alpha \in K^\times$ we define another bilinear form $t_\alpha$ by

$$t_\alpha : L \times L \rightarrow K$$

$$(v, w) \mapsto \text{tr}(\alpha vw).$$

\textbf{Example 2.1.27.} $t_1(u, v) = \text{tr}(uv)$.

Let $K$ be a finite field extension of $F$. For each $\alpha \in K$, $t_\alpha$ is a symmetric bilinear form. Furthermore $(K, t_\alpha)$ is a quadratic space. Let $\mathcal{O}_K$ denote the ring of integers of $K$, and let $\mathcal{O}_K^\vee$ denote an $\mathcal{O}_F$-dual of $(\mathcal{O}_K, \text{tr})$, i.e. $\mathcal{O}_K^\vee = \{u \in K \mid \text{tr}(u, \mathcal{O}_K) \subseteq \mathcal{O}_F\}$.

\textbf{Definition 2.1.28.} A symmetric bilinear form

$$\beta : A \times A \rightarrow B$$

is said to be \textit{associative} if $\beta(ab, c) = \beta(a, bc)$ for all $a, b, c \in A$. We say that a lattice $(L, \beta)$ is an \textit{associative} lattice if $\beta$ is associative symmetric bilinear form.

\textit{Remark.} The above definition only make sense if the multiplication of the elements of the lattice is defined.
Example 2.1.29. Let $K$ be a number field and let $\delta \in K$. Then

$$t_\delta(s, tu) = \text{tr}(\delta s(tu)) = \text{tr}(\delta(st)u) = t_\delta(st, u),$$

and therefore $t_\delta$ is an associative form.

2.1.3 Semilocal rings

We refer to [3] as a reference for quadratic forms over semilocal rings.

Definition 2.1.30. We define the Jacobson radical $\mathfrak{J}$ of a ring $\mathcal{O}$ to be the intersection of all the maximal ideals of $\mathcal{O}$, i.e.

$$\mathfrak{J} := \bigcap m_i, \quad (2.1.1)$$

where the $m_i$ run over all the maximal ideals of $\mathcal{O}$.

Proposition 2.1.31. [Prop. 1.9, 2] Let $\mathcal{O}$ be a ring and $\mathfrak{J}$ be its Jacobson radical. Then $x \in \mathfrak{J}$ if and only if $u - xy \in \mathcal{O}^\times$ for all $u \in \mathcal{O}^\times$ and for all $y \in \mathcal{O}$.

Proof. Let $u \in \mathcal{O}^\times$. If $x \in \mathfrak{J}$ and $u - xy$ is not a unit then there exists some maximal ideal $m$ such that $u - xy \in m$. However $xy \in m$ and consequently $u \in \mathfrak{J}$, a contradiction.

On the other hand let $x \in \mathcal{O}$. Let us assume that there exists a maximal ideal $m$ such that $x \notin m$ (and therefore $x \notin \mathfrak{J}$). Then the ideal generated by $x$ and $m$ is the whole ring $\mathcal{O}$. In particular, there exists some $\alpha \in m$ such that $\alpha + xy = u \in \mathcal{O}^\times$. Therefore $u - xy = \alpha \in m$, and $\alpha$ is not a unit. \qed

Proposition 2.1.32. [Ch. II, §3.5, 20] Let $\mathcal{O}$ be a ring and $\mathfrak{J}$ be its Jacobson radical. The following are equivalent:

(i) $\mathcal{O}$ has a finite number of maximal ideals.
(ii) $\mathcal{O}/\mathfrak{J}$ is isomorphic to a finite product of fields.

Proof. Let $\mathfrak{J}$ be the Jacobson radical of $\mathcal{O}$. Assume that (ii) holds, so that $\mathcal{O}/\mathfrak{J}$ is a product of a finite number of fields. Therefore $\mathcal{O}/\mathfrak{J}$ has finitely many ideals and maximal ideals. Given that $\mathfrak{J}$ is contained in each maximal ideal of $\mathcal{O}$, there is one-to-one correspondence between the maximal ideals of $\mathcal{O}$ and $\mathcal{O}/\mathfrak{J}$. Thus (i) follows.

Assume now that (i) holds and we have that $\{m_1, \ldots, m_k\}$ is the complete set of maximal ideals of $\mathcal{O}$. For each maximal ideal $m_i$ the quotient $\mathcal{O}/m_i$ is a field. Consider the following map

$$\mathcal{O} \rightarrow \prod_{i=1}^{k} \mathcal{O}/m_i.$$ 

As maximal ideals are coprime, by the Chinese Remainder Theorem [Ch. I, Thm. (3.6), 85] we have that the map above is surjective and its kernel is exactly $\mathfrak{J}$. Therefore $\mathcal{O}/\mathfrak{J} \cong \prod_{i=1}^{k} \mathcal{O}/m_i$. \qed

Definition 2.1.33. We say that a ring is semilocal if it satisfies (i) and (ii) of Proposition 2.1.32.

Given a finite set $S$ of maximal ideals of $\mathcal{O}$ we define a semilocalisation of $\mathcal{O}$ at $S$ to be

$$\mathcal{O}_S := \{as^{-1} \mid a \in \mathcal{O}, s \not\in S\}.$$ 

In particular $\mathcal{O}_S$ is a semilocal ring.

Example 2.1.34. $\mathbb{Z}_{\{2\}} = \{ab^{-1} \mid a, b \in \mathbb{Z}, b \not\equiv 0 \pmod{2}\}$. 

2.2 Estes–Guralnick’s theorem

The recurring themes in this area of research is its reliance on the classification of positive definite unimodular lattices over the rational integers. Noteworthy is the lack of equivalence classes for the low rank lattices.
Theorem 2.2.1. [106:13, 86] Positive definite, odd and unimodular \( \mathbb{Z} \)-lattices over \( n \)-ary quadratic space are equivalent to \( I_n \) for \( 1 \leq n \leq 8 \).

In dimension 8 there exists an even unimodular positive definite lattice \( E_8 \) (Gosset’s roots lattice [26]) and therefore for ranks strictly larger than 8, along with \( I_n \), there also exists an odd unimodular lattice \( E_8 \oplus I_{n-8} \). The number of distinct classes of unimodular lattices grows fast. For instance, in dimension 32 there are at least 80,000,000 different classes of even unimodular lattices [Ch. 2, 26].

Estes and Guralnick proved the following theorem in their paper.

Theorem 2.2.2. [Thm. A, 34] Let \( f \in \mathbb{Z}[x] \) be a monic polynomial of degree \( n \) such that all its roots are real and distinct. Then there exists an odd unimodular positive definite lattice of rank \( 2n \) with a self-adjoint operator \( A \) such that the minimal polynomial of \( A \) is \( f \).

In the light of the classification of positive definite unimodular lattices and Proposition 2.1.21, Estes and Guralnick concluded that:

Corollary 2.2.3. Let \( f \in \mathbb{Z}[x] \) be a monic polynomial of degree \( n \) such that all its roots are real and distinct, \( 1 \leq n \leq 4 \). Then \( f \) is the minimal polynomial of an integer symmetric matrix of order \( 2n \).

We shall describe a local version of Estes–Guralnick’s theorem. Furthermore we present some of the machinery from the global case. In particular, we shall see that finding a unimodular positive definite lattice with a self-adjoint operator is equivalent to finding a unimodular lattice over a ring of algebraic integers.

2.2.1 Lattices over semilocal rings

Let us assume that \( \mathcal{O} \) is a commutative domain with a quotient field \( \mathbf{F} \). Let \( f \in \mathcal{O}[x] \) be a monic separable polynomial of degree \( n \). We define \( \mathcal{O}_K := \)
\( \mathcal{O}[x]/(f) \) and let \( K \) be its quotient field. Note that \( \mathcal{O}_K \) is not to be confused with the ring of integers in \( K \); \( \mathcal{O}_K \) is an order in \( K \) which may or may not be the full ring of integers (see [Ch.1, §12, 85]).

**Definition 2.2.4.** Let \( K \) be a number field of degree \( n \). Then \( \mathcal{O}_K \) is an **order** of \( K \) if \( \mathcal{O}_K \) is a subring of the rings of integers of \( K \) such that \( \mathcal{O}_K \) contains a basis of length \( n \), i.e. \( \mathbb{Q}\mathcal{O}_K = K \).

Our aim shall be to show the following result.

**Theorem 2.2.5.** Let \( \mathcal{O} \) be a semilocalisation of \( \mathbb{Z} \) and let \( f \in \mathcal{O}[x] \) be a monic polynomial of degree \( n \) such that all its roots are real and distinct. Then there exists \( \delta \in K \) such that for an \( \mathcal{O} \)-lattice \((\mathcal{O}_K, t_\delta)\) we have \( \mathcal{O}_K^4 \sim_\mathcal{O} I_{4n} \).

We understand \( \mathcal{O}_K^4 \) to be an orthogonal sum of four copies of lattice \( \mathcal{O}_K \). Consequently we have the following.

**Corollary 2.2.6.** Let \( \mathcal{O} \) be a semilocalisation of \( \mathbb{Z} \) and let \( f \in \mathcal{O}[x] \) be a monic polynomial of degree \( n \) such that all its roots are real and distinct. Then \( f \) is the minimal polynomial of an \( \mathcal{O} \)-symmetric matrix of order \( 4n \).

We observe that as a semilocal ring of rational integers is contained in the rational field, we recoup Theorem 1.1.9 of Krakowski and Bender. However given that the proof is over semilocal rings we achieve more.

**Spectra of simple graphs**

**Definition 2.2.7.** Let \( \mathcal{E}(\mathbb{Z}) \subset \mathbb{R} \) denote the set of all the algebraic integers that appear as eigenvalues of integer symmetric matrices.

**Proposition 2.2.8.** \( \mathcal{E}(\mathbb{Z}) \) is a ring.

*Proof.* Let \( \lambda, \mu \in \mathcal{E}(\mathbb{Z}) \) be eigenvalues of matrices \( A \in \text{Sym}(n, \mathbb{Z}) \) and \( B \in \text{Sym}(m, \mathbb{Z}) \), respectively. Then \( \lambda \mu \) is an eigenvalue of the Kronecker product \( A \otimes B \), and \( \lambda - \mu \) is an eigenvalue of \( A \otimes I_m - I_n \otimes B \). Thus \( \mathcal{E}(\mathbb{Z}) \) is a ring. \( \square \)
Corollary 2.2.9. Every totally real algebraic integer is an eigenvalue of an integer symmetric matrix.

Proof. Let \( \lambda \) be an algebraic integer and let \( m_\lambda \in \mathbb{Z}[x] \) be the minimal polynomial of \( \lambda \). By the corollary to Theorem 2.2.5 there exists a symmetric matrix \( A \) over \( \mathbb{Z}_{\{2\}} \) (see Example 2.1.34) that has \( m_\lambda \) as its minimal polynomial. Let \( p_1, \ldots, p_k \) be a complete list of primes that divide the denominators of the entries in this matrix. Let \( h \) be the least common multiple of all those denominators. Thus \( hA \in \text{Sym}(\mathbb{Z}) \) and hence \( h\lambda \in \mathcal{E}(\mathbb{Z}) \). There also exists a symmetric matrix over \( \mathbb{Z}_{\{p_1, \ldots, p_k\}} \) with the minimal polynomial \( m_\lambda \). Due to the analogous argument as before we have that there exists \( j \in \mathbb{Z} \) such that \( j\lambda \in \mathcal{E}(\mathbb{Z}) \) and \( \gcd(h, j) = 1 \). The latter statement follows from the fact that we semilocalised at all the primes that divide \( h \). By Bézout’s identity and the fact that \( \mathcal{E}(\mathbb{Z}) \) is a ring, we have that \( \lambda \in \mathcal{E}(\mathbb{Z}) \). \( \square \)

This corollary was first proved in [33] and was further generalised in [4]. It was conjectured by Alan J. Hoffman [55], motivated by the following result in [56], which was proved for nonnegative matrices.

Proposition 2.2.10. Let \( \alpha \in \mathbb{R} \) be a totally real algebraic integer. Then \( \alpha \) is an eigenvalue of the adjacency matrix of a simple graph if and only if \( \alpha \in \mathcal{E}(\mathbb{Z}) \).

Proof. The adjacency matrix of a graph is a \((0,1)\)-symmetric matrix with a zero trace. Therefore one direction of the proposition is obvious. Assume now that \( \alpha \in \mathcal{E}(\mathbb{Z}) \) and let \( A \in \text{Sym}(n, \mathbb{Z}) \) be a matrix such that \( \alpha \) appears as an eigenvalue of \( A \). Let \( A = \sum_{i=1}^{k} A_i \) where \( A_i \in \text{Sym}(n, \{0, \pm 1\}) \) (note that such decomposition is not unique). Let \( \overline{A} \) be a block circulant matrix with blocks
\( A_i, \) i.e.

\[
\begin{pmatrix}
A_1 & A_2 & \cdots & A_k \\
A_2 & A_3 & \cdots & A_1 \\
\vdots & \vdots & \ddots & \vdots \\
A_k & A_1 & \cdots & A_{k-1}
\end{pmatrix}
\]

We have that \( \overline{A} \in \text{Sym}(kn, \{0, \pm 1\}) \) as each matrix \( A_i \) is symmetric. We claim that \( \alpha \) is an eigenvalue of \( \overline{A} \). Let \( \mathbf{v} \) be an eigenvector of \( A \) with the corresponding eigenvalue \( \alpha \), i.e. \( A\mathbf{v} = \alpha \mathbf{v} \). We construct a vector \( \mathbf{v} = \begin{pmatrix} \mathbf{v} \\ \vdots \\ \mathbf{v} \end{pmatrix} \in \text{Mat}(kn, 1, \mathbb{R}) \). Then

\[
(\overline{A}\mathbf{v})_j = \sum_{i=1}^{k} A_i \mathbf{v}
\]

\[
= A\mathbf{v}
\]

\[
= \alpha \mathbf{v},
\]

where by \((\overline{A}\mathbf{v})_j\) we mean the product of the \( j \)-th column of \( n \times n \) blocks of \( \overline{A} \) and \( \mathbf{v} \). Therefore \( \overline{A}\mathbf{v} = \alpha \mathbf{v} \), and hence the claim follows. Let us represent \( \overline{A} \) as \( \overline{A} = A^+ - A^- \), where \( A^+, A^- \in \text{Sym}(kn, \{0,1\}) \). Then \( A' = \begin{pmatrix} A^+ & A^- \\ A^- & A^+ \end{pmatrix} \in \text{Sym}(2kn, \{0,1\}) \) is a symmetric matrix also. Let \( \mathbf{v}' = \begin{pmatrix} \mathbf{v} \\ -\mathbf{v} \end{pmatrix} \), then \( A'\mathbf{v}' = \alpha \mathbf{v}' \).

Finally, if there exists a nonzero value on the diagonal of \( A' \) we can extend \( A' \) further to \( \begin{pmatrix} 0 & A' \\ A' & 0 \end{pmatrix} \) to give us the desired symmetric matrix with the eigenvalue \( \alpha \) and its corresponding eigenvector \( \begin{pmatrix} \mathbf{v}' \\ \mathbf{v}' \end{pmatrix} \).

**Corollary 2.2.11.** [33] Every totally real algebraic integer is an eigenvalue of the adjacency matrix of a simple graph.

Recently this corollary was extended (by a completely different method) to show that every totally real algebraic integer is an eigenvalue of a tree [91].

Bass, Estes and Guralnick were first to show that for a given totally real algebraic integer of degree \( n \), the integer symmetric matrix for which it appears as an eigenvalue is at most of order \( (n+\epsilon)(n+2) \), where \( \epsilon \) is 1 or 0, depending
on whether $n$ is even or odd [4]. Recently, Mario Kummer improved this bound to $9n$ [66]. An affirmative answer to the weak Estes–Guralnick’s conjecture would give us a bound of $2n$ for all those algebraic integers whose minimal polynomial is the minimal polynomial of an integer symmetric matrix. Recall that this bound is $n$ or $n + 1$ for rational symmetric matrices. It is not known whether the bound for integer symmetric matrices should be analogous to the rational case.

Proof of Theorem 2.2.5

We need the following results.

Proposition 2.2.12. [Ch. I, Prop. 3.5, 3] Let $O$ be a semilocal ring and let $(L, \beta)$ be an $O$-lattice such that $L$ is proper. Then $L$ has an orthonormal basis over $O$.

The next lemma is attributed to Euler.

Lemma 2.2.13. [Ch. III, §1, 67] An $O$-lattice $(O_K, t_\delta)$ is unimodular for some $\delta \in K^\times$.

Proof. Let $f \in \mathbb{Z}[x]$ be an irreducible monic polynomial, $O_K = \mathbb{Z}[x]/(f)$ and $K$ be the quotient field of $O_K$. Let $\delta = 1/f' \in K^\times$, where $f'$ is the derivative of $f$. Given that $O_K^\vee = O_K$ (see [p. 231, 86]), it suffices to show that $O_K^\vee = \delta O_K$, for if $O_K^\vee = \delta O_K$ then

$$(O_K, t_\delta)^\vee = \{ \alpha \in K \mid t_\delta(\alpha O_K) \subseteq \mathbb{Z} \} = \{ \alpha \in K \mid \text{tr}(\alpha \delta O_K) \subseteq \mathbb{Z} \} = \{ \alpha \in K \mid \text{tr}(\alpha O_K^\vee) \subseteq \mathbb{Z} \} = O_K.$$

Let us consider the following equation

$$\frac{f(X)}{X - \alpha_1} = \prod_{j=2}^{n}(X - \alpha_j)$$
\[= b_0 + b_1 X + \ldots + b_{n-1} X^{n-1}, \quad (2.2.1)\]

where \(\alpha_1, \ldots, \alpha_n\) are the roots of \(f\), \(b_i \in \mathbf{K}\) and \(b_{n-1} = 1\). We claim that

\[
\sum_{i=1}^{n} \frac{f(X)}{X - \alpha_i} \frac{\alpha_i^j}{f'(\alpha_i)} = X^j.
\]

Let

\[g_j(X) := \sum_{i=1}^{n} \frac{f(X)}{X - \alpha_i} \frac{\alpha_i^j}{f'(\alpha_i)} - X^j.
\]

Now

\[f'(X) = \sum_{i=1}^{n} \prod_{j=1 \atop j \neq i}^{n} (X - \alpha_j),\]

which implies that \(f'(\alpha_i) = \prod_{j=1 \atop j \neq i}^{n-1} (\alpha_i - \alpha_j)\). Therefore \(\alpha_1, \ldots, \alpha_n\) are the roots of \(g_j(X)\) for each \(0 \leq j \leq n - 1\). As degree of \(g_j(X) \leq n - 1\) we conclude that the \(g_j(X)\) are the zero polynomials. Therefore

\[\text{tr} \left( \frac{f(X)}{X - \alpha_1} \frac{\alpha_1^j}{f'(\alpha_1)} \right) = X^j,
\]

where \(\text{tr} = \text{tr}_{\mathbf{K}/\mathbf{F}}\) applied to each coefficient of the polynomial. From equation (2.2.1) and the additive property of the \(\text{tr}(\cdot)\) it follows that \(\text{tr} \left( \frac{\alpha_1^j}{f'(\alpha_1)} \right) = \delta_{ij}\). Now \(\{1, \alpha_1, \ldots, \alpha_1^{n-1}\}\) is a basis of \(O_{\mathbf{K}}\), and the above computation shows that \(\{b_0\delta, \ldots, b_{n-1}\delta\}\) is the dual basis for \(O_{\mathbf{K}}^\vee\). Therefore, \(O_{\mathbf{K}}^\vee \subseteq \delta O_{\mathbf{K}}\). And since \(b_{n-1} = 1\) we have \(\delta \in O_{\mathbf{K}}^\vee\), and hence \(\delta O_{\mathbf{K}} \subseteq O_{\mathbf{K}}^\vee\). Thus \(\delta O_{\mathbf{K}} = O_{\mathbf{K}}^\vee\). \(\square\)

**Lemma 2.2.14.** Let \(S\) be a finite set of maximal ideals of \(\mathbf{O}\). Let \(\beta\) be an associative symmetric bilinear \(\mathbf{O}\)-form on \(\mathbf{O}_{\mathbf{K}}\) such that \((\mathbf{O}_{\mathbf{K}}, \beta)\) is a unimodular lattice. Then there exist \(u, v \in \mathbf{O}_{\mathbf{K}}\) such that \(u\beta(uv, v) \in \mathbf{O}_{\mathbf{K}, S}^\times\).

**Proof.** We want to show that for \(u \in \mathbf{O}_{\mathbf{K}, S}^\times\) and \(v \in \mathbf{O}_{\mathbf{K}}\) we have \(\beta(uv, v) \in \mathbf{O}_{S}^\times\), which will suffice for the proof of the lemma as \(\mathbf{O}_{\mathbf{K}, S}^\times \supset \mathbf{O}_{S}^\times\). Given that there exists a correspondence between the ideals in \(S\) and the maximal ideals of \(\mathbf{O}_{S}\) [Ch. I, Prop. 11.1, 85], we can find elements satisfying conditions of the lemma over each maximal ideal and then with Chinese Remainder Theorem
lift it over the whole ring. Thus without loss of generality we can assume that $\mathcal{O}$ is a local ring. Let $\mathfrak{m}$ be the maximal ideal of $\mathcal{O}$.

$$
\mathcal{O}_K/\mathfrak{m}\mathcal{O}_K \cong \mathcal{O}_K^{(1)} \times \ldots \times \mathcal{O}_K^{(m)},
$$

where each $\mathcal{O}_K^{(i)}$ is a local ring. The quadratic form $\beta$ induces an associative form,

$$
\beta : \mathcal{O}_K/\mathfrak{m}\mathcal{O}_K \times \mathcal{O}_K/\mathfrak{m}\mathcal{O}_K \to \mathcal{O}/\mathfrak{m}
$$

$$(b_1 + \mathfrak{m}\mathcal{O}_K, b_2 + \mathfrak{m}\mathcal{O}_K) \mapsto \beta(b_1, b_2) + \mathfrak{m}$$

Let $X$ be the matrix of $\beta$ with respect to a basis $\{1, \omega, \ldots, \omega^{n-1}\}$. As $(\mathcal{O}_K, \beta)$ is a unimodular lattice, $\det(X)$ is a unit in $\mathcal{O}$, so $\det(X) \notin \mathfrak{m}$. Since

$$
\beta : \mathcal{O}_K/\mathfrak{m}\mathcal{O}_K \times \mathcal{O}_K/\mathfrak{m}\mathcal{O}_K \to \mathcal{O}/\mathfrak{m}
$$

has the same matrix as $X$ (mod $\mathfrak{m}$) with respect to $\{1, \omega, \ldots, \omega^{n-1}\}$, and we have that $\det(X) \neq 0$, therefore $(\mathcal{O}_K/\mathfrak{m}\mathcal{O}_K, \beta)$ is a unimodular lattice.

Let $e_i \in \mathcal{O}_K/\mathfrak{m}\mathcal{O}_K$ correspond to 1 in $\mathcal{O}_K^{(i)}$ and 0 in all other $\mathcal{O}_K^{(j)}$, i.e. $e_i = (0, \ldots, 0, 1, 0, \ldots, 0)^t$. Let $u \in \mathcal{O}_K^{(i)}$ and $v \in \mathcal{O}_K^{(j)}$ for $i \neq j$. We have

$$
\beta(u, v) = \beta(ue_i, v)
$$

$$
= \beta(u, e_iv)
$$

$$
= \beta(u, 0)
$$

$$
= 0.
$$

The bases for $\mathcal{O}_K^{(1)}, \ldots, \mathcal{O}_K^{(m)}$ give a basis for $\mathcal{O}_K/\mathfrak{m}\mathcal{O}_K$. The matrix of

$$
\beta : \mathcal{O}_K/\mathfrak{m}\mathcal{O}_K \times \mathcal{O}_K/\mathfrak{m}\mathcal{O}_K \to \mathcal{O}/\mathfrak{m}
$$

with respect to this basis has a block diagonal form, with blocks giving the matrix of $\beta$ restricted to the $\mathcal{O}_K^{(i)}$. Since $(\mathcal{O}_K/\mathfrak{m}\mathcal{O}_K, \beta)$ is a unimodular lattice,
the determinant of the matrix is invertible, hence so is the determinant of each block. Therefore, \( \beta \) restricted to each \( \mathcal{O}_K^{(i)} \) is unimodular.

We claim that there exists \( u_1 \in \mathcal{O}_K^{(1)} \), with \( \beta(u_1, 1) \neq 0 \). Since \( (\mathcal{O}_K, \beta) \) is unimodular, there exists \( v_1 \in \mathcal{O}_K^{(1)} \) with \( \beta(v_1, 1) = 1 \). If \( v_1 \) is a unit then put \( v_1 = u_1 \) and we are done. Else, if \( \beta(1, 1) \neq 0 \) put \( u_1 = 1 \). Otherwise, \( \beta(1 + v_1, 1) = \beta(1, 1) + \beta(v_1, 1) \) and put \( u_1 = 1 + v_1 \), which is a unit, since \( \mathcal{O}_K^{(1)} \) is a local ring.

Let \( \bar{u} = (u, 1, \ldots, 1)^t \in \mathcal{O}_K / m\mathcal{O}_K \) and \( \bar{v} = (1, 0, \ldots, 0)^t \). Then \( \beta(\bar{u}\bar{v}, \bar{v}) \neq 0 \) in \( \mathcal{O} / m \). Let \( u, v \in \mathcal{O}_K \) such that \( u + m\mathcal{O}_K = \bar{u} \), \( v + m\mathcal{O}_K = \bar{v} \). As \( \mathcal{O} \) is a local ring and \( \beta(uv, v) \notin m \), we have that \( \beta(uv, v) \in \mathcal{O}^\times \).

**Proposition 2.2.15.** Let \( \mathcal{O} \) be a semilocalisation of \( \mathbb{Z} \). Then there exists \( \delta \in K \) such that \( (\mathcal{O}_K, t\delta) \) is proper and positive definite over \( \mathbb{Q} \).

**Proof.** From Lemma 2.2.13 we know that we can find \( \delta \in K^\times \) making our lattice unimodular. Our form is totally positive if \( t\delta(x, x) > 0 \) for all \( x \in \mathcal{O}_K \). We can modify \( \delta \) so that \( \delta \in \text{Sq}(K) \). As \( \delta \in K^\times \) there exists \( \lambda \in \mathcal{O}_K \) such that \( \delta\lambda = q \in \mathbb{Q} \). Let \( j \in \mathfrak{J} \), where \( \mathfrak{J} \) is the Jacobson radical of \( \mathcal{O}_K \), and \( jq \) is large enough. By Proposition 2.1.31 we have \( 1 + j\lambda \in \mathcal{O}_K^\times \) and \( \delta(1 + j\lambda) = \delta + jq > 0 \) is a unit. Let \( \delta' = \delta(1 + j\lambda) \). As \( \delta' \) can be represented as a sum of squares it follows that \( \text{tr}(\delta' x^2) > 0 \) for all \( x \in \mathcal{O}_K \).

To show that our form is proper it suffices to find \( x \in \mathcal{O}_K \) such that \( t\delta(x, x) \) is a unit in \( \mathcal{O} \), and by definition the ideal generated by such element is the entire ring. By Lemma 2.2.14 adjusting \( \delta \) by \( u \in \mathcal{O}_K^\times \) we achieve precisely the element we are looking for, thus \( (\mathcal{O}_K, t\delta) \) is a proper lattice. \( \square \)

**Lemma 2.2.16.** Let \( n \in \mathbb{Q} \), \( n \geq 0 \). Then there exists \( A \in \text{Mat}(4, \mathbb{Q}) \) such that \( AA^t = nI_4 \).

**Proof.** Given that \( n \) is a positive number, we can represent it as a sum of four squares. In particular \( n = a^2 + b^2 + c^2 + d^2 \), where \( a, b, c, d \in \mathbb{Q} \). We define
the following matrix

\[ A = \begin{pmatrix} a & b & c & -d \\ b & -a & d & c \\ c & -d & -a & -b \\ d & c & -b & a \end{pmatrix}. \]

Clearly \( AA^t = nI_4 \). □

Notice that the matrix in the lemma above is almost always not invertible over the integers, as \( \det( AA^t ) = \det(A)^2 = n^4 \).

Proof of Theorem 2.2.5. Let \( f \in \mathcal{O}[x] \) satisfy the hypothesis of the theorem. Then by Proposition 2.2.15 we can find a lattice, say \((L, \beta)\), such that it is unimodular, proper and positive definite over the \( \mathbb{Q} \), and so by Proposition 2.2.12 such lattice has an orthogonal basis. In particular it implies that there exists a basis \( \{ \omega_1, \ldots, \omega_n \} \) such that \( \beta(\omega_i, \omega_j) = A_{ij} \delta_{ij} \), where by positive definiteness we have that \( A_{ii} > 0 \) for \( 1 \leq i \leq n \). The corresponding matrix is \( A := \text{diag}(A_{11}, \ldots, A_{nn}) \). Construct a matrix \( A^* := A \oplus A \oplus A \oplus A \) (by a direct sum we mean a block diagonal matrix with blocks of \( A \)). We can permute the matrix so that \( A^* = A_1 \oplus A_2 \oplus \ldots \oplus A_n \), where each \( A_i := \text{diag}(A_{ii}, \ldots, A_{ii}) \in \text{Mat}(4, \mathcal{O}) \). By Lemma 2.2.16 there exists a matrix \( M_i \) such that \( M_iM_i^t = A_i \), therefore \( A_i \sim_{\mathcal{O}} I_4 \). So we can construct a block diagonal matrix \( M := \text{diag}(M_1, \ldots, M_n) \) such that \( MM^t = A^* \), thus \( A^* \sim_{\mathcal{O}} I_{4n} \) and the theorem follows. □

2.2.2 Lattices over global rings

In this section we demonstrate that the existence of an odd positive definite unimodular lattice over the rational integers with a self-adjoint operator acting on it is equivalent to the existence of a unimodular definite lattice over the integers of a totally real field. Let \( \mathcal{O} \) be a commutative integral domain, let \( \mathbb{F} \) be the quotient field of \( \mathcal{O} \). Let \( \mathcal{O}_K \) be a commutative domain that contains \( \mathcal{O} \) and let \( K \) be its quotient field. Let \( \text{tr} : \mathcal{O}_K \rightarrow \mathcal{O} \) be the trace map and
(V, β) be a nonsingular $K$-space. Let $L$ be an $O_K$-lattice. We will need the following result.

**Theorem 2.2.17.** [Thm. 11.3, 74] Let $O_K$ be an integral domain, and $a$ be a fractional ideal of $O_K$. The following are equivalent:

(i) $a$ is an invertible ideal;

(ii) $a$ is a projective ideal;

(iii) $a$ is a finitely generated $O_K$ ideal and for every prime $p$ in $O_K$, $aO_{K,p}$ is a principal ideal in $O_{K,p}$. □

By a projective ideal $a$ we understand $a$ as an $O$-module that is projective.

**Lemma 2.2.18.** Let $a$ be an invertible fractional ideal of $O_K$ and $(a, t_δ)$ be a unimodular $O$-lattice. Then the $O$-lattice $(aL, t_δ \circ β)$ is unimodular if and only if $(L, β)$ is a unimodular $O_K$-lattice.

**Proof.** First, note that from the theorem above we have that $a_p = aO_{K,p}$ is a principal ideal in $O_{K,p}$ for every maximal ideal $p$ in $O_K$. Given that the lattice is unimodular over $O_K$ if and only if it is unimodular over $O_{K,p}$, for every maximal ideal $p$, it will suffice to prove the lemma locally. Let $p$ be any maximal ideal in $O_K$, then $a_p = aO_{K,p}$ is isometric to $(O_{K,p}, t_δ)$ and $(a_pL_p, t_δ \circ β)$ is isometric to $(L_p, t_δ \circ β)$ (considering the facts that $O_{K,p}L_p = L_p$ and the existence of the isometry $σ_α : a_pL_p \rightarrow L_p$ that “forgets” $α$, i.e. $σ(αb) = bm$, for all $b ∈ O_{K,p}$ and $m ∈ L_p$). In particular we can assume that $a_p = O_{K,p}$. Therefore $(L_p, β)^\vee = (L_p, t_δ \circ β)^\vee$, as

$$(L_p, t_δ \circ β)^\vee = \{x ∈ K \mid t_δ \circ β(xL_p) ⊂ O_p\}$$

$$= \{x ∈ K \mid β(xL_p) ⊂ O_{K,p}\}$$

$$= (L_p, β)^\vee. \ □$$
Parts of the above result can be traced back to J. Milnor and to M. Knebusch and W. Scharlau [Lemma 3.4, 63].

**Lemma 2.2.19.** Let $K$ be a totally real field extension of $F$. Then $(V, \beta)$ is totally positive definite over $K$ if and only if $(V, \text{tr} \circ \beta)$ is totally positive definite over $F$.

**Proof.** Let $V$ be a $K$-space. If $\beta$ is a positive definite bilinear form over $V$ then clearly $\text{tr} \circ \beta$ is positive definite too, as $\beta(x, x) \gg 0$ for all $x \in V$ and the trace of a totally positive element is positive by definition. Given that $K$ has characteristic zero we can find an orthogonal basis for $(V, \beta)$. Thus we can assume that $\text{tr} \circ \beta$ is of dimension one, i.e. $\beta(x, x) = \alpha x^2$ and thus $\text{tr} \circ \beta = t_\alpha$, where $\alpha \in K$. The bilinear form $\beta$ is positive definite if and only if $\alpha \gg 0$.

Let $\{\omega_1, \ldots, \omega_n\}$ be a basis of $K$ over $F$. Let $x = \sum_{i=1}^{n} \gamma_i \omega_i, \gamma_i \in F$. Then

$$
\text{tr} \alpha x^2 = \text{tr} \alpha \left( \sum_{i=1}^{n} \gamma_i \omega_i \right)^2 = \gamma^t B \text{diag}(\alpha_1, \ldots, \alpha_n) B \gamma,
$$

where $\gamma \in F^n$, $\sigma_i : K \hookrightarrow \mathbb{R}$ is an $F$-embedding, $B \in \text{Mat}(n,K)$ such that $B_{ij} = \sigma_i(\omega_j)$, and $\alpha_i = \sigma_i(\alpha)$. As a basis is linearly independent, $B$ is invertible over $K$. We have that $\text{tr} \circ \beta$ is equivalent to $\text{diag}(\alpha_1, \ldots, \alpha_n)$ and thus $\text{tr} \circ \beta$ is positive definite if and only if $\text{diag}(\alpha_1, \ldots, \alpha_n)$ is positive definite. The latter is valid if and only if each $\alpha_i > 0$. Therefore $\alpha \gg 0$ and $\beta$ is a positive definite bilinear form as was required to show. \qed

**Definition 2.2.20.** Let $f = x^n + a_1 x^{n-1} + \ldots + a_n \in \mathcal{O}[x]$. We define the **companion matrix** of $f$ to be $C_f \in \text{Mat}(n, \mathcal{O})$, such that

$$
C_f := \begin{pmatrix}
0 & 0 & \cdots & 0 & -a_n \\
1 & 0 & \cdots & 0 & -a_{n-1} \\
0 & 1 & \cdots & 0 & -a_{n-2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -a_1
\end{pmatrix}
$$

and $\chi_{C_f} = f$. 
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Lemma 2.2.21. Let $f$ be a monic polynomial of degree $n$ and let $C_f$ be its companion matrix. Then for every $n \times n$ matrix $X$ that satisfies $XC_f = C_f^t X$ we have that $X_i = X_1 C_{f}^{i-1}$, where $X_j$ is the $j$-th row of $X$, and $i = 1, \ldots, n$.

Proof. Let $X \in \text{Mat}(n, \mathbb{F})$ such that $XC_f = C_f^t X$, where $C_f$ is the companion matrix of polynomial $f = x^n + a_1 x^{n-1} + \ldots + a_n$, represented in the form

$$C_f = \begin{pmatrix} 0' & \cdots & 0' \\ f' & \cdots & f' \end{pmatrix},$$

where $0$ is an $n$ dimensional zero vector and $f = (-a_n, \ldots, -a_1)^t \in \mathbb{F}^n$. Let

$$X = \begin{pmatrix} v^t \\ X' \end{pmatrix}, \quad (2.2.2)$$

where $v \in \mathbb{F}^n$ and $X' \in \text{Mat}(n-1, n, \mathbb{F})$. Then

$$XC_f = \begin{pmatrix} v^t C_f \\ X' C_f \end{pmatrix} = C_f^t X = \begin{pmatrix} X' \\ f X \end{pmatrix}, \quad (2.2.3)$$

Therefore

$$X'_i = (XC_f)_1 = X_1 C_f. \quad (2.2.5)$$

From equation (2.2.3) we have that $X_i C_f = X'_{i-1} C_f$ for $i = 2, \ldots, n$, while from equation (2.2.4) we have that $X_1 C_f = X'_1$ for $i = 1, \ldots, n - 1$. Given equation (2.2.2) we conclude that

$$X_{i+1} = X'_i = X'_{i-1} C_f = X_i C_f^{i}$$

for $i = 2, \ldots, n - 1$. Therefore in the light of equation (2.2.5) the lemma follows. 


Although the consequences of the lemma above is well known, we believe that the explicit construction is new.

**Corollary 2.2.22.** Let \( K \) be a finite separable extension of a field \( F \) such that \([K : F] = n\). Let \( V \) be a finite dimensional vector space over \( K \). If an \( F \)-lattice \((V, \gamma)\) is such that \( K \) acts on \((V, \gamma)\) as self-adjoint operators, then there exists a symmetric bilinear \( K \)-form \( \beta \) such that \( \gamma = \text{tr} \circ \beta \).

**Proof.** Let \( K = F[\alpha] \) and let \( f = x^n + a_1x^{n-1} + \ldots + a_n \in F[x] \) be the minimal polynomial of \( \alpha \). Let \( C_f \) be the companion matrix of \( f \). Consider the space of \( F \)-bilinear forms of rank \( r \) on which \( K \) acts as self-adjoint operators,

\[
\{ A \in \text{Sym}(rn, F) \mid A C_f = C_f^t A \},
\]

where \( C_f = \text{diag}(C_f, \ldots, C_f) \) is a block diagonal matrix with \( r \) blocks of matrix \( C_f \). We claim that this space has dimension \( \frac{nr(r+1)}{2} \) over \( F \). First, by the previous lemma we have that the space of matrices \( X \) that satisfies \( XC_f = C_f^t X \) is \( n \) dimensional, as for a given matrix \( C_f \) we can only freely choose the first row in \( X \). Second, every matrix in the set \( (2.2.6) \) can be written as \( \frac{r(r+1)}{2} \) blocks of matrices \( Y \) that satisfy \( Y C_f = C_f^t Y \). Thus this is a space of dimension \( \frac{nr(r+1)}{2} \) over \( F \), as was claimed.

Clearly \( K \) acts on \((V, \text{tr} \circ \beta)\) as self-adjoint operators, as \( V \) is a \( K \)-space. Thus,

\[
(V, \text{tr} \circ \beta) \subset \{ A \in \text{Sym}(rn, F) \mid A C = C^t A \}.
\]

Given that the \( F \)-dimension of this space is \( \frac{nr(r+1)}{2} \), the corollary follows.

\( \square \)

**Proposition 2.2.23.** [Lemma 3.1, 34] Let \( r \in \mathbb{N} \), \( \mathcal{O}_K \) be a ring of integer of a finite field extension \( K \) of \( F \). The following are equivalent:

(i) There exists a positive definite unimodular \( F \)-lattice \((L, \beta)\) of rank \( nr \) such that \( \mathcal{O}_K \) acts as self-adjoint operators on \( L \).
(ii) There exists a unimodular $\mathcal{O}_K$-lattice $(M, \alpha)$ of rank $r$ such that $(K M, \delta \alpha)$ is a totally positive definite lattice, for some $\delta \in K$.

Proof. Let us assume that (i) holds. Then by Corollary 2.2.22 it follows that there exists a $K$-bilinear form $\gamma$ such that $(L, \beta) = (L, \text{tr} \circ \gamma)$. Let $a$ be an invertible fractional ideal of $\mathcal{O}_K$ and let $\delta \in K$ such that $(a, t_\delta)$ is a unimodular $\mathcal{O}$-lattice. We know that such $\delta$ exists from Lemma 2.2.13. Let us define $M = a^{-1} L$. Then by Lemma 2.2.18 if $(a M, t_\delta \circ \delta^{-1} \gamma)$ is unimodular then so is $(M, \delta^{-1} \gamma)$. Lemma 2.2.19 implies that $(K M, \gamma)$ is a positive definite lattice, thus letting $\alpha = \delta^{-1} \gamma$ it follows that $(K M, \delta \alpha)$ is a positive definite lattice, thus (ii) follows.

Now let us assume that (ii) holds. Let $a$ be an invertible fractional $\mathcal{O}_K$-ideal such that $(a, t_\delta)$ is a unimodular lattice. Then by Lemma 2.2.18 it follows that $(a M, t_\delta \circ \alpha)$ is a positive definite unimodular $\mathcal{O}$-lattice. Obviously, $\mathcal{O}_K$ acts on it as self-adjoint operators. Thus (ii) implies (i).

Quintic polynomials

In this final section we list some of the conditions under which a given quintic polynomial is the minimal polynomial of an integer symmetric matrix.

Conjecture 2.2.24. Estes–Guralnick’s conjecture holds true for quintic polynomials.

We computed all the $5 \times 5$ positive definite integer symmetric matrices of traces 9, 10 and 11. Then we compared the irreducible quintic polynomials that appeared as characteristic polynomials of those matrices with the complete list of minimal polynomials of totally real algebraic integers up to trace 11 (those polynomials can be found in [103]). Those polynomials that did not appear as characteristic polynomials of integer symmetric matrices, were found to be minimal polynomial of $10 \times 10$ integer symmetric matrices, by applying either construction that can be found in Estes and Guralnick’s paper,
or the one described below. Therefore we confirmed the above conjecture for all the quintic polynomials with only positive roots up to trace 11. This may not constitute as a strong evidence, however all the known counterexamples of Estes–Guralnick’s conjecture can be categorised as either polynomials with small trace, small discriminant or small span of roots.

**Definition 2.2.25.** Let \((L, \beta)\) be a positive definite lattice. We denote by

\[
\min(L, \beta) := \min\{\beta(v, v) \mid 0 \neq v \in L\}
\]

the **minimum** of \((L, \beta)\), and by

\[
\mathcal{M}(L, \beta) := \{v \in L \mid \beta(v, v) = \min(L, \beta)\}
\]

the set of the minimal vectors of \(L\).

We will write \(\min(L)\) and \(\mathcal{M}(L)\) if the quadratic form \(\beta\) is clear from the context. Given that \(\beta(v, v)\) is a quadratic form, if \(v \in L\) is in \(\mathcal{M}(L)\) then \(-v \in \mathcal{M}(L)\) too, and therefore \(|\mathcal{M}(L)| \equiv 0 \pmod{2}\). For example \(|\mathcal{M}(I_n)| = 2^n\).

Let \((L, \beta)\) be a unimodular binary quadratic lattice over \(O_K\). Let \(K\) be the quotient field of \(O_K\) and \((KL, \delta \beta)\) be a totally positive definite for some \(\delta \in K\). Then by Proposition 2.2.23 we know that \(O_K\) acts as self-adjoint operators on \((L, t_\delta \circ \beta)\). From the classifications of positive definite unimodular lattices we gather that \(L\) is either \(I_{10}\) or \(I_2 \oplus E_8\), where \(E_8\) is an even unimodular lattice of rank 8. Now, \(|\mathcal{M}(I_2 \oplus E_8)| = 4\), thus if we can show that our lattice has \(|\mathcal{M}(L)| > 4\) then necessarily \(L \sim I_{10}\). More generally we have:

**Lemma 2.2.26.** Let \(K\) be a totally real number field of degree \(n\) and let \(O_K\) be a ring of integers in \(K\). Let \((L, \beta)\) be a unimodular \(O_K\)-lattice of rank \(r\) such that \((KL, \delta \beta)\) is a totally positive definite for some \(\delta \in K\). If \(\min(L, t_\delta \circ \beta) = 1\) and \(\frac{1}{2} |\mathcal{M}(L, t_\delta \circ \beta)| > nr - 8\) then \(L \sim I_{rn}\).
Proof. Given that \( \frac{1}{2}|\mathcal{M}(L, t_{\delta} \circ \beta)| > nr - 8 \) implies that \( L \sim Z_{nr-7} \oplus M \) where \( M \) is a positive definite unimodular lattice of rank 7. In particular, \( M \) is odd, and therefore by Theorem \( 2.2.1 \) we have that \( M \sim I_r \), thus \( L \sim Z_{rn} \), as was required to show.

Let \( f \in \mathbb{Z}[x] \) be an irreducible monic polynomial such that all its roots are real, \( \mathcal{O}_K = \mathbb{Z}[x]/(f) \) and \( K \) is the quotient field of \( \mathcal{O}_K \). Let \( \delta = 1/f' \in K^\times \), where \( f' \) is the derivative of \( f \). Let \( A \in \text{Sym}(r, \mathcal{O}_K) \). We shall write \( A^\gamma \) if \( A \in \text{GL}(r, \mathcal{O}_K) \) and \( \delta A \) is a positive definite matrix. Let \( \gamma_m \subset \mathcal{O}_K \) be the set of elements \( \alpha \in \mathcal{O} \) such that \( \delta \alpha \gg 0 \) and \( \frac{1}{2}|\mathcal{M}(\mathcal{O}, t_{\delta \alpha})| \geq m \), where \( m \in \mathbb{N} \).

We denote by
\[
\begin{pmatrix}
\gamma_x & * & \cdots & * \\
* & * & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
* & * & \cdots & *
\end{pmatrix}
\subset \text{Sym}(n, \mathcal{O}_K)
\]
a set of \( n \times n \) matrices such that the top diagonal entry comes from the set \( \gamma_x \). Now if we write
\[
\begin{pmatrix}
\gamma_x & * & \cdots & * \\
* & * & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
* & * & \cdots & *
\end{pmatrix}^\gamma
\]
then we state that there exists
\[
A \in \begin{pmatrix}
\gamma_x & * & \cdots & * \\
* & * & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
* & * & \cdots & *
\end{pmatrix}
\]
such that \( A^\gamma \).

Example 2.2.27. (i) Let \( f = x^2 - 3 \) and \( \mathbb{Z}[x]/(f) \cong \mathbb{Z}[\sqrt{3}] \). Then \( \delta = \frac{1}{2\sqrt{3}} \)
and \( \gamma_1 = \{ \sqrt{3} - 1, \sqrt{3}, \sqrt{3} + 1 \} \). Consider the matrix
\[
M = \begin{pmatrix}
\sqrt{3} + 1 & 1 \\
1 & \sqrt{3} - 1
\end{pmatrix}
\]
As \( \det(M) = 1 \) we have that \( M \in \GL(2, \mathbb{Z}[\sqrt{3}]) \). Furthermore, \( \delta M \gg 0 \), therefore \( \left( \begin{array}{cc} \gamma_1 & * \\ * & \gamma_1 \end{array} \right)^N \) is not empty over \( \mathbb{Z}[\sqrt{3}] \). Let \((L, \alpha)\) be a \( \mathbb{Z}[\sqrt{3}] \)-lattice such that the corresponding matrix of \( \alpha \) is \( M \), i.e \((L, \alpha)\) is a unimodular lattice of rank 2 such that \((\mathbb{Q}(\sqrt{3})L, \delta \alpha)\) is a totally positive definite lattice. By Proposition 2.2.23 we deduce that there exists a positive definite unimodular \( \mathbb{Z} \)-lattice \((L, \beta)\) of rank 4 such that \( \mathbb{Z}[\sqrt{3}] \) acts on it as self-adjoint operators. Now \( \frac{1}{2} |M(L, \beta)| \geq 2 \) as \( \beta = t_\delta \circ \alpha \) and \( t_\delta \circ \alpha((1,0)^t, (1,0)^t) = 1 \) (the same holds for vector \((0,1)^t\)). From Lemma 2.2.26 it follows that \( L \sim_{\mathbb{Z}} I_4 \) (actually the minimal vector data is redundant in this case, as the rank of the lattice is low enough to achieve the same result directly from the classification of unimodular lattice). And therefore we show again that \( x^2 - 3 \) is the minimal polynomial of an integer symmetric matrix.

(ii) Let \( f = x^5 - 10x^4 + 32x^3 - 37x^2 + 12x - 1 \), \( f \) is an irreducible polynomial with only real roots. Let \( \alpha \in \mathbb{R} \) be one of the roots of \( f \) and \( \mathbb{Z}[x]/(f) \cong \mathbb{Z}[\alpha] \). We denote by \( K \) the quotient field of \( \mathbb{Z}[\alpha] \), and let \( \delta = \frac{1}{f'(\alpha)} \). We have that \( \text{tr}_{K/\mathbb{Q}}(\alpha^i) = 10, 36, 151 \) and 680 for \( i = 1, \ldots, 4 \), respectively. We can check that \( \{ \alpha^4 - 7\alpha^3 + 14\alpha^2 - 9\alpha + 1, \alpha^4 - 7\alpha^3 + 14\alpha^2 - 7\alpha + 1, \alpha^4 - 7\alpha^3 + 16\alpha^2 - 13\alpha + 2 \} \subset \gamma_3 \). Let

\[
M = \begin{pmatrix}
\alpha^4 - 7\alpha^3 + 14\alpha^2 - 7\alpha + 1 & \alpha^3 - 3\alpha^2 + \alpha \\
\alpha^3 - 3\alpha^2 + \alpha & \alpha^4 - 7\alpha^3 + 14\alpha^2 - 8\alpha + 1
\end{pmatrix}.
\]

Given that \( M \in \GL(2, \mathbb{Z}[\alpha]) \) and \( \delta M \gg 0 \) implies that \( \left( \begin{array}{cc} \gamma_3 & * \\ * & \gamma_3 \end{array} \right)^N \) is not empty over \( \mathbb{Z}[\alpha] \). Let \((L, \beta)\) be a \( \mathbb{Z}[\alpha] \)-lattice such that the corresponding matrix for \( \beta \) is \( M \). In the light of the lemma above, \((L, t_\delta \circ \beta) \sim_{\mathbb{Z}} I_{10} \), thus \( f \) is the minimal polynomial of an integer symmetric matrix.

**Proposition 2.2.28.** Let \( f \in \mathbb{Z}[x] \) be an irreducible quintic monic polynomial such that the roots of \( f \) are all real. Let \( \mathcal{O} = \mathbb{Z}[x]/(f) \). If there exists
\( \gamma_1, \gamma_2, \gamma_3, \gamma_4 \) or \( \gamma_5 \subset \mathcal{O} \) such that at least one of

\[
\left( \begin{array}{c}
\gamma_5 \\
\end{array} \right), \quad \left( \begin{array}{c}
\gamma_3 \\
\end{array} \right)^R, \quad \left( \begin{array}{c}
\gamma_2 \\
\end{array} \right)^R, \quad \left( \begin{array}{c}
\gamma_4 \\
\end{array} \right)^R, \quad \left( \begin{array}{c}
\gamma_4 \\
\end{array} \right)^R, \quad \left( \begin{array}{c}
\gamma_3 \\
\end{array} \right)^R, \quad \left( \begin{array}{c}
\gamma_3 \\
\end{array} \right)^R, \quad \left( \begin{array}{c}
\gamma_2 \\
\end{array} \right)^R,
\]

is not empty over \( \mathcal{O} \), then \( f \) is the minimal polynomial of an integer symmetric matrix.

**Proof.** Let \( f \in \mathbb{Z}[x] \) be an irreducible quintic monic polynomial such that the roots of \( f \) are all real. Let \( \mathcal{O} = \mathbb{Z}[x]/(f) \). By Proposition 2.2.23 we have that if any of the above sets is not empty then there exist a matrix in \( \text{Sym}(r, \mathcal{O}) \subset \text{GL}(r, \mathcal{O}) \), and thus a positive definite \( \mathbb{Z} \)-lattice \( (L, \beta) \) of rank \( 5r \), such that \( \mathcal{O} \) act on it as self-adjoint operators. Furthermore, due to the restrictions of the possible elements on the diagonal of such matrices, we will have that for each of such lattice \( \frac{1}{2}|\mathcal{M}(L, \beta)| > nr - 8 \). Therefore, by Lemma 2.2.26 the proposition follows. \( \square \)
Part II

Counterexamples
Chapter 3
Linear algebraic études

In this chapter we introduce some necessary conditions for the existence of an integer symmetric matrix with a given minimal polynomial. These conditions derive almost exclusively from the linear algebraic considerations. The main new result of this chapter is Theorem 3.2.1, which appeared in [82]. As a corollary we will find counterexamples to Estes–Guralnick’s conjecture, some previously unknown. Moreover we are able to settle the Schur–Siegel–Smyth trace problem for polynomials that are minimal polynomials of integer symmetric matrices. In the end of this chapter we will take a little detour in introducing a new class of matrices, totally nonnegative matrices, for which we can pose an analogous problem to Estes–Guralnick’s conjecture and the Schur–Siegel–Smyth trace problem. Throughout the chapter there will be sporadic references to graph theory; we consulted [46] for everything graph-related that we required.

3.1 Elementary methods

The following theorem will play a crucial role throughout the chapter.

**Theorem 3.1.1** (Cauchy Interlacing Theorem). [Thm. 9.1.1, 46] Let $A \in \text{Sym}(n, \mathbb{R})$ have eigenvalues $\lambda_1 \geq \ldots \geq \lambda_n$ and let $A' \in \text{Sym}(n-1, \mathbb{R})$ be a principal submatrix of $A$, where $\mu_1 \geq \ldots \geq \mu_{n-1}$ are the eigenvalues of $A'$. 
Then the eigenvalues of $A$ and $A'$ interlace, i.e.

$$
\lambda_1 \geq \mu_1 \geq \lambda_2 \geq \ldots \geq \mu_{n-1} \geq \lambda_n.
$$

It will be useful to associate to a given $A \in \text{Sym}(n, \mathbb{Z})$ a simple graph on $n$ vertices labelled 1, \ldots, $n$, defined as follows: the vertices of the graph, $i$ and $j$, are connected by an edge if and only if $A_{ij} \neq 0$. Note that we ignore the values on the diagonal of the matrix.

**Definition 3.1.2.** Let $A \in \text{Sym}(n, \mathbb{Z})$. We say that $A$ is **indecomposable** (or **connected**) if for all permutation matrices $P$, $PAP^t$ is not a block diagonal matrix with more than one block.

**Remark.** By a permutation matrix $P$ we mean a square (0,1)-matrix such that in each row and column there exists a single entry of one, and zeros elsewhere. It is well known that $\det(P) = \pm 1$ and $PP^t = I_n$.

If a symmetric matrix $A$ is indecomposable then in each row and column of $A$ there exists at least one nonzero off-diagonal entry. The name connected is coined from graph theory, as an indecomposable symmetric matrix will correspond to a connected simple graph. More can be said if a given matrix is also nonnegative (see [p.178, 46]). Given a not connected (or **decomposable**) symmetric matrix $A$, we can permute its basis so that we gain a block diagonal matrix with more than one block, i.e. there exists a permutation matrix $P$ such that

$$
PAP^t = A_1 \oplus \ldots \oplus A_k.
$$

The characteristic polynomial of such matrix $A$ is reducible, as

$$
\chi_A = \prod_{i=1}^k \chi_{A_i}.
$$

Thus a necessary condition for a matrix to have an irreducible characteristic polynomial is to be indecomposable. However it is not sufficient; see for
example
\[
\begin{pmatrix}
2 & 1 \\
1 & 2
\end{pmatrix}.
\]
This matrix is connected but its characteristic polynomial is \((x - 3)(x - 1)\).

We will need the following proposition.

**Proposition 3.1.3** (Maclaurin’s inequality). [27] Let \(\alpha_1, \ldots, \alpha_n \in \mathbb{R}_+\) and \(n \in \mathbb{N}\). Then

\[
M_1 \geq \sqrt{M_2} \geq \ldots \geq \sqrt[n]{M_n},
\]
where

\[
M_k := \frac{\sum_{1 \leq i_1 < \cdots < i_k \leq n} \alpha_{i_1} \cdots \alpha_{i_k}}{\binom{n}{k}}.
\]

Let us recall the Leibniz formula for determinants ([p. 95, 57]). For \(A \in \text{Mat}(n, \mathbb{Z})\) we have

\[
\det(A) = \sum_{\sigma \in S_n} \text{sign}(\sigma) \prod_{i=1}^{n} A_{\sigma(i)i},
\]
where \(S_n\) is the symmetric group on \(n\) elements, and \(\text{sign}(\cdot)\) is the sign function, i.e.

\[
\text{sign} : S_n \rightarrow \{\pm 1\},
\]

such that for \(\sigma \in S_n\) the \(\text{sign}(\sigma) = 1\) if and only if \(\sigma\) is an even permutation.

We are interested in the characteristic polynomial of a symmetric matrix \(A\), i.e.

\[
\chi_A := \det(xI_n - A)
\]

\[
= x^n - a_1x^{n-1} + \ldots + (-1)^na_n,
\]

where \(a_1 = \text{Tr}(A)\) and \(a_n = \det(A)\).

**Example 3.1.4.** Consider a coefficient \(a_2\) of \(x^{n-2}\) in \(\chi_A\). We claim that

\[
a_2 = \sum_{1 \leq i < j \leq n} A_{ii}A_{jj} - \sum_{1 \leq i < j \leq n} A_{ij}A_{ji}.
\]
From the Leibniz formula it follows that
\[ \chi_A = \det(xI_n - A) = \sum_{\sigma \in S_n} \text{sign}(\sigma) \prod_{i=1}^{n} (xI_n - A)_{\sigma(i)i}. \]

For \(1 \in S_n\) we have a contribution of
\[ \prod_{i=1}^{n}(x - A_{ii}) = x^n - \sum_{i=1}^{n} A_{ii}x^{n-1} + \sum_{1 \leq i < j \leq n} A_{ii}A_{jj}x^{n-2} - \ldots, \]
and thus \(\sum_{1 \leq i < j \leq n} A_{ii}A_{jj}\) will contribute to the coefficient \(a_2\). Next, notice that the product
\[ \prod_{i=1}^{n}(xI_n - A)_{\sigma(i)i} \]
will contribute to the coefficient of an indeterminate of degree \(n - 2\) if a permutation \(\sigma \in S_n\) fixes \(n - 2\) points and swaps the other 2, i.e. \(\sigma\) is a transposition. Thus for a given \(\sigma\), that swaps \(j\) and \(k\), we have: \(\text{sign}(\sigma) = -1\) and furthermore
\[ A_{jk}A_{kj} \prod_{j \neq i \neq k}^{n}(x - A_{ii}). \]

Given that
\[ \prod_{j \neq i \neq k}^{n}(x - A_{ii}) \]
is a monic polynomial of degree \(n - 2\), the claim follows.

For a polynomial \(f = \prod_{i=1}^{n}(x - \alpha_i)\) we shall write \(a_i := \sum_{1 \leq j_1 < \ldots < j_i \leq n} \alpha_{j_1} \ldots \alpha_{j_i}\).

We are ready to present the first bound.

**Proposition 3.1.5.** Let \(f \in \mathbb{Z}[x]\) be a monic irreducible polynomial such that all its roots are real and positive. If
\[ \frac{(n - 1)}{2n} a_1^2 - n < a_2, \]  
then \(f\) is the minimal polynomial of an integer symmetric matrix if and only if there exists \(A \in \text{Sym}(\text{ln}, \mathbb{Z})\) for which \(f\) is the minimal polynomial and \(l \in \{1, \ldots, k\}\), where
\[ k \leq \left( a_2 + n - \frac{(n - 1)}{2n} a_1^2 \right)^{-1}. \]
Proof. Let $f \in \mathbb{Z}[x]$ be a monic irreducible polynomial of degree $n$ such that all its roots are real and positive. Obviously $f$ is the minimal polynomial of an integer symmetric matrix if and only if there exists $A \in \text{Sym}(kn, \mathbb{Z})$ such that $f$ annihilates it. Let us assume that $A$ is the smallest such matrix, i.e. $k$ is minimal. Given that $f$ is irreducible and $k$ is minimal it follows that $A$ is an indecomposable matrix. We note the following

$$f^k = x^{kn} - b_1 x^{kn-1} + b_2 x^{kn-2} + \ldots,$$

where by a simple counting one sees that $b_1 = ka_1$ and $b_2 = (\binom{k}{2})a_1^2 + ka_2$. From the example above examining the determinant of $kn \times kn$ integer symmetric matrix we see that

$$b_2 = \sum_{1 \leq i < j \leq kn} A_{ij}A_{jj} - \sum_{1 \leq i < j \leq kn} A_{ij}^2. \quad (3.1.3)$$

By the Maclaurin’s inequality it follows

$$\sum_{1 \leq i < j \leq kn} A_{ii}A_{jj} \leq \frac{(kn-1)}{2kn}(ka_1)^2 = \frac{k(kn-1)}{2n}a_1^2.$$

Combining the above facts together gives us

$$\binom{k}{2} a_1^2 + ka_2 = \sum_{1 \leq i < j \leq kn} A_{ii}A_{jj} - \sum_{1 \leq i < j \leq kn} A_{ij}^2$$

$$\binom{k}{2} a_1^2 + ka_2 + \sum_{1 \leq i < j \leq kn} A_{ij}^2 = \sum_{1 \leq i < j \leq kn} A_{ii}A_{jj}$$

$$\binom{k}{2} a_1^2 + ka_2 + \sum_{1 \leq i < j \leq kn} A_{ij}^2 \leq \frac{k(kn-1)}{2n}a_1^2$$

$$k(k-1)na_1^2 + 2nka_2 + 2n \sum_{1 \leq i < j \leq kn} A_{ij}^2 \leq k(kn-1)a_1^2$$

$$k(1-n)a_1^2 + 2nka_2 + 2n \sum_{1 \leq i < j \leq kn} A_{ij}^2 \leq 0$$

$$k \left( (1-n)a_1^2 + 2na_2 \right) + 2n \sum_{1 \leq i < j \leq kn} A_{ij}^2 \leq 0.$$
And thus

\[(1 - n)a_1^2 + 2na_2 + 2n^2)k - 2n \leq 0.\]

In particular we will have an effective bound if the coefficient of \(k\) is strictly positive, i.e. \((1 - n)a_1^2 + 2na_2 + 2n^2 > 0.\) This is equivalent to

\[\frac{(n-1)}{2n}a_1^2 - n < a_2,\]

as was required to show.

**Corollary 3.1.6.** There exist counterexamples to Estes–Guralnick’s conjecture for degrees 8 and 9.

**Proof.** Consider the following irreducible polynomials

\[x^9 - 21x^8 + 188x^7 - 937x^6 + 2848x^5 - 5434x^4 + 6447x^3 - 4528x^2 + 1676x - 241\]

and

\[x^8 - 20x^7 + 168x^6 - 770x^5 + 2092x^4 - 3420x^3 + 3247x^2 - 1610x + 311.\]

We claim that neither of them can be the minimal polynomial of an integer symmetric matrix. In each case the polynomial satisfies the condition of Proposition 3.1.5, thus based on bound (3.1.2) it suffices to examine whether the polynomial can appear as the characteristic polynomial of an integer symmetric matrix.

Consider the degree 8 polynomial. We can avoid computation of all possible symmetric matrices by noting that if \(A \in \text{Sym}(8, \mathbb{Z})\) is the corresponding integer symmetric matrix then

\[
\sum_{1 \leq i < j \leq 8} A_{ii}A_{jj} = \frac{\text{Tr}(A)^2}{2} - \sum_{i=1}^{8} A_{ii}^2 \\
= 20^2 - \sum_{i=1}^{8} A_{ii}^2.
\]
To maximise this sum we have to minimise $\sum_{i=1}^{8} A_{ii}^2$. The matrix $A$ is connected, thus $\sum_{1 \leq i < j \leq 8} A_{ij}^2 \geq 7$. From equation (3.1.3) we have that

$$168 = \sum_{1 \leq i < j \leq 8} A_{ii}A_{jj} - \sum_{1 \leq i < j \leq 8} A_{ij}^2 \leq \sum_{1 \leq i < j \leq 8} A_{ii}A_{jj} - 7$$

and hence

$$175 \leq \sum_{1 \leq i < j \leq 8} A_{ii}A_{jj}$$

$$175 \leq \frac{20^2 - \sum_{i=1}^{8} A_{ii}^2}{2}$$

$$350 \leq 20^2 - \sum_{i=1}^{8} A_{ii}^2$$

$$50 \geq \sum_{i=1}^{8} A_{ii}^2.$$ 

Given that

$$\frac{1}{8} \sum_{i=1}^{8} A_{ii}^2 \geq \left(\frac{\sum_{i=1}^{8} A_{ii}}{8}\right)^2 \geq \frac{25}{4},$$

with equality only if all $A_{ii}$ are equal, i.e. $A_{ii} = \frac{5}{2}$. As $A_{ii} \in \mathbb{Z}_+$ we conclude that such matrix does not exist. The analogous method covers the polynomial of degree 9 too. Thus the corollary follows.

Note that the two polynomials in the proof above are not small-span, and thus were previously unknown to be counterexamples to Estes–Guralnick’s conjecture.

**Definition 3.1.7.** Let $f \in \mathbb{Z}[x]$ be a monic polynomial such that all its roots are real and positive. Then $f$ has **minimal trace** (or is of minimal trace) if at least one of its roots is less than one.
It is sometimes convenient to regard monic polynomials $f$ and $g \in \mathbb{Z}[x]$ as equivalent if there exists $m \in \mathbb{Z}$ such that $f(x) = g(x + m)$. Any such polynomial with only real roots is equivalent to the unique one of minimal trace.

**Proposition 3.1.8.** Let $n \in \mathbb{N}$ and $B \geq 0$ be given. Then there are only finitely many monic irreducible polynomials $f \in \mathbb{Z}[x]$ of degree $n$ such that:

- $f$ has all roots real and positive, and is of minimal trace;
- $a_2 > \frac{(n-1)}{2n}a_1^2 - B$.

**Proof.** Let $f$ be of minimal trace, then by definition, there exists $\gamma \in (0, 1)$ such that $f(\gamma) = 0$. Let $\gamma, \alpha_1, \ldots, \alpha_{n-1} \in \mathbb{R}_+$ be the roots of $f$. Then by Maclaurin’s inequality (Proposition 3.1.3) we have

$$\frac{(n - 2)}{2(n - 1)}(a_1 - \gamma)^2 \geq a'_2, \quad (3.1.4)$$

where

$$a'_2 := \sum_{1 \leq i < j \leq n-1} \alpha_i \alpha_j.$$

Note that

$$a_2 = a'_2 + (a_1 - \gamma)\gamma$$

$$< a'_2 + a_1 - \gamma$$

$$< a'_2 + a_1.$$

Combining this and inequality (3.1.4) we have

$$\frac{(n - 2)}{2(n - 1)}(a_1 - \gamma)^2 + a_1 > a_2$$

$$\frac{(n - 2)}{2(n - 1)}(a_1^2 - 2\gamma a_1 + \gamma^2) + a_1 > a_2$$

$$\frac{(n - 2)}{2(n - 1)}a_1^2 + (1 - \frac{(n - 2)}{(n - 1)}\gamma)a_1 + \frac{(n - 2)}{2(n - 1)}\gamma^2 > a_2$$

$$\frac{(n - 2)}{2(n - 1)}a_1^2 + a_1 + 1 > a_2.$$
Let \( B \in \mathbb{R}_+ \). By hypothesis of the proposition we have that
\[
a_2 > \frac{(n-1)}{2n} a_1^2 - B \\
n(n-2)a_1^2 + 2(n-1)na_1 + 2(n-1)n > (n-1)^2 a_1^2 - 2(n-1)B \\
2(n-1)na_1 + 2(n-1)n > a_1^2 - 2(n-1)B \\
a_1^2 + 2n(1-n)a_1 + 2n(1-n)(B+1) < 0. \tag{3.1.5}
\]
There are only finitely many \( a_1 \in \mathbb{Z}_+ \) for a given \( n \) satisfying the bound. Thus the proposition follows from Proposition 3.1.3 again.

We note that using inequality (3.1.5) one can effectively compute the bound for \( a_1 \).

**Corollary 3.1.9.** Let \( f \in \mathbb{Z}[x] \) be a monic irreducible polynomial of degree \( n \) such that the roots of \( f \) are real and positive. If
\[
\frac{(n-1)}{2n} a_1^2 - n + 1 < a_2
\]
then \( f \) is not the minimal polynomial of an integer symmetric matrix, and for a given degree \( n \) there can be only finitely many such polynomials of minimal trace.

**Proof.** We begin by noticing that such polynomials would satisfy condition (3.1.1) and letting
\[
\frac{(n-1)}{2n} a_1^2 - n + 1 < a_2
\]
we see that inequality (3.1.2) gives us
\[
k < 1
\]
and so \( f \) is not the minimal polynomial of an integer symmetric matrix. The finiteness of examples follows from the previous proposition.

**Example 3.1.10.** Consider the polynomial
\[
x^{20} - 60x^{19} + 1692x^{18} - 29808x^{17} + 367793x^{16} - 3377328x^{15} + 23938743x^{14}
\]
− 134063334x^{13} + 602208104x^{12} − 2190171816x^{11} + 6481403363x^{10} \\
− 1562663538x^9 + 30625401686x^8 - 48496762272x^7 + 61411191934x^6 \\
− 61191470268x^5 + 46823870156x^4 − 26500746624x^3 + 10428844368x^2 \\
− 2542580352x + 288610561.

It is irreducible and has all real and positive roots. From the bound above we see that $\frac{60^2 \times 19}{40} - 19 = 1691 < 1692$, thus this polynomial is not the minimal polynomial of an integer symmetric matrix.

**Lemma 3.1.11.** [Lemma 6.1.6, 88] Let $f \in \mathbb{Z}[x]$ be a monic polynomial with roots $\alpha_1, \ldots, \alpha_n \in \mathbb{R}_+$, where $n > 1$. Let $\alpha^{(k)}_1, \ldots, \alpha^{(k)}_{n-k}$ be roots of the $k$-th derivative of $f$. Then

$$\frac{1}{n^2(n-1)} \sum_{1 \leq i < j \leq n} (\alpha_i - \alpha_j)^2 = \frac{1}{(n-k)^2(n-k-1)} \sum_{1 \leq i < j \leq n-k} (\alpha^{(k)}_i - \alpha^{(k)}_j)^2. \quad \square$$

**Corollary 3.1.12.** Let $f \in \mathbb{Z}[x]$ be a monic polynomial as above. Then

$$\frac{(n-1)}{2n} a_1^2 = a_2 + B, \quad \text{where } B \geq \frac{n-1}{4}.$$  

**Proof.** Let $f \in \mathbb{Z}[x]$, such that $\alpha_1, \ldots, \alpha_n \in \mathbb{R}_+$ are the roots of $f$. Let

$$f^{(n-2)} := \frac{n!}{2} x^2 - (n-1)! a_1 x + (n-2)! a_2$$

be its $n - 2$-th derivative. Thus by the previous lemma we have that

$$\frac{1}{n^2(n-1)} \sum_{1 \leq i < j \leq n} (\alpha_i - \alpha_j)^2 = \frac{1}{4} \left( \alpha^{(n-2)}_1 - \alpha^{(n-2)}_2 \right)^2,$$

where

$$\alpha^{(n-2)}_i := \frac{a_1}{n} + \sqrt{\frac{a_1^2}{n^2} - \frac{2a_2}{n(n-1)}}.$$

Therefore,

$$\frac{1}{n^2(n-1)} \sum_{1 \leq i < j \leq n} (\alpha_i - \alpha_j)^2 = \left( \frac{a_1^2}{n^2} - \frac{2a_2}{n(n-1)} \right)$$

$$\frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} (\alpha_i - \alpha_j)^2 = 2 \left( \frac{a_1^2}{n} - \frac{2a_2}{(n-1)} \right).$$
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\[ \frac{2n}{n-1} a_2 = a_1^2 - \frac{2n}{n-1} B. \]

Let \( B \in \mathbb{Q} \) be such that

\[ \frac{2n}{n-1} a_2 = a_1^2 - \frac{2n}{n-1} B. \]

Let the discriminant of our polynomial be

\[ \Delta_f := \prod_{1 \leq i < j \leq n} (\alpha_i - \alpha_j)^2. \]

We have

\[ \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} (\alpha_i - \alpha_j)^2 = \frac{2}{n} \left( a_1^2 - a_1^2 + \frac{2n}{n-1} B \right) = \frac{4B}{n-1}. \]

And finally by the arithmetic mean–geometric mean inequality it follows

\[ 1 \leq \Delta_f \leq \left( \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} (\alpha_i - \alpha_j)^2 \right)^\frac{n(n-1)}{2} = \left( \frac{4B}{n-1} \right)^\frac{n(n-1)}{2}. \]

Therefore \( B \geq \frac{n-1}{4} \) as was claimed.

3.2 A trace bound for positive definite integer symmetric matrices

Some of the new results of this section appeared in the paper [82]. We present a lower bound for the trace of connected and positive definite integer symmetric matrices. This bound will play a key role in showing that a given polynomial cannot be the minimal polynomial of an integer symmetric matrix.

**Theorem 3.2.1.** [Thm. 1, 82] Let \( A \in \text{Sym}(n, \mathbb{Z}) \) be a connected and positive definite matrix. Then \( \text{Tr}(A) \geq 2n - 1 \).

**Proof.** Let \( A \in \text{Sym}(n, \mathbb{Z}) \) be a matrix satisfying conditions of the theorem. We prove by induction on \( n \) that \( \text{Tr}(A) \geq 2n - 1 \). It clearly true for \( n = 1 \), as (0) is not a positive definite matrix. Assume that the theorem holds for \( n - 1 \),
where $n > 1$. If it fails for $n$ then there exists $A \in \text{Sym}(n, \mathbb{Z})$ such that $A$ is a positive definite, connected matrix and $\text{Tr}(A) \leq 2n - 2$. Let us assume that $A$ is such matrix with the smallest possible trace. Let $\{e_1, \ldots, e_n\}$ be the basis for $\mathbb{R}^n$ such that $A$ represents a symmetric bilinear form $\beta$, i.e. $\beta(e_i, e_j) = A_{ij}$.

Given that $A$ is a positive definite matrix, $\beta(x,x) > 0$ for all $x \in \mathbb{R}^n$, $x \neq 0$, implies that $A_{ii} > 0$ for all $i \in \{1, \ldots, n\}$. By assumption that $\text{Tr}(A) \leq 2n - 2$ we have that at least two entries on the diagonal are equal to one.

Without loss of generality assume that $A_{11} = 1$. Our matrix is connected and so in each row and column there exists at least one off-diagonal nonzero entry. Therefore there exists $j$ such that $A_{1j} \neq 0$; assume that $j = 2$. Let $e'_2 := e_2 - A_{12}e_1$, and define a new basis $\{e_1, e'_2, \ldots, e_n\}$ for $\mathbb{R}^n$, and a new matrix $A'$ such that $\beta(e'_i, e'_j) = A'_{ij}$ (where $e'_j = e_j$ when $j \neq 2$). The matrix $A'$ is symmetric and positive definite. We have

$$\beta(e'_2, e_j) = \beta(e_2, e_j) - A_{12}\beta(e_1, e_j)$$

$$= A_{2j} - A_{12}A_{1j}. \quad (3.2.1)$$

Specifically if $j = 1$, then $A'_{12} = 0$. Furthermore

$$\beta(e'_2, e'_2) = \beta(e_2, e_2) - 2A_{12}\beta(e_1, e_2) + A^2_{12}\beta(e_1, e_1)$$

$$= A_{22} - A^2_{12}. \quad (3.2.2)$$

Given that $A'_{ii} = A_{ii}$ for $i \neq 2$, we have conclude that $\text{Tr}(A') < \text{Tr}(A)$. From the minimality assumption on the trace of $A$ we can conclude that $A'$ is decomposable. We claim that $A'$ splits exactly into two connected components; moreover one of these components contains $A'_{11}$ and the other contains $A'_{22}$.

We define a **path** in a matrix to represent a chain of nonrepeating off-diagonal entries of the matrix, such that consecutive entries in a chain share a common index, i.e. for $A'$ an example of a chain is $A'_{x_1x_2}A'_{x_2x_3}A'_{x_3x_4} \cdots A'_{x_{l-1}x_l}$ where each $A'_{x_ix_j} \neq 0$. One notices that two entries are in the same path only if they are in the same connected component. So given any $j \in \{3, \ldots, n\}$, if
$A'_{js}$ cannot be in any path with $A'_{2s}$, then we claim that there exists a path with $A'_{is}$ such that $A'_{js}$ is there. This would prove our claim. From the assumption that $A$ is connected, and $A'$ differs from $A$ only in the entries of the second row and column, if there does not exist a path from $A'_{2s}$ to $A'_{js}$, then either the existent path in $A$ was through $A_{21}$ or $A_{2j}$, both of which got annihilated through the change of basis (see 3.2.1). In either case, this implies that $A'_{is}$ is in the path with $A'_{js}$ as we wanted to show.

Therefore we have that $A'$ is subdivided into two connected components, say $B_1$ and $B_2$ of size $m_1 \times m_1$ and $m_2 \times m_2$, respectively. Thus $A' = B_1 \oplus B_2$ and $m_1 + m_2 = n$. Now

$$\text{Tr}(A') = \text{Tr}(B_1) + \text{Tr}(B_2) < \text{Tr}(A) \leq 2n - 1.$$  

In particular, both of $B_i$ are positive definite and connected but at least one has $\text{Tr}(B_i) \leq 2m_i - 2$, contradicting the inductive hypothesis. 

\[\square\]

Remark. This theorem does not hold for matrices over $\mathbb{Q}$ as it fails in the base case, i.e. there does not exist a smallest positive rational number. And furthermore, if for a given connected and positive definite matrix $A \in \text{Sym}(n, \mathbb{Q})$ there exists $B \in \mathbb{R}$ such that $\text{Tr}(A) \geq 2n - B$, then for any $k \in \mathbb{N}$ we construct an another matrix $\frac{1}{k}A \in \text{Sym}(n, \mathbb{Q})$ which is still a positive definite and connected matrix, but its trace is smaller.

One could try to restrict to $A \in \text{Sym}(n, \mathbb{Q})$ such that $\chi_A \in \mathbb{Z}[x]$, but when we change the basis and find two submatrices, it is not always true that either would have an integer characteristic polynomial. For example

$$\begin{pmatrix}
\frac{7}{2} & -\frac{3}{2} & 1 \\
-\frac{3}{2} & \frac{3}{2} & -1 \\
1 & -1 & 2
\end{pmatrix}$$

has integer characteristic polynomial $x^3 - 7x^2 + 11x - 4$, but the characteristic polynomial of submatrix $\begin{pmatrix}
\frac{7}{2} & 1 \\
1 & 2
\end{pmatrix}$ is $x^2 - \frac{11}{2}x + \frac{17}{2}$. It is known that for $\chi_A \in \mathbb{Z}[x]$ such that $\chi_A(0) = \pm 1$ and $A \in \text{Sym}(\mathbb{Q})$ there exists $k \in \mathbb{N}$ such that $A^k \in \text{Sym}(\mathbb{Z})$ (see [28]).
It is rather easy to see that Theorem 3.2.1 also holds for negative definite matrix (the bound would be \( \text{Tr}(A) \leq -2n + 1 \)). Further generalisations can be made to hermitian matrices over the ring of integers of totally imaginary quadratic fields. Denoting by

\( \overline{\cdot} : \mathbb{C} \longrightarrow \mathbb{C} \)

the ordinary complex conjugation, we say that the matrix \( H \) is hermitian if \( H^t = \overline{H} \). And by a totally imaginary quadratic field \( F \) we mean a quadratic extension of \( \mathbb{Q} \) such that there are no embeddings of \( F \) into \( \mathbb{R} \). We shall return to the topic of symmetric matrices over ring of algebraic integers in the last chapter.

**Corollary 3.2.2.** Let \( f \in \mathbb{Z}[x] \) be a monic irreducible polynomial of degree \( n \) such that all its roots are real and positive. If the trace of \( f \) is less than \( 2n - 1 \), then \( f \) is not the minimal polynomial of an integer symmetric matrix.

**Proof.** Let \( f \) satisfy the hypothesis of the corollary, and let us write \( \text{tr}(f) \) for the sum of roots of \( f \). Thus the degree of \( f \) is \( n \) and \( \text{tr}(f) < 2n - 1 \). Then the corollary follows from the following identity:

\[ \text{tr}(f^k) = k \text{tr}(f) \]

for \( k \in \mathbb{N} \). Therefore \( \text{tr}(f^k) < 2nk - k \) and \( f \) cannot be the minimal polynomial of any integer symmetric matrix, as any such matrix \( A \in \text{Sym}(nk, \mathbb{Z}) \), would be positive definite, connected (assuming minimality of \( k \)) and have \( \text{Tr}(A) < 2nk - k \).

**Example 3.2.3.** (i) Let \( A_n = (A_{ij}) \in \text{Sym}(n, \mathbb{Z}) \) be defined as follows:

\[
A_{ij} = \begin{cases} 
2 & \text{if } i = j > 1 \\
1 & \text{if } i = j = 1 \\
1 & \text{if } |i - j| = 1 \\
0 & \text{otherwise.}
\end{cases}
\]
Then $\text{Tr}(A_n) = 2n - 1$, $A_n$ is connected and positive definite, thus the trace bound of Theorem 3.2.1 is sharp. It was shown in [Table 1, 79] that 

$$x^n \chi_{A_n} \left( x + \frac{1}{x} + 2 \right) = \frac{x^{2n+1} - 1}{x - 1}.$$ 

From [76] we know that

$$f = x^6 - 13x^5 + 64x^4 - 146x^3 + 148x^2 - 48x + 1$$

is not the minimal polynomial of an integer symmetric matrix. The polynomial $x^6 f \left( x + \frac{1}{x} + 2 \right)$ divides $\frac{x^{21} - 1}{x - 1}$. Thus $f \mid \chi_{A_{10}}$. 

(ii) Let $B_n = (B_{ij}) \in \text{Sym}(n, \mathbb{Z})$ be defined as follows:

$$B_{ij} = \begin{cases} 
  n & \text{if } i = j = 1 \\
  1 & \text{if } i = j > 1 \\
  1 & \text{if } i = 1 \text{ or } j = 1 \\
  0 & \text{otherwise.}
\end{cases}$$

Then $\text{Tr}(B_n) = 2n - 1$, $B_n$ is connected and positive definite and its characteristic polynomial is $(x - 1)^{n-2}(x^2 - (n + 1)x + 1)$. Therefore eigenvalues of $B_n$ are all in $\left(0, \frac{n + 1 + \sqrt{n^2 + 2n - 3}}{2}\right]$. 

**Definition 3.2.4.** Let $f \in \mathbb{Z}$ be an irreducible polynomial of degree $n$ with only real and positive roots. We define the absolute trace to be the average of its roots.

There exists an old conjecture stating that:

**Conjecture 3.2.5** (Schur–Siegel–Smyth trace problem). [1, 19, 96, 98] For any $\epsilon > 0$ there exists only finitely many monic irreducible $f \in \mathbb{Z}$ with all its roots being real and positive, and such that the absolute trace of $f$ is smaller than $(2 - \epsilon)$. 

It could be read as a question of whether 2 is the smallest limit point of absolute traces of totally real and positive algebraic integers. There exists
an infinite family of “cosine” polynomials, i.e. the minimal polynomials of $4 \cos^2 \left(\frac{\pi}{n}\right)$. In case $n$ is an odd prime, then such polynomial is irreducible of degree $\frac{1}{2}(n-1)$ and trace $n-2$ [1]. Therefore, 2 is a limit point. It was proven that there are only finitely many polynomials of absolute trace $\leq 1.79193$ [69], which is an improvement of initial bound given by Schur of $\exp(1/2)$ in [96].

**Corollary 3.2.6.** The Schur–Siegel–Smyth trace problem holds true for polynomials that are minimal polynomials of integer symmetric matrices.

**Proof.** Assume to contradiction that there exists $\epsilon > 0$ such that there are infinitely many irreducible polynomials $f \in \mathbb{Z}[x]$ such that all its roots are real and positive, and their absolute trace is less than $(2 - \epsilon)$. Knowing that for a given trace and degree there can be only finitely many totally positive polynomials, implies that we can find $f$ as above of an arbitrarily high degree. Let $n \in \mathbb{N}$ such that $ne > 1$. Let $A \in \text{Sym}(m, \mathbb{Z})$ be a connected and positive definite matrix, $m \geq n$, such that $f$ is its minimal polynomial, i.e. $f(A)$ is a zero matrix. Clearly then $\text{Tr}(A) \leq (2 - \epsilon)n < 2n - 1$, contradicting Theorem 3.2.1. □

**Corollary 3.2.7.** There exist counterexamples to Estes–Guralnick’s conjecture for degrees 10 and 12.

**Proof.** This follows from the existence of irreducible polynomials ([1])

$$x^{10} - 18x^9 + 134x^8 - 538x^7 + 1273x^6 - 1822x^5 + 1560x^4 - 766x^3 + 200x^2 - 24x + 1$$

and

$$x^{12} - 22x^{11} + 207x^{10} - 1092x^9 + 3561x^8 - 7897x^7 + 11086x^6 - 10061x^5 + 5726x^4 - 1941x^3 + 361x^2 - 32x + 1.$$ □
Corollary 3.2.8. Let \( A \in \Sym(n, \mathbb{Z}) \) be a connected positive definite matrix. Let
\[
\lambda_1 \geq \ldots \geq \lambda_n
\]
be eigenvalues of \( A \). Then
\[
\lambda_1 \geq \frac{\Tr(A) - 1}{n} + 1.
\]

Proof. Let \( A \) be a positive definite symmetric matrix. Let \( K = \lceil \lambda_1 \rceil \). Then \( A - KI_n \) is negative definite, and by Theorem 3.2.1 we have
\[
\Tr(A - KI_n) \leq -2n + 1
\]
\[
\Tr(A) - Kn \leq -2n + 1
\]
\[
\frac{\Tr(A) - 1}{n} + 2 \leq K.
\]
(3.2.2)

Given that \( K \) is a ceiling of \( \lambda_1 \) implies that \( K - 1 \leq \lambda_1 \leq K \), thus the corollary holds. \( \square \)

Corollary 3.2.9. Let \( f = \prod_{i=1}^{n} (x - \alpha_i) \in \mathbb{Z}[x] \) be an irreducible polynomial of degree \( n > 1 \) such that all \( \alpha_i \) are real and
\[
\alpha_1 > \ldots > \alpha_n > 0.
\]
If
\[
[\alpha_1] < \frac{\sum_{i=1}^{n} \alpha_i}{n} + 1,
\]
then there exists \( K \in \mathbb{N} \) such that \( f \) is the minimal polynomial of an integer symmetric matrix if and only if there exists \( A \in \Sym(ln, \mathbb{Z}) \) for \( l \in \{1, \ldots, K\} \) which \( f \) annihilates.

Proof. Let \( f \in \mathbb{Z}[x] \) be an irreducible polynomial of degree \( n \) such that all of its roots are real and positive. Let \( f \) be the minimal polynomial of a matrix \( A \in \Sym(ln, \mathbb{Z}) \); assume \( A \) is indecomposable. From inequality (3.2.2) in Proposition 3.2.8 we have
\[
[\alpha_1] \geq \frac{\Tr(A) - 1}{ln} + 1
\]
\[ \geq \frac{\text{Tr}(A)}{ln} - \frac{1}{ln} + 1 \]
\[ \geq \frac{\sum_{i=1}^{n} \alpha_i}{n} - \frac{1}{ln} + 1. \]

If
\[ [\alpha_1] < \frac{\sum_{i=1}^{n} \alpha_i}{n} + 1, \]
then there exists \( K \in \mathbb{N} \) such that for \( l > K \)
\[ [\alpha_1] < \frac{\sum_{i=1}^{n} \alpha_i}{n} - \frac{1}{ln} + 1. \]

Therefore the corollary holds. \( \square \)

If the absolute trace of a polynomial is small, we get a stronger bound.

**Corollary 3.2.10.** Let \( f = \prod_{i=1}^{n}(x - \alpha_i) \in \mathbb{Z}[x] \) be an irreducible polynomial such that all \( \alpha_i \in \mathbb{R}_+ \) and \( \sum_{i=1}^{n} \alpha_i < 2n \). Then \( f \) is the minimal polynomial of an integer symmetric matrix if and only if it is the characteristic polynomial of an integer symmetric matrix.

**Proof.** Assume that \( f \) is the minimal polynomial of a matrix \( A \in \text{Sym}(kn, \mathbb{Z}) \) and assume that \( k \) is minimal. Given that \( \sum_{i=1}^{n} \alpha_i < 2n \), we have that \( \sum_{i=1}^{n} \alpha_i \leq 2n - 1 \) and thus \( \text{Tr}(A) \leq 2kn - k \). From the minimality assumption of \( k \) we know that the matrix is indecomposable, and by Theorem 3.2.1 we have that \( \text{Tr}(A) \geq 2kn - 1 \), therefore \( k = 1 \) as was required to show. \( \square \)

**Proposition 3.2.11.** The smallest limit point of the absolute trace of irreducible monic integer polynomials is equal to the smallest limit point of the absolute trace of separable monic integer polynomials.

**Proof.** Let \( \mathcal{L}_s \) be the smallest limit point of separable polynomials and \( \mathcal{L}_i \) be the smallest limit point of irreducible polynomials. It is clear that \( \mathcal{L}_i \geq \mathcal{L}_s \), thus it will suffice to show that \( \mathcal{L}_s \geq \mathcal{L}_i \). Let \( t(f) := \frac{\text{tr}(f)}{\text{deg}(f)} \). Let \( \epsilon > 0 \). Given that \( \mathcal{L}_i \) is the smallest point of irreducible polynomials implies that there exists
δ > 0 such that for an irreducible polynomial \( f \) with \( t(f) > \mathcal{L}_i - \epsilon \) we have \( t(f) \geq \mathcal{L}_i - \epsilon + \delta \). Let \( f \) be a separable polynomial such that \( t(f) < \mathcal{L}_i - \epsilon \). We have that \( f = gh \) where all irreducible factors \( p \) that divide \( g \) have \( t(p) < \mathcal{L}_i \) and all the irreducible factors \( q \) that divide \( h \) have \( t(q) > \mathcal{L}_i \) (\( h \) could be a unit).

There are finitely many irreducible factors of \( g \), and given that \( g \) is separable, these factors cannot repeat, thus there are finitely many possibilities for \( g \). Let \( d \) denote the largest degree of the irreducible factor of \( g \). Each irreducible factor of \( h \) has absolute trace \( \geq \mathcal{L}_i - \epsilon + \delta \), thus \( t(h) \geq \mathcal{L}_i - \epsilon + \delta \). This gives us

\[
\mathcal{L}_i - \epsilon \geq t(f) = t(gh) = \frac{\text{tr}(g) + \text{tr}(h)}{\deg(g) + \deg(h)} \geq \frac{\text{tr}(h)}{d + \deg(h)} \geq \frac{(\mathcal{L}_i - \epsilon + \delta) \deg(h)}{d + \deg(h)}.
\]

Therefore,

\[
\deg(h) \leq \frac{(\mathcal{L}_i - \epsilon)d}{\delta}.
\]

Thus the degree of \( h \) is dependent on \( \epsilon \) and therefore is bounded. Similarly, \( \text{tr}(h) \) is bounded by \((d + \deg(h))(\mathcal{L}_i - \epsilon)\), consequently there are finitely many choices for \( h \) too, thus \( \mathcal{L}_s \geq \mathcal{L}_i \).

In the light of the above proposition, we can alter the condition of the “speculative” section of [77] to include separable polynomials.

**Corollary 3.2.12.** Let \( f \in \mathbb{Z}[x] \) such that \( f \) is a separable polynomial of absolute trace less than 2, and such that \( |f(0)| \geq 2 \), and between all consecutive roots of \( f \) there exists \( x \in \mathbb{R} \) such that \( |f(x)| \geq 2 \). Then the Schur–Siegel–Smyth trace problem is false.
Proof. Let $f$ be a polynomial which satisfies the hypothesis of the corollary. Let $\alpha = \zeta_p + \frac{1}{\zeta_p}$, where $\zeta_p$ is a $p$-th root of unity. Let $\alpha_1, \ldots, \alpha_n$ be the conjugate set of $\alpha$; note that all $\alpha_i \in (-2, 2)$. We can construct a new polynomial $F(x) = \prod_{i=1}^{n} (f(x) - \alpha_i)$. Given the hypothesis of the corollary, such polynomial still has all roots real, moreover it is separable and its absolute trace is equal to the absolute trace of $f$. Given that there are infinitely many prime numbers, the corollary follows. \qed

3.3 Totally nonnegative matrices

The following section is composed of a brief digression from the integer symmetric matrices into the study of totally nonnegative matrices, and more specifically oscillatory matrices. The first systemic study of oscillatory matrices can be found in [44]; there are beautiful links between the totally nonnegative matrices and various combinatorial objects [43], and recently there was a renewed interest in totally nonnegative matrices associated with cluster algebras [42]. We will show that the Schur–Siegel–Smyth trace problem is true for the class of polynomials arising as characteristic polynomials of integer oscillatory matrices. We shall use [39] and [87] as main references for everything that is widely known about the totally nonnegative matrices.

Definition 3.3.1. We say that $A \in \text{Mat}(m, n, \mathbb{R})$ is a **totally nonnegative** (or **totally positive**) matrix if every minor of $A$ is nonnegative (or positive), where $m, n \in \mathbb{N}$.

Example 3.3.2. \((i)\) Any $1 \times 1$ matrix $(a)$ such that $a \geq 0$ is a totally nonnegative matrix.

\((ii)\) A matrix $\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{Mat}(2, \mathbb{R})$ is a totally nonnegative if and only if

$$a, b, c, d, ad - bc \geq 0.$$
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Na"ively, for a matrix $A \in \text{Mat}(n, \mathbb{R})$ one has to check $\binom{2n}{n} - 1$ minors before one can be sure that the matrix is totally nonnegative. This can be improved (see [43]), although the exact bound is not known.

We restrict our focus to square matrices, and specifically to the following class of totally nonnegative matrices:

**Definition 3.3.3.** Let $A \in \text{Mat}(n, \mathbb{R})$ be a totally nonnegative matrix. Then $A$ is oscillatory if $A^k$ is totally positive for some $k \in \mathbb{N}$.

**Example 3.3.4.** The matrix $\begin{pmatrix} 2 & 1 \\ 1 & 1 \end{pmatrix}$ is an oscillatory matrix. On the other hand, the matrix $\begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix}$ is totally nonnegative, but it is not oscillatory as $\begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 \\ 0 & 0 & 1 \end{pmatrix}^k = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & k \\ 0 & 0 & 1 \end{pmatrix}$ for all $k \in \mathbb{N}$, and thus never is totally positive.

Notice that a totally nonnegative matrix being oscillatory is an “analogue” of connectivity in symmetric matrices. In particular, any totally nonnegative symmetric matrix is oscillatory if and only if it is connected. We are interested in oscillatory matrices due to their spectral properties. For example, for totally nonnegative matrices there exists a variant of Cauchy Interlacing Theorem (see Chapter 5 in [87]). Furthermore:

**Theorem 3.3.5.** [Thm. 5.2, 39] Let $A \in \text{Mat}(n, \mathbb{R})$ be an oscillatory matrix. Then all the eigenvalues of $A$ are real, positive and simple. In particular, $A^{n-1}$ is totally positive.

We will need the following theorems.

**Theorem 3.3.6.** [Thm. 1.3, 43] An invertible totally nonnegative matrix $X$ is an oscillatory matrix if and only if $X_{i,i+1}X_{i+1,i} \geq 0$.

Remark that every principal submatrix of an oscillatory matrix is an oscillatory matrix.
Let $a_i, b_j \in \mathbb{R}$, we define **elementary Jacobi matrices** $L_i(a_i) := I_n + a_i E_{i,i-1}$ and $U_j(b_j) := I_n + b_j E_{j,j+1}$, where $E_{ik} = (e_{ij}) \in \text{Mat}(n, \mathbb{R})$ is defined by

$$e_{ij} = \begin{cases} 1 & \text{if } i = l \text{ and } j = k \\ 0 & \text{otherwise}. \end{cases}$$

We shall refer to such $a_i$ and $b_j$ as weights of a given elementary Jacobi matrix.

**Theorem 3.3.7.** [Thm. 2.3.2, 39, 45] A matrix $X$ is totally nonnegative if and only if $X = \prod L_i(a_i) D \prod U_j(b_j)$, where $D = \text{diag}(d_1, \ldots, d_n)$ and $a_i, b_j, d_k \in \mathbb{R}_{\geq 0}$.

Note that for an invertible nonnegative matrix over $\mathbb{Z}$ we have $\prod_{i=1}^n d_i = 1$.

There exists a refinement of the theorem above for oscillatory matrices:

**Theorem 3.3.8.** [Thm. 2.6.4, 39, 45] An invertible totally nonnegative matrix $X \in \text{Mat}(n, \mathbb{R})$ is oscillatory if and only if

$$X = \prod L_i(a_i) D \prod U_j(b_j),$$

where at least one of $a_i$ for each $L_2(a_2), \ldots, L_n(a_n)$, and at least one of $b_j$ for each $U_1(b_1), \ldots, U_{n-1}(b_{n-1})$ are strictly positive.

Note that $L_i(a_i)L_j(a_j) = L_j(a_j)L_i(a_i)$ for $|i - j| > 1$ and $L_i(a_i)L_i(a'_i) = L_i(a_i + a'_i)$. Same holds for the matrices $U_i(b_i)$. Clearly $L_i(a_i)^t = U_{i-1}(a_i)$.

The decomposition from the theorem above can be represented rather neatly with planar weighted networks (see for example [39]). Unfortunately, integer oscillatory matrices do not necessarily decompose as a product of elementary Jacobi matrices with integer weights.

**Example 3.3.9.** Let $M = \begin{pmatrix} 2 & 2 \\ 1 & 2 \end{pmatrix}$. $M$ is an oscillatory matrix. Assume we can write it as a product of elementary Jacobi matrices with integer weights.

Let $d_1, d_2, l, u \in \mathbb{Z}$, then

$$\begin{pmatrix} 1 & 0 \\ l & 1 \end{pmatrix} \begin{pmatrix} d_1 & 0 \\ 0 & d_2 \end{pmatrix} \begin{pmatrix} 1 & u \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} d_1 & d_1u \\ d_1l & d_1lu + d_2 \end{pmatrix}$$
\[
\begin{pmatrix}
2 & 2 \\
1 & 2
\end{pmatrix}
\]
thus \(d_1 = 2\), however \(d_1l = 1\), a contradiction.

The question we are interested in is the following:

**Question 3.3.10.** Which irreducible polynomials appear as minimal polynomials of integer totally nonnegative matrices?

This is an integer totally nonnegative analogue of Estes–Guralnick’s question. From the theorem above we can infer that given two oscillatory matrices \(A, B \in \text{Mat}(n, \mathbb{R})\), then \(AB\) is oscillatory too. However, unlike symmetric matrices, totally nonnegative matrices are not closed under addition, or conjugation by permutation matrices. For example matrix

\[
\begin{pmatrix}
1 & 2 & 1 \\
1 & 4 & 2 \\
0 & 1 & 1
\end{pmatrix}
\]

is a totally nonnegative matrix (also an oscillatory matrix), but

\[
\begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 2 & 1 \\
1 & 4 & 2 \\
0 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{pmatrix}
= \begin{pmatrix}
4 & 1 & 2 \\
2 & 1 & 1 \\
1 & 0 & 1
\end{pmatrix}
\]

is not, as \(\det\begin{pmatrix}1 & 2 \\ 1 & 1\end{pmatrix} < 0\). Similarly we have that the matrices \(\begin{pmatrix}3 & 8 \\ 1 & 3\end{pmatrix}\) and \(\begin{pmatrix}3 & 1 \\ 8 & 3\end{pmatrix}\) are both oscillatory, but their sum \(\begin{pmatrix}6 & 9 \\ 9 & 6\end{pmatrix}\) is not even totally nonnegative. Another question of interest is the following:

**Question 3.3.11.** If an irreducible polynomial is the minimal polynomial of an integer totally nonnegative matrix is it then the minimal polynomial of an integer oscillatory matrix too?

Given the spectral properties of the oscillatory matrices, the affirmative answer to the question above would imply that if an irreducible polynomial is the minimal polynomial of an integer totally nonnegative matrix, then necessarily it is the characteristic polynomial of some integer totally nonnegative matrix too. We have that this is the case for some low degree polynomials:
Theorem 3.3.12. Every separable monic integer polynomial with only real and nonnegative roots and of degree one or two is the characteristic polynomial of an integer totally nonnegative matrix.

Proof. Let \( f \in \mathbb{Z}[x] \) satisfy the hypothesis of the theorem. If \( f \) is of degree one, i.e. \( f = x - A \), then it suffices to consider the matrix \( (A) \). Let \( f = x^2 - Ax + B \), where \( A, B \in \mathbb{Z}, A, B \geq 0 \). By considering the zero matrix, we can exclude the case when \( A = 0 \), thus let \( A > 0 \). If \( A^2 - 4B = 0 \) then matrix

\[
\begin{pmatrix}
\frac{A}{2} & 0 \\
0 & \frac{A}{2}
\end{pmatrix}
\]

will suffice. Assume \( f \) has two distinct roots, therefore \( A^2 - 4B > 0 \). If \( A \) is even, then matrix

\[
\begin{pmatrix}
\frac{A}{2} & \frac{A^2}{4} - B \\
1 & \frac{A}{2}
\end{pmatrix}
\]

is totally nonnegative. Else,

\[
\begin{pmatrix}
\frac{A - 1}{2} & \frac{A^2 - 1}{4} - B \\
1 & \frac{A + 1}{2}
\end{pmatrix}
\]

is a totally nonnegative matrix with the characteristic polynomial \( x^2 - Ax + B \), as was required to show.

We propose the following question:

Question 3.3.13. Is every totally positive algebraic integer an eigenvalue of integer oscillatory matrix?

The answer for real oscillatory matrices is affirmative, but it is not known whether the same holds even for rational matrices.

The aim of what follows is to show that there exist infinitely many totally irreducible monic integer polynomials with only real and positive roots, but
that are not minimal polynomials of integer oscillatory matrices. Given that we are interested in irreducible polynomials and that eigenvalues of oscillatory matrices are simple, we can restrict to the case when our polynomial is the characteristic polynomial only.

**Theorem 3.3.14.** Let $A \in \text{Mat}(n, \mathbb{Z})$ be an oscillatory matrix, then $\text{Tr}(A) \geq 2n - 1$.

**Proof.** We shall prove this by induction on $n$. For $n = 1$ and 2 it is clear from Theorem 3.3.12. Assume that the hypothesis holds for $n - 1 \geq 2$. We argue by contradiction and assume that the hypothesis fails for $n$ and there exists $A \in \text{Mat}(n, \mathbb{Z})$ such that $A$ is oscillatory and $\text{Tr}(A) \leq 2n - 2$. Assume that this is the smallest such $n$. We need to consider the following cases:

I. $\text{Tr}(A) < 2n - 2$. In this case $A$ has a principal submatrix $(A_{ij})^n$.

II. $\text{Tr}(A) = 2n - 2$ and

a) either $A_{11}$ or $A_{nn}$ not equal to 1. In this case we assume without a loss of generality that $A_{11} \neq 1$. Consider a principal submatrix $(A_{ij})^n$ which is an oscillatory matrix of order $n - 1$ and trace less than $2(n - 1) - 1$. A contradiction.

b) $A_{11} = 1 = A_{nn}$, and there exists $j$ such that $A_{jj} > 2$. We consider principal submatrices $A' = (A_{ij})^n_{j+1}$ and $A'' = (A_{ij})^1_{j-1}$. Both $A'$ and $A''$ are oscillatory matrices. We have that

$$\text{Tr}(A') + \text{Tr}(A'') = \text{Tr}(A) - A_{jj}$$

$$= 2n - 2 - A_{jj}$$

$$\leq 2n - 5 = 2(n - 1) - 3.$$
By our hypothesis we know that $\text{Tr}(A') \geq 2(n - j) - 1$ and $\text{Tr}(A'') \geq 2(j - 1) - 1$, thus

$$\text{Tr}(A') + \text{Tr}(A'') \geq 2(n - 1) - 2,$$

a contradiction.

c) \[ A_{ii} = \begin{cases} 1 & \text{if } i = 1, n \\ 2 & \text{otherwise.} \end{cases} \]

If $n = 3$ then $A$ is a $3 \times 3$ matrix that has the following form

$$\begin{pmatrix} 1 & 1 & \alpha \\ 1 & 2 & 1 \\ \beta & 1 & 1 \end{pmatrix}.$$ 

The entries 1 on the off-diagonal follow from the fact that the principal minors have to be strictly positive, as matrices are oscillatory (all eigenvalues strictly positive) and Cauchy Interlacing Theorem. Now the characteristic polynomial of $A$ is $x^3 - 4x^2 + (3 - \alpha \beta)x - (\alpha + \beta - 2\alpha \beta)$. Therefore we have that $\alpha + \beta - 2\alpha \beta > 0$ and $3 - \alpha \beta > 0$. But $\alpha$ and $\beta$ both have to equal to 0, else one of the minors $\begin{vmatrix} 1 & 2 \\ \beta & 1 \end{vmatrix}$ or $\begin{vmatrix} 1 & \alpha \\ 2 & 1 \end{vmatrix}$ would be negative. Therefore the characteristic polynomial of $A$ is $x(x^2 - 4x + 3)$, thus $A$ is not oscillatory. Hence $n > 3$, and any such matrix has a principal $3 \times 3$ submatrix $(A_{ij})_1^3$ with diagonal entries 1, 2 and 2. By checking all the possible $3 \times 3$ oscillatory matrices, we are left with the following possibilities (up to transposition)

$$X = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 2 & 2 \\ 0 & 1 & 2 \end{pmatrix} \quad \text{and} \quad Y = \begin{pmatrix} 1 & 1 & 0 \\ 1 & 2 & 1 \\ 0 & 1 & 2 \end{pmatrix}.$$ 

We want to show that we can write $A$ as

$$A = L_2(a_2) \prod_{i \neq 2} L_i(a_i) D \prod U_j(b_j),$$

so that $L_2(a_2)^{-1}A$ is a totally nonnegative matrix. Let us assume that $(A_{ij})_1^3 = X$ (similar argument holds for the submatrix $Y$). By
Theorem 3.3.8 we know that \( A = \prod L_i(a_i)D \prod U_j(b_j) \) and for each 
\( 2 \leq i \leq n \) there exists \( L_i(a_i) \) with a positive \( a_i \). Let \( L_i'(e_i) \) denote \( (L_i(a_i))^3 \). Clearly \( L_i'(a_i)X = X \) for \( i \geq 4 \). Furthermore, we have that \( L_2(a_2) (\prod_{i \geq 4} L_i(a_i)) = (\prod_{i \geq 4} L_i(a_i)) L_2(a_2) \) (by the remark after Theorem 3.3.8) so if we argue to contradiction that \( A \neq L_2(a_2) \prod L_i(a_i) \prod U_j(b_j) \) then there exists \( L_3(a_3) \) such that

\[
A = \left( \prod_{i \geq 4} L_i(a_i) \right) L_3(a_3) \left( \prod_{i \neq 2} L_i(a_i) \right) L_2(a_2) \left( \prod L_i(a_i) \right) \left( \prod U_j(b_j) \right),
\]

where some of \( \prod_{i \geq 4} L_i(a_i) \) and \( \prod_{i \neq 2} L_i(a_i) \) can equal to one. Thus we have that \( L_3^{-1}(a_3) \left( \prod_{i \geq 4} L_i(a_i) \right)^{-1} A \) is a totally nonnegative matrix.

Note that \( L_i(a_i)^{-1} = L_i(-a_i) \) and so

\[
L_3(-a_3) \left( \prod_{i \geq 4} L_i'(a_i) \right)^{-1} X = L_3(-a_3) X
\]

is a totally nonnegative matrix. But

\[
L_3'(-a_3)X = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & -a_3 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 1 & 1 \\
1 & 2 & 2 \\
0 & 1 & 2
\end{pmatrix}
\begin{pmatrix}
1 & 1 & 1 \\
1 & 2 & 2 \\
-a_3 & 1 - 2a_3 & 2 - 2a_3
\end{pmatrix},
\]

and if \( a_3 > 0 \) then \( L_3'(-a_3)X \) is not a totally nonnegative matrix, and consequently \( L_3(-a_3)A \) is not a totally nonnegative matrix, a contradiction. Hence, we can write \( A \) as \( A = L_2(a_2) \prod_{i \neq 2} L_i(a_i) \prod U_j(b_j) \).

Consider the following

\[
L_2'(a_2)^{-1}X = \begin{pmatrix}
1 & 0 & 0 \\
-a_2 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 1 & 1 \\
1 & 2 & 2 \\
0 & 1 & 2
\end{pmatrix}
\begin{pmatrix}
1 & 1 & 1 \\
1 - a_2 & 2 - a_2 & 2 - a_2 \\
0 & 1 & 2
\end{pmatrix}.
\]
We can let \( a_2 = 1 \),

\[
L'_2(1)^{-1}X = \begin{pmatrix} 1 & 1 & 1 \\ 0 & 1 & 1 \\ 0 & 1 & 2 \end{pmatrix},
\]

in particular \( L_2(-1)A \) is totally nonnegative matrix. The principal submatrix \( A' = (A'_{ij})^0 \) of \( L_2(-1)A \) is totally positive and furthermore oscillatory. But \( \text{Tr}(A') = 2(n - 1) - 2 \), a contradiction.

\[\square\]

**Example 3.3.15.** Recall matrices \( A_n \in \text{Sym}(n, \mathbb{Z}) \) from example (3.2.3). These matrices are totally nonnegative and furthermore, due to Theorem 3.3.6, we know that \( A_n \) is oscillatory for all \( n \). Thus we can always find an oscillatory matrix of trace \( 2n - 1 \).

**Corollary 3.3.16.** The Schur–Siegel–Smyth trace problem holds true for polynomials that are minimal polynomials of integer oscillatory matrices.

Given the rigid constrains of the totally nonnegative and oscillatory matrices, we are able to show that some polynomials are not characteristic polynomials of an oscillatory matrix which have arbitrary large traces. First we will need the following theorem:

**Theorem 3.3.17.** [Thm. 4.3, 87] Let \( A \in \text{Mat}(n, \mathbb{R}_+) \) be a tridiagonal matrix. If all of the principal minors of \( A \) are nonnegative then \( A \) is a totally nonnegative matrix.

**Proposition 3.3.18.** Let \( A \in \text{Mat}(n, \mathbb{R}) \) be an oscillatory matrix. Then \( A + dI_n \) is an oscillatory matrix for all \( d \in \mathbb{R}_+ \) if and only if \( A \) is a tridiagonal matrix.

**Proof.** Let \( A \) be an oscillatory matrix. Let \( A_{ij} \) such that \( |i - j| > 1 \). Without loss of generality assume that \( i > j \). Then the determinant of minor

\[
\begin{vmatrix} A_{ik} & A_{ij} \\ A_{kk} & A_{kj} \end{vmatrix}
\]

is strictly positive. In a matrix \( A + dI \) this minor corresponds to

\[
\begin{vmatrix} A_{ik} & A_{ij} \\ A_{kk} + d & A_{kj} \end{vmatrix},
\]

and thus nonnegative for all positive \( d \) if and only if \( A_{ij} = 0 \).

\[\square\]
Corollary 3.3.19. Let $f \in \mathbb{Z}[x]$ be a monic irreducible polynomial such that all its roots real and positive, and $|\{A \in \text{Mat}(n, \mathbb{N} \cup \{0\}) \mid \chi_A = f\}| < \infty$. Then $f(x-k)$ is the characteristic polynomial of an integer oscillatory matrix for all $k \in \mathbb{N} \cup \{0\}$ if and only if there exists a tridiagonal $T \in \text{Mat}(n, \mathbb{N} \cup \{0\})$ such that $\chi_T = f$.

Example 3.3.20. Let $f = x^3 - 6x^2 + 5x - 1$. All the roots of $f$ are real and positive. We know that $f$ is the characteristic polynomial of an oscillatory matrix, for example

$$
\begin{pmatrix}
1 & 1 & 1 \\
1 & 2 & 2 \\
1 & 2 & 3
\end{pmatrix}
$$

But it is not the characteristic of an integer tridiagonal oscillatory matrix. And as $|\{A \in \text{Mat}(3, \mathbb{N} \cup \{0\}) \mid \chi_A = f\}| < \infty$, there exists $k \in \mathbb{N}$ such that $f(x-k)$ is not the characteristic polynomial of an integer oscillatory matrix.
Chapter 4

Interlacing polynomials

In this final chapter we endeavour an exploration of interlacing polynomials as an attempt to better understand which polynomials appear as minimal polynomials of integer symmetric matrices. Although the general answer is not within reach, and the question of quintic polynomials is still open, we are able to show that there exist counterexamples to Estes–Guralnick’s conjecture for all degrees strictly larger than five.

We begin by applying an interlacing-based construction given in [75] of Salem numbers to show that there exists a Salem number of trace $-2$ of each even degree strictly larger than 22. Counterexamples to Estes–Guralnick’s conjecture follow as a corollary thereof. This new result appeared in the paper [83].

In the latter part of this chapter we focus directly on interlacing polynomials. Given that we still would like to know which polynomials are the minimal polynomials of integer symmetric matrices, the interlacing polynomials present us with a neat way of finding new counterexamples to Estes–Guralnick’s conjecture. The main result of this section is a demonstration of nonexistence of noninterlacing monic polynomials for certain low degrees. We refer to [73] for further details about discrete geometry, and to [40] for interlacing polynomials.
4.1 Salem numbers

In this section we shall construct infinite families of Salem numbers of trace \(-2\), and thus produce counterexamples to Estes–Guralnick’s conjecture in almost all degrees. Salem numbers appear to have pandemic-like properties and thus are a subject of an everlasting body of research. For more information about Salem numbers we refer to [102]. The motivational problem from our perspective is:

**Conjecture 4.1.1** (Salem’s conjecture). [71, 102] There exists \( \epsilon > 0 \) such that if \( \alpha_1 \in (2, 2 + \epsilon) \) and \( \alpha_2, \ldots, \alpha_n \in (-2, 2) \) then \( \prod_{i=1}^{n} (x - \alpha_i) \notin \mathbb{Z}[x] \), where \( n \in \mathbb{N} \) is strictly larger than one.

4.1.1 Palindromic polynomials

For \( f(x) \in \mathbb{R}[x] \), a real polynomial evaluated at \( x \), we shall drop \( x \) and write \( f \) if the situation allows us to do so without causing any ambiguities.

**Definition 4.1.2.** Let \( \alpha \in \mathbb{R} \) be an algebraic integer and let \( \alpha = \alpha_1, \alpha_2, \ldots, \alpha_n \) be its conjugates. Then \( \alpha \) is a **Salem number** if and only if \( \alpha > 1 \), \( |\alpha_i| \leq 1 \) for \( 2 \leq i \leq n \), and there exists \( \alpha_j \) such that \( |\alpha_j| = 1 \).

For \( m \in \mathbb{Z} \), we say that a Salem number is of trace \( m \) when the sum of all its conjugates is \( m \). Before we introduce an example of a Salem number we note that if \( \alpha \) is a Salem number then by definition \( \alpha > 1 \) and at least one of its conjugates has to be on the unit circle. Thus the degree of a Salem number is at least 3. But there does not exist a Salem number of degree three, and in general we have that:

**Proposition 4.1.3.** Let \( f \in \mathbb{Q}[x] \) be an irreducible polynomial of degree \( n > 1 \) such that at least one of the roots of \( f \) is on the unit circle. Then \( n \) is an even integer and \( f(x) = x^n f \left( \frac{1}{x} \right) \).
Proof. Let \( f \) be an irreducible polynomial of degree \( n > 1 \) such that one of its roots, say \( \alpha \), is on the unit circle. Then \( \alpha \overline{\alpha} = 1 \), where \( \overline{\alpha} \) is the complex conjugate of \( \alpha \). As the coefficients of \( f \) are real we have that \( \frac{1}{\alpha} \) is also a root of \( f \). Thus \( x^n f \left( \frac{1}{x} \right) = \epsilon f(x) \) for some \( \epsilon \in \mathbb{Q} \). Given that \( n > 1 \) and \( f \) is an irreducible polynomial imply that \( f(1) \neq 0 \). Taking \( x = 1 \) we have \( f(1) = \epsilon f(1) \) and thus \( \epsilon = 1 \). Moreover \( f(-1) \neq 0 \), so taking \( x = -1 \) implies that \((-1)^n f(-1) = f(-1)\), thus \( n \) must be even.

Remark. If \( f(x) = x^n f \left( \frac{1}{x} \right) \) then for \( f(x) = \sum_{i=0}^{n} a_i x^i \) we have \( a_i = a_{n-i} \). Such polynomials are called self-reciprocal or palindromic polynomials. Thus a Salem number is a root of a monic palindromic polynomial. The converse of the proposition above is not true, and given an even irreducible palindromic polynomial it is not necessary that it has a root on the unit circle (for example \( x^2 + 3x + 1 \)). Let us note that the set of all palindromic polynomials is closed under multiplication and the sum of two palindromic polynomials of the same degree is again a palindromic polynomial. The latter is not true when we drop the degree criterion, for example \( x^2 + x + 1 \) and \( x + 1 \) are both palindromic but their sum, \( x^2 + 2x + 2 \), is not.

Example 4.1.4. The algebraic integer \( \frac{1}{4} \left( 3 + \sqrt{5} + \sqrt{2(-1 + 3\sqrt{5})} \right) \) is a root of the polynomial \( x^4 - 3x^3 + 3x^2 - 3x + 1 \). Its conjugates are

\[
\frac{1}{4} \left( 3 + \sqrt{5} - \sqrt{2(-1 + 3\sqrt{5})} \right)
\]

and

\[
\frac{1}{4} \left( 3 - \sqrt{5} \pm i\sqrt{2(1 + 3\sqrt{5})} \right).
\]

Now

\[
\frac{1}{4} \left( 3 + \sqrt{5} + \sqrt{2(-1 + 3\sqrt{5})} \right) > 1
\]

and the absolute value of all its conjugates is less than or equal to 1, with

\[
\left| \frac{1}{4} \left( 3 - \sqrt{5} + i\sqrt{2(1 + 3\sqrt{5})} \right) \right| = 1.
\]
Thus $\frac{1}{4} \left(3 + \sqrt{5} + \sqrt{2(-1 + 3\sqrt{5})}\right)$ is a Salem number of trace 3.

**Proposition 4.1.5.** Let $f \in \mathbb{R}[x]$ be a palindromic polynomial of degree $2n$. Then there exists a polynomial $h \in \mathbb{R}[x]$ such that $f(x) = x^n h \left( x + \frac{1}{x} \right)$.

**Proof.** We prove by induction on $n$. For $n = 1$ let $f = a_2 x^2 + a_1 x + a_2$ and $h = a_2 x + a_1$, then $f(x) = x h \left( x + \frac{1}{x} \right)$. Let us assume that the proposition holds for $n \geq 1$. To check the case for degree $n + 1$ let $f = \sum_{i=0}^{2(n+1)} a_i x^i$. Then $\frac{1}{x} \left( f(x) - a_2(n+1)^2 x^{n+1} \left( x + \frac{1}{x} \right)^{n+1} \right)$ is a palindromic polynomial of degree $\leq 2n$. By the inductive argument there exists $\tilde{h} \in \mathbb{R}[x]$ such that $f(x) - a_2(n+1)^2 x^{n+1} \left( x + \frac{1}{x} \right)^{n+1} = x^n \tilde{h} \left( x + \frac{1}{x} \right)$. Letting $h \left( x + \frac{1}{x} \right) = \tilde{h}(x) + a_2(n+1)^2 x^{n+1}$ we get $x^{n+1} h \left( x + \frac{1}{x} \right) = f(x)$, as was required to show. 

**Remar k.** There exists a two-to-one map between the roots of polynomials $f = \prod_{i=1}^{n} (x - \beta_i)(x - \frac{1}{\beta_i})$ and $h = \prod_{i=1}^{n} (x - \alpha_i)$, where $x^n h \left( x + \frac{1}{x} \right) = f(x)$.

In particular, if we let $\alpha_i = \beta_i + \frac{1}{\beta_i}$ then the roots of $x^2 - \alpha_i x + 1$ are the roots of $f$.

**Example 4.1.6.** For a polynomial $h = x^2 - 3x + 1$ we have $x^4 h \left( x + \frac{1}{x} \right) = x^4 - 3x^3 + 3x^2 - 3x + 1$, call it $f$. From the previous example we know that $f$ is palindromic, and in particular, it is the minimal polynomial of a Salem number of trace 3.

**Corollary 4.1.7.** Let $f \in \mathbb{Z}[x]$ be the minimal polynomial of a Salem number of trace $m$ and degree $2n$. Then there exists an irreducible polynomial $h \in \mathbb{Z}[x]$ of degree $n$ such that all roots of $h$ are real and positive and the trace of $h$ is $2n + m$, i.e. $h = x^n - (2n + m)x^{n-1} + \ldots$.

**Proof.** Let $f \in \mathbb{Z}[x]$ satisfy the hypothesis of the corollary. Then by Proposition 4.1.5 there exists $\tilde{h} \in \mathbb{Z}[x]$ such that $x^n \tilde{h} \left( x + \frac{1}{x} \right) = f(x)$. Given that $f$ is irreducible implies that $\tilde{h}$ is irreducible too. The roots of $\tilde{h}$ are all strictly
larger than $-2$ and their sum is $m$. Therefore $h(x) = \tilde{h}(x - 2)$ has only real and positive roots such that their sum is $2n + m$.

**Definition 4.1.8.** Let $n \in \mathbb{N}$. We say that $\Phi_n \in \mathbb{Z}[x]$ is the **$n$-th cyclotomic polynomial** if it is the unique irreducible polynomial divisor of $x^n - 1$, such that $\Phi_n \nmid x^k - 1$ for $1 \leq k \leq n - 1$.

**Example 4.1.9.** $\Phi_1 = x - 1$ and $\Phi_2 = x + 1$. We have that $\Phi_p = x^{p-1} + x^{p-2} + \ldots + x + 1$, where $p$ is a prime number.

**Remark.** For a cyclotomic polynomial we have that $\deg(\Phi_n) = \phi(n)$, where $\phi(n)$ is Euler’s $\phi$-function; furthermore $x^n - 1 = \prod_{d|n} \Phi_d$ ([Ch. IV, 67]).

### 4.1.2 Interlacing polynomials

Much of what follows will be used throughout the chapter. For further details we refer to the first chapter in [40].

**Definition 4.1.10.** Let $f$ and $g \in \mathbb{R}[x]$ be such that $g = \prod_{i=1}^{n} (x - \beta_i)$, $n > 1$, all $\beta_i \in \mathbb{R}$ and $\beta_i < \beta_{i+1}$ for $1 \leq i \leq n - 1$. Then $f$ **sign interlaces** $g$ if $\text{sign}(f(\beta_i)) \neq \text{sign}(f(\beta_{i+1}))$ for all roots of $g$.

In the above definition we assume that if $\beta_i = \beta_1$ then it suffices to check that $\text{sign}(f(\beta_1)) \neq \text{sign}(f(\beta_2))$. Analogous assumption holds for when $i = n$. Recall that

$$\text{sign}(x) = \begin{cases} 
1 & \text{if } x > 0 \\
-1 & \text{if } x < 0 \\
0 & \text{if } x = 0.
\end{cases}$$

Note that if all the roots of $f$ and $g$ are real and their degrees differ at most by one, then $f$ sign interlaces $g$ implies that $g$ sign interlaces $f$ too.

**Definition 4.1.11.** Let $g$ be as in the definition above and let $f = \prod_{i=1}^{n} (x - \alpha_i) \in \mathbb{R}[x]$ such that all $\alpha_i \in \mathbb{R}$ and $\alpha_i < \alpha_{i+1}$ for $1 \leq i \leq n$. Then the roots of $f$ and $g$ **interlace** if $\alpha_1 < \beta_1 < \alpha_2 < \ldots < \beta_n$ or $\beta_1 < \alpha_1 < \ldots < \beta_n < \alpha_n$.
The more interesting case for us will be the following:

**Definition 4.1.12.** Let \( g = \prod_{i=1}^{n-1} (x - \beta_i) \) and \( f = \prod_{i=1}^{n} (x - \alpha_i) \) such that all \( \alpha_i, \beta_j \in \mathbb{R} \), \( \alpha_i < \alpha_{i+1} \) for \( 1 \leq i \leq n-1 \) and \( \beta_j < \beta_{j+1} \) for \( 1 \leq j \leq n-2 \). Then \( g \) interlaces \( f \) if \( \alpha_1 < \beta_1 < \alpha_2 < \ldots < \beta_{n-1} < \alpha_n \).

Above definitions represent the strict cases of interlacing, i.e. where all the inequalities are strict. Recall Theorem 3.1.1 (Cauchy Interlacing Theorem), where it is shown that the characteristic polynomial of a symmetric matrix is interlaced by the characteristic polynomial of its principal submatrix. There we allowed for a weaker form of interlacing, where the interlacing polynomial may have a root in common with the interlaced polynomial. Given that we will be mostly interested in irreducible polynomials, the strict interlacing will suffice. Nevertheless, much of what follows, either holds or can be extended to the weaker form of interlacing.

From now on, when we say that polynomials are interlacing or that one polynomial is interlacing the other, we will implicitly assume that both polynomials are monic and have only real roots.

**Lemma 4.1.13.** Let \( f, g \in \mathbb{R}[x] \) such that \( \deg(f) = \deg(g) + 1 \). Then \( f \) sign interlaces \( g \) if and only if \( g \) interlaces \( f \).

**Proof.** Let us assume that \( f \) sign interlaces \( g \), and \( \deg(f) = n \). By the Intermediate Value Theorem we have that between two consecutive roots of \( f \) there exists a root of \( g \). Given that degree of \( g \) is \( n-1 \) implies that \( g \) interlaces \( f \). The reverse argument is clear. \( \square \)

**Lemma 4.1.14.** Let \( f = \prod_{i=1}^{n} (x - \alpha_i) \) and consider a polynomial

\[
g = \sum_{i=1}^{n} \lambda_i \prod_{j \neq i} (x - \alpha_j) = \gamma \prod_{i=1}^{n-1} (x - \beta_i)
\]

such that all \( \alpha_i, \gamma, \lambda_i \in \mathbb{R} \) with \( \alpha_i < \alpha_{i+1} \) and all \( \gamma_i \) are nonzero. Then \( \alpha_1 < \beta_1 < \alpha_2 < \ldots < \beta_{n-1} \leq \alpha_n \) if and only if \( \text{sign}(\lambda_i) = \text{sign}(\lambda_{i+1}) \) for \( 1 \leq i \leq n-1 \).
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Proof. Let \( f \) and \( g \) as above. Then \( \deg(f) = \deg(g) + 1 \) and by our assumption \( f \) has only real roots. By the previous lemma, to show that \( g \) interlaces \( f \) it suffices to show that \( g \) sign interlaces \( f \). Note that Intermediate Value Theorem tells us that all the roots of \( g \) are real. Let us evaluate \( g \) at the roots of \( f \). We have

\[
g(\alpha_i) = \lambda_i \prod_{j \neq i} (\alpha_i - \alpha_j).
\]

Now for \( j > i \) we have \( \text{sign}(\alpha_i - \alpha_j) = -1 \) as \( \alpha_j > \alpha_i \), thus

\[
\text{sign}(g(\alpha_i)) = \text{sign}(\lambda_i) \text{sign} \left( \prod_{i < j} (\alpha_i - \alpha_j) \right) \text{sign} \left( \prod_{i > j} (\alpha_i - \alpha_j) \right) = \text{sign}(\lambda_i) (-1)^{n-i}.
\]

Therefore \( \text{sign}(g(\alpha_i)) \neq \text{sign}(g(\alpha_{i+1})) \) if and only if \( \text{sign}(\lambda_i) = \text{sign}(\lambda_{i+1}) \). \( \square \)

Lemma 4.1.15. Let \( f = a_0 \prod_{i=1}^{n} (x - \alpha_i) \), \( g = b_0 \prod_{i=1}^{n-1} (x - \beta_i) \in \mathbb{R}[x] \) such that \( g \) interlaces \( f \), \( f \) is not a multiple of \( g \), and \( a_0, b_0 \in \mathbb{R}_+ \). Then for all \( \gamma \in \mathbb{R}_+ \setminus \{0\} \) we have that \( h = \gamma g - f \) has only real roots. Furthermore the roots of \( f \) and \( h \) interlace, and \( g \) interlaces \( h \), i.e. \( h = \prod(x - \gamma_i) \) and \( \alpha_1 < \gamma_1 < \beta_1 < \alpha_2 < \gamma_2 < \ldots < \beta_{n-1} < \alpha_n < \gamma_n \).

Proof. Let us define a set

\[
X = \bigcap_{i=1}^{n-1} \left\{ \frac{f(r)}{g(r)} \mid r \in (\alpha_i, \beta_i) \right\}.
\]

We claim that \( X \) is not empty. On each interval \( (\alpha_i, \beta_i) \) the function \( \frac{f}{g} \) is continuous going from zero to infinity (note that it can be either negative or positive infinity). We have that the sign \( \frac{f(r^{(i)})}{g(r^{(i)})} = \text{sign} \left( \frac{f(r^{(j)})}{g(r^{(j)})} \right) \) for \( r^{(i)} \in (\alpha_i, \beta_i) \), \( r^{(j)} \in (\alpha_j, \beta_j) \) where \( 1 \leq i, j \leq n-1 \). This follows from the fact that \( g \) interlaces \( f \) and thus \( g \) sign interlaces \( f \), i.e. \( \text{sign}(f(\beta_i)) \neq \text{sign}(f(\beta_{i+1})) \). Therefore, \( \text{sign}(f(r^{(i)})) \neq \text{sign}(f(r^{(i+1)})) \). Similar can be concluded for \( g \), giving us that \( \text{sign}(f(r^{(i)})) \) and \( \text{sign}(g(r^{(i)})) \) are constant on \( (\alpha_i, \beta_i) \) for \( 1 \leq i \leq n-1 \). This implies that \( X \) is not empty. The roots of \( f \) and \( h \) interlace, and \( g \) interlaces \( h \), i.e. \( h = \prod(x - \gamma_i) \) and \( \alpha_1 < \gamma_1 < \beta_1 < \alpha_2 < \gamma_2 < \ldots < \beta_{n-1} < \alpha_n < \gamma_n \).
i ≤ n − 1. Thus X is not empty. In particular, given the hypothesis that $a_0, b_0 \in \mathbb{R}_+$ implies that $\text{sign}(f(r^{(i)})) = \text{sign}(g(r^{(i)}))$ for $1 ≤ i ≤ n − 1$, and therefore $X = (0, +\infty)$.

As X is not empty, this implies that there exists $\gamma \in X$ such that $\gamma \neq 0$ and $\frac{f(r^{(i)})}{g(r^{(i)})} = \gamma$ for $r^{(i)} \in (\alpha_i, \beta_i)$, $1 ≤ i ≤ n − 1$. Let $h = \gamma g - f$, then $r^{(i)}$ are the roots of $h$. Our assumption that $f$ and $g$ are not a multiple of each other implies that $h$ is not a constant. The polynomial $h$ is at most of degree $n$ and clearly $h \in \mathbb{R}[x]$ as $f, g \in \mathbb{R}[x]$ and $\gamma \in \mathbb{R}$. The $n$-th root of $h$ is real too as the coefficients of $h$ are real.

Finally, we show that we cannot have $\gamma_n$ to be less than $\alpha_n$. We have that $\text{sign} \left( \frac{f(r)}{g(r)} \right) \neq \text{sign} \left( \frac{f(r^{(n-1)})}{g(r^{(n-1)})} \right)$ for $r^{(n-1)} \in (\alpha_{n-1}, \beta_{n-1})$ and $r \in (\beta_{n-1}, \alpha_n)$, as for $r \in (\beta_{n-1}, \alpha_n)$ we have that $\text{sign}(f(r)) = \text{sign}(f(r^{(n-1)}))$ but $\text{sign}(g(r)) \neq \text{sign}(g(r^{(n-1)}))$. And so the remaining root of $h$ has to be larger than $\alpha_n$, or more precisely $\gamma_n \in (\alpha_n, +\infty)$. □

The following result was demonstrated by Johnson [59].

**Proposition 4.1.16.** Let $f \in \mathbb{R}[x]$ with roots $\alpha_1 < \alpha_2 < \ldots < \alpha_n$ and all $\alpha_i \in \mathbb{R}$. The set of all polynomials which interlace $f$ forms a convex set.

**Proof.** Let $f_1, f_2 \in \mathbb{R}[x]$ be two polynomials which interlace $f$. We want to show that $\lambda f_1 + (1 - \lambda)f_2$ interlaces $f$, for all $\lambda \in [0, 1]$. Note that $\lambda f_1 + (1 - \lambda)f_2$ is a monic polynomial, as $f_1$ and $f_2$ are. The degree of $\lambda f_1 + (1 - \lambda)f_2$ is $n - 1$, its roots are real and $\lambda f_1 + (1 - \lambda)f_2$ sign interlaces $f$. Therefore by Lemma 4.1.13 $\lambda f_1 + (1 - \lambda)f_2$ interlaces $f$. □

**Remark.** All polynomials that interlace $f$ ($f$ is separable) are of the form written in Lemma 4.1.14, i.e. $\sum_{i=1}^{n} \lambda_i \prod_{j \neq i}(x - \alpha_j)$, where $\lambda_i \in \mathbb{R}_+$. The polynomials $\prod_{i \neq j}(x - \alpha_i)$ are linearly independent over $\mathbb{R}$. This follows from the fact that if there exists $\lambda_j \in \mathbb{R}$ such that $\sum_{j=1}^{n} \lambda_j \prod_{i \neq j}(x - \alpha_j)$, then evaluating at $\alpha_k$ we would have that $\lambda_k \prod_{i \neq j}(\alpha_k - \alpha_i) = 0$ thus $\lambda_k = 0$. Hence
polynomials $\prod_{i \neq j}(x - \alpha_j)$ span the space of polynomials of degree $\leq n - 1$. Restriction to the monic polynomials implies that $\sum_{i=1}^n \lambda_i = 1$.

**Proposition 4.1.17.** [Lemma 4, 78] Let $\gamma > 0$, $\alpha_1 < \beta_1 < \alpha_2 < \ldots < \beta_{n-1} < \alpha_n \leq A$ and

$$h = \frac{\gamma \prod_{i=1}^{n-1} (x - \beta_i)}{\prod_{i=1}^n (x - \alpha_i)}.$$

Then we can write $h$ as

$$h = \sum_{i=1}^n \frac{\lambda_i}{x - \alpha_i}$$

where $\lambda_i \in \mathbb{R}_+$ for $1 \leq i \leq n$. Also $h(x) = 1$ has real roots $\gamma_1, \ldots, \gamma_n$ such that $\alpha_1 < \gamma_1 < \beta_1 < \alpha_2 < \gamma_2 < \ldots < \beta_{n-1} < \alpha_n < \gamma_n$, and $\gamma_n > A$ if and only if $h(A) > 1$.

**Proof.** Let $f = \prod_{i=1}^n (x - \alpha_i)$ and $g = \prod_{i=1}^{n-1} (x - \beta_i)$. Then by the argument above we know that we can write $g$ as

$$g = \sum_{i=1}^n \lambda_i \prod_{j \neq i} (x - \alpha_j)$$

with all $\lambda_i \geq 0$. So we have that

$$h = \frac{\gamma g}{f} = \frac{\gamma \sum_{i=1}^n \lambda_i \prod_{j \neq i} (x - \alpha_j)}{\prod_{i=1}^n (x - \alpha_i)} = \sum_{i=1}^n \frac{\lambda'_i}{x - \alpha_i},$$

where $\lambda'_i = \gamma \lambda_i$. Let $h(x) = 1$, then $\frac{\gamma g}{f} = 1$ implies that $\gamma g - f = 0$ and by Lemma 4.1.15 it follows that $h(x) = 1$ has real roots $\gamma_1, \ldots, \gamma_n$ such that $\alpha_1 < \gamma_1 < \beta_1 < \alpha_2 < \gamma_2 < \ldots < \beta_{n-1} < \alpha_n < \gamma_n$. Finally, we have that $\frac{\gamma g}{f}$ goes from positive infinity to one as $x$ goes from $\alpha_n$ to $\gamma_n$. Therefore if $h(A) > 1$ then $\gamma_n > A$ when $h(\gamma_n) = 1$. Likewise, if $\gamma_n > A$ then $h(A) > 1$. \qed

**Remark.** Given a polynomial of the form $f = \sum_{i=1}^n \frac{\lambda_i}{x - \alpha_i}$, where all $\lambda_i \in \mathbb{R}_+$, by the proof of the proposition above we can write $f$ as $\frac{\gamma \prod_{i=1}^{n-1} (x - \beta_i)}{\prod_{i=1}^n (x - \alpha_i)}$, where $\prod_{i=1}^{n-1} (x - \beta_i)$ interlaces $\prod_{i=1}^n (x - \alpha_i)$.  
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Circular interlacing condition

We shall use standard notation $f(z)$ and $g(x)$ to assist us to distinguish between polynomials which may have complex roots and those that have all real roots, respectively.

Definition 4.1.18. Let $f, g \in \mathbb{R}[z]$ be two coprime polynomials such that their leading terms are positive and such that all their roots are on the unit circle. We say that $f, g$ satisfy the circular interlacing condition if their roots interlace on the unit circle.

Remark. If polynomials $f$ and $g$ satisfy the circular interlacing condition then $f$ and $g$ are of the same degree and do not have repeating roots. Further, $1$ and $-1$ appear as roots of $fg$. This follows from the fact that all the roots of $f$ and $g$ come in conjugate pairs. Thus the conjugate pairs nearest to the real axis need to be interlaced by $-1$ and $1$.

Example 4.1.19. Polynomials $z - 1$ and $z + 1$ satisfy interlacing condition.

For more examples and details about polynomials that satisfy the circular interlacing condition we refer to [81].

Lemma 4.1.20. Let $f, g \in \mathbb{Z}[x]$ be such that $f$ is of degree $n$, $g$ interlaces $f$ and all roots of $f$ are in $(-2, 2)$. Then $z^n f \left( z + \frac{1}{z} \right)$ and $(z^2 - 1)z^{n-1} g \left( z + \frac{1}{z} \right)$ satisfy the circular interlacing condition.

Proof. Let $\tilde{f}(z) = z^n f \left( z + \frac{1}{z} \right)$ and $\tilde{g}(z) = (z^2 - 1)z^{n-1} g \left( z + \frac{1}{z} \right)$. First note that $\tilde{f}(z)$ and $\tilde{g}(z)$ are both of degree $2n$ and $\pm 1$ are roots of $\tilde{f}(z)\tilde{g}(z)$. Given that the roots of $f(x)$, and therefore of $g(x)$, are all in $(-2, 2)$ implies that the roots of $\tilde{f}(z)$ and $\tilde{g}(z)$ are all on the unit circle. This follows from the fact that if we have $f(x) = \prod_{j=1}^{n}(x - \alpha_j), \alpha_j \leq \alpha_{j+1}$ then all the roots of $\tilde{f}(z)$ are the roots of $z^2 - \alpha_j z + 1$ for some $j$. So $\tilde{f}(z) = \prod_{j=1}^{n}(z - \gamma_j)(z - \gamma_{n+j})$, where $\gamma_{j,n+j} = \frac{\alpha_j \pm i\sqrt{4 - \alpha_j^2}}{2}$. Similarly we have $g(x) = \prod_{j=1}^{n-1}(x - \beta_j), \beta_j \leq \beta_{j+1},$
and \( \tilde{g}(z) = (z^2 - 1) \prod_{j=1}^{n-1} (z - \delta_j)(z - \delta_{n-1+j}) \) where \( \delta_{j,n-1+j} = \frac{\beta_j \pm i \sqrt{4 - \beta_j^2}}{2} \).

The fact that these two polynomials interlace on the unit circle is clear. \( \square \)

**Proposition 4.1.21.** [Prop. 5, 78] Let \( f, g \in \mathbb{Z}[z] \) be polynomials satisfying the circular interlacing condition. Then \((z^2 - 1)f - zg\) is the minimal polynomial of a Salem number, possibly multiplied by a cyclotomic polynomial or a Pisot number.

**Remark.** For a polynomial \( f \in \mathbb{R}[z] \) such that its roots are all on the unit circle and \( f(\pm 1) \neq 0 \), by Proposition 4.1.5 there exists a polynomial \( \tilde{f} \) such that \( f(z) = z^n \tilde{f} \left( z + \frac{1}{z} \right) \), where all the roots of \( \tilde{f} \) are in \([-2, 2]\). If \( \tilde{f} \) has all roots in \([-2, 2]\), then \( z^n \tilde{f} \left( z + \frac{1}{z} \right) \) has all its roots on the unit circle. Therefore we will show that for a polynomial \( h = (z^2 - 1)f - zg \) we can find a polynomial \( \tilde{h} \) such that \( h(z) = z^n \tilde{h} \left( z + \frac{1}{z} \right) \) and the roots of \( \tilde{h} \) are all but one in \([-2, 2]\).

A real algebraic integer \( \alpha > 1 \) is a **Pisot** number if all its conjugates have an absolute value strictly less than 1.

In this proposition it will be possible that instead of the minimal polynomial of a Salem number, \((z^2 - 1)f - zg\) will be the minimal polynomial of a quadratic Pisot number multiplied by a cyclotomic polynomial.

**Proof.** Let \( f(z) \) and \( g(z) \) satisfy the condition of the proposition and let \( \gamma \) be the leading coefficient of \( g(z) \). Set \( x = z + \frac{1}{z} \). We examine the following polynomial

\[
\frac{z \ g(z)}{z^2 - 1 \ f(z)}.
\]

We need to consider three separate cases:

\( (i) \) If \( f(z) \) and \( g(z) \) are of degree \( 2n \) and \((z^2 - 1)\) divides \( g(z) \) then let \( g(z) = (z^2 - 1)\bar{g}(z) \), \( \bar{g}(z) \in \mathbb{Z}[z] \). There exist polynomials \( \tilde{g}(x), \tilde{f}(x) \in \mathbb{Z}[x] \) such that \( \bar{g}(z) = z^{n-1}\tilde{g}(x) \) and \( f(z) = z^n\tilde{f}(x) \), then

\[
\frac{z \ g(z)}{z^2 - 1 \ f(z)} = \frac{z}{z^2 - 1} \frac{z^{n-1}(z^2 - 1)\tilde{g}(x)}{z^n \tilde{f}(x)}
\]
\[ g(x) = \frac{\hat{g}(x)}{\hat{f}(x)} = \frac{\prod_{i=1}^{n-1}(x - \beta_i)}{\prod_{i=1}^{n}(x - \alpha_i)}, \]

where \(\alpha_i\) are the roots of \(\hat{f}(x)\) and \(\beta_i\) are the roots of \(\hat{g}(x)\). Following the remark above we know that these roots are totally real and are contained in the interval \([-2, 2]\), i.e. \(-2 < \alpha_1 < \beta_1 < \alpha_2 < \ldots < \beta_{n-1} < \alpha_n < 2\). We apply Proposition 4.1.17. Thus

\[ \prod_{i=1}^{n-1}(x - \beta_i) = \sum_{i=1}^{n} \frac{\lambda_i}{x - \alpha_i}, \]

and so \(\sum_{i=1}^{n} \frac{\lambda_i}{x - \alpha_i} = 1\) has real roots \(\gamma_i\) such that \(-2 < \alpha_1 < \gamma_1 < \beta_1 < \alpha_2 < \gamma_2 < \ldots < \beta_{n-1} < \alpha_n < \gamma_n\). For the polynomial \((z^2 - 1)f(z) - zg(z)\) to be the minimal polynomial of a Salem number it is necessary for \(\gamma_n > 2\). This will be addressed in the end of this proof.

(ii) Assume now that \(f(z), g(z)\) are of even degree and \(z^2 - 1\) divides \(f(z)\). Then \(f(z) = (z^2 - 1)\overline{f}(z)\), and there exist polynomials \(\hat{f}(x), \hat{g}(x)\) such that \(\overline{g}(z) = z^n \hat{g}(x), \overline{f}(z) \in \mathbb{Z}[z]\) and \(\overline{f}(z) = z^{n-1} \hat{f}(x)\). Observe that \((z - \frac{1}{z})^2 = x^2 - 4\), then

\[ \frac{z}{z^2 - 1} g(z) = \frac{z}{z^2 - 1} \frac{z^n \hat{g}(x)}{z^{n-1}(z^2 - 1)\hat{f}(x)} = \frac{z^2}{(z^2 - 1)^2} \frac{\hat{g}(x)}{\hat{f}(x)} = \frac{1}{(z - \frac{1}{z})^2} \frac{\hat{g}(x)}{\hat{f}(x)} = \frac{\prod_{i=1}^{n}(x - \beta_i)}{(x^2 - 4)\prod_{i=1}^{n-1}(x - \alpha_i)}. \]

Similarly to the case before, we apply Proposition 4.1.17 and see that \(-2 < \beta_1 < \alpha_1 < \ldots < \beta_n < 2\). It is clear here that the root \(\gamma_n\) of \(h(z) = 1\) is a Salem number, as \(\gamma_n > 2\). However it is still possible that...
\((z^2 - 1)f(z) - zg(z)\) may be reducible, but any non-Salem factor has to be cyclotomic.

\((iii)\) The last two cases to be consider are when \(f(z), g(z)\) have an odd degree 
\(2n + 1\), \(z + \epsilon\) divides \(f(z)\) and \(z - \epsilon\) divides \(g(z)\), where \(\epsilon = \pm 1\). Then \(f(z) = (z + \epsilon)\overline{f}(z)\) and \(g(z) = (z - \epsilon)\overline{g}(z)\), \(\overline{f}, \overline{g} \in \mathbb{Z}[z]\) and there exist \(\hat{f}, \hat{g} \in \mathbb{Z}[x]\) such that \(\overline{g}(z) = z^n\hat{g}(x)\) and \(\overline{f}(z) = z^n\hat{f}(x)\),\n
\[
\frac{z}{z^2 - 1} \frac{g(z)}{f(z)} = \frac{z}{z^2 - 1} \frac{z^n(z - \epsilon)\hat{g}(x)}{z^n(z + \epsilon)\hat{f}(x)} = \frac{z}{(z + \epsilon)(z - \epsilon)(z + \epsilon)\hat{f}(x)} = \frac{z}{z^2 + 2\epsilon z + \epsilon^2 \hat{f}(x)} = \frac{1}{z + 1 + 2\epsilon \hat{f}(x)} = \frac{1}{\prod_{i=1}^{n}(x - \beta_i)} \frac{\prod_{i=1}^{n}(x + 2\epsilon)}{(x + 2\epsilon)\prod_{i=1}^{n}(x - \alpha_i)}.
\]

From Proposition 4.1.17 we have that \(-2 < \beta_1 < \alpha_1 < \ldots < \beta_n < \alpha_n < 2\) if \(\epsilon = 1\) and \(-2 < \alpha_1 < \beta_1 < \alpha_2 < \ldots < \beta_n < 2\) if \(\epsilon = -1\).

It remains to show that we have that \(\gamma_n > 2\) in all the cases. We have to use the latter part of Proposition 4.1.17, in particular we claim that at \(x = 2\) (that is \(z = 1\), as \(x = z + \frac{1}{z}\)) we have \(\hat{h}(2) > 1\). This follows from the fact that one of \(f(1)\) or \(g(1)\) is zero and the other one is positive, as these polynomials have a positive leading term and all the roots are less than or equal to one.

\textbf{Proposition 4.1.22.} [Prop. 6, 78] Let \(f_i, g_i \in \mathbb{R}[z]\) be pairs of polynomials satisfying the circular interlacing condition for \(i = 1, \ldots, n\). Then \(\sum_{i=1}^{n} \frac{g_i}{f_i} = \frac{g}{f}\) where \(f\) and \(g\) also satisfy the circular interlacing condition.

\textit{Proof.} Let \(f_i, g_i \in \mathbb{R}[z]\) be of degree \(n_i\). Then by the previous proposition for
each $i$ we have that

$$
\frac{z}{z^2 - 1} f_i = \sum_{j=1}^{n_i} \lambda_j^{(i)} \frac{\lambda_j^{(i)}}{x - \alpha_j^{(i)}},
$$

such that $x = z + \frac{1}{z}$, $\lambda_i \in \mathbb{R}_+$ and $\alpha_i \in [-2, 2]$. Summing over $i$ we get

$$
\sum_{i=1}^{n} \frac{z}{z^2 - 1} f_i = \sum_{i=1}^{n} \sum_{j=1}^{n_i} \lambda_j^{(i)} \frac{\lambda_j^{(i)}}{x - \alpha_j^{(i)}}
= \sum_{k=1}^{m} \frac{\lambda_k}{x - \alpha_k},
$$

where $m \leq \sum_{i=1}^{n} n_i$. By Proposition 4.1.17 this sum is equal to $\prod (x - \beta_j) / \prod (x - \alpha_i)$, where $-2 \leq \alpha_1 < \beta_1 < \ldots < \alpha_d \leq 2$. On the substitution of $x = z + \frac{1}{z}$, and considering different cases the results follows.

**Proposition 4.1.23.** [Lemma 1, (ii), 17] Let $\zeta$ be a root of unity. Then at least one of $-\zeta, \zeta^2, -\zeta^2$ is a conjugate of $\zeta$.

**Proof.** Let $\zeta = \exp\left(\frac{2\pi ik}{n}\right)$ such that $\gcd(k, n) = 1$. It is known that for all $l$ such that $\gcd(l, n) = 1$, we have that $\zeta^l$ is conjugate of $\zeta$. We partition integers into the following three types:

(i) Let $n = 2m$, where $m$ is odd, and put $l = m + 2$. Then $\gcd(l, n) = 1$, $k$ is odd and

$$
\zeta^l = \exp\left(\frac{2\pi ik(m + 2)}{2m}\right)
= \exp(\pi ik) \exp\left(\frac{(2\pi ik)^2}{2m}\right)
= (-1)^k \zeta^2
= -\zeta^2.
$$

(ii) Let $n = 4m$ and put $l = 2m + 1$. Then $\gcd(l, n) = 1$, $k$ is odd and

$$
\zeta^l = \exp\left(\frac{2\pi ik(2m + 1)}{4m}\right).
$$
number of trace

Then the polynomial

\[ \text{Lemma 4.1.24.} \]

The following findings first appeared in [83].

Lemma 4.1.24. Let \( p, q \in \mathbb{Z}[z] \) be a pair of coprime polynomials such that

\[
\frac{q}{p} = \frac{z^{p_1+p_2} - 1}{(z^{p_1} - 1)(z^{p_2} - 1)} + \frac{z^{p_3+p_4} - 1}{(z^{p_3} - 1)(z^{p_4} - 1)} + \frac{z^{p_5+n} - 1}{(z^{p_5} - 1)(z^n - 1)},
\]

where \( p_1, p_2, p_3, p_4, p_5 \) are distinct prime numbers, and \( n \geq 5 \) such that \( n \) is coprime with all \( p_i \). Let \( (p_1, p_2, p_3, p_4, p_5) \) be one of the following 5-tuples:

\[
(2, 3, 5, 7, 11), \quad (2, 3, 5, 7, 13), \quad (2, 3, 5, 11, 13),
(2, 3, 5, 11, 19), \quad (2, 3, 5, 13, 17), \quad (2, 3, 5, 13, 19),
(2, 3, 5, 17, 19), \quad (2, 3, 7, 11, 13), \quad (2, 3, 7, 11, 17),
(2, 3, 7, 11, 19), \quad (2, 3, 7, 13, 17), \quad (2, 3, 7, 13, 19),
(2, 3, 11, 13, 19), \quad (2, 3, 11, 17, 19), \quad (2, 3, 13, 17, 19).
\]

Then the polynomial \( (z^2 - 1)p - zq \) is the minimal polynomial of a Salem number of trace \(-2\) and degree \( n + p_1 + p_2 + p_3 + p_4 + p_5 - 3 \).

Proof. Let us write equation (4.1.1) over a common denominator to give us

\[
\frac{q(z)}{p(z)} = \frac{\Phi_{p_1}\Phi_{p_2}\Phi_{p_3}\Pi_{d|p_1+p_2} \Phi_d \Pi_{d' \neq 1} \Phi_{d'} + \Phi_{p_1}\Phi_{p_2}\Phi_{p_3} \Pi_{d|p_3+p_4} \Phi_d \Pi_{d' \neq 1} \Phi_{d'} + \Phi_{p_1}\Phi_{p_2}\Phi_{p_3}\Phi_{p_4} \Pi_{d|p_5+n} \Phi_d}{\Phi_{p_1}\Phi_{p_2}\Phi_{p_3}\Phi_{p_4}\Phi_{p_5} \Pi_{d|n} \Phi_d},
\]

and from the coprimality hypothesis we deduce that

\[
p(z) = \Phi_{p_1}\Phi_{p_2}\Phi_{p_3}\Phi_{p_4}\Phi_{p_5} \Pi_{d|n} \Phi_d
\]

\[
= z^{p_1+p_2+p_3+p_4+p_5+n-5} + 5z^{p_1+p_2+p_3+p_4+p_5+n-6} + \ldots,
\]

and

\[
q(z) = \Phi_{p_1}\Phi_{p_2}\Phi_{p_3} \Pi_{d|p_1+p_2} \Pi_{d' \neq 1} \Phi_{d'} + \Phi_{p_1}\Phi_{p_2}\Phi_{p_3}\Phi_{p_4} \Pi_{d|p_3+p_4} \Pi_{d' \neq 1} \Phi_{d'} + \Phi_{p_1}\Phi_{p_2}\Phi_{p_3}\Phi_{p_4} \Pi_{d|p_5+n} \Phi_d.
\]
Thus \((z^2-1)p-zq\) is of degree \(n+\sum_{i=1}^{5} p_i - 3\) and of trace \(-2\). By Proposition 4.1.21 we know that equation (4.1.1) satisfies the circular interlacing condition, and by Proposition 4.1.22 we have that \((z^2-1)p-zq\) is the minimal polynomial of a Salem number, with a possibility that \((z^2-1)p-zq\) is not irreducible and is divisible by a cyclotomic polynomial or a reciprocal quadratic polynomial of a Pisot number. Thus to prove this proposition it remains to show that for each 5-tuple and a coprime \(n\) we get an irreducible polynomial.

Let us define
\[
Q(y, z) = \frac{z^{p_1+p_2} - 1}{(z^{p_1} - 1)(z^{p_2} - 1)} + \frac{z^{p_3+p_4} - 1}{(z^{p_3} - 1)(z^{p_4} - 1)} + \frac{yz^{p_5} - 1}{(z^{p_5} - 1)(y - 1)},
\]
and consider the curve defined by \(C(y, z) : (z^2-1)P(y, z) - zQ(y, z) = 0\). Note that \(C(z^n, z) : (z^2-1)p-zq = 0\). By Proposition 4.1.23 we know that if \(\zeta\) is a root of unity then it is a conjugate to one of \(-\zeta, \zeta^2\) or \(-\zeta^2\). Thus if \((z^2-1)p-zq\) is divisible by a cyclotomic polynomial then there exist at least two cyclotomic points on \(C(y, z) = (y, z)\) and \((-y, -z), (y^2, z^2)\) or \((-y^2, -z^2)\).

In particular, \((y, z)\) is a cyclotomic point on both \(C(y, z)\) and either \(C_1(y, z) : (z^2-1)P(-y, -z) + zQ(-y, -z), C_2(y, z) : (z^4-1)P(y^2, z^2) - z^2Q(y^2, z^2)\) or \(C_3(y, z) : (z^4-1)P(-y^2, -z^2) + z^2Q(-y^2, -z^2)\). For each of the three 2-tuples \((C, C_1), (C, C_2)\) and \((C, C_3)\) we can eliminate for \(y\) or \(z\) to get a single variable polynomial which has only a finite set of solutions. We now proceed discussing four possible arising cases:

I. If we eliminate for \(z\) in \((C, C_1)\) and get a nonmonic irreducible polynomial, then such curves cannot have any cyclotomic points in common. Take for example \((p_1, p_2, p_3, p_4, p_5) = (2, 3, 5, 7, 13)\).

II. For \((p_1, p_2, p_3, p_4, p_5)\), if we eliminate for \(y\) in \((C, C_2)\) and find cyclotomic factors \(\Phi_{p_1}, \Phi_{p_2}, \Phi_{p_3}, \Phi_{p_4}, \Phi_{p_5}\), then given that these are the precise factors of \(p\), and the fact that \(\gcd(p, g) = 1\), implies that none of these
points can correspond to a cyclotomic point on $C$. Take for example $(p_1, p_2, p_3, p_4, p_5) = (2, 3, 5, 7, 11)$.

III. Consider a case $(2, 3, p_3, p_4, p_5)$, where if we eliminate $y$ for $(C, C_3)$, then we find a cyclotomic factor of $\Phi_{12}(z) = z^4 - z^2 + 1$ with roots $\exp\left(\frac{2\pi ik}{12}\right)$, where $\gcd(k, 12) = 1$. Moreover, if we eliminate the same curves for $z$, then we find a factor of $\Phi_4(y) = y^2 + 1$. If $(y, z)$ is a cyclotomic points on both curves, then $y = z^n$ and $\exp\left(\frac{2\pi i}{4}\right) = \exp\left(\frac{2\pi i k n}{12}\right)$. As $\gcd(k, 12) = 1$, this implies that $3 \mid n$, contradicting our assumption of coprimality of $n$ and $3$. See for example $(p_1, p_2, p_3, p_4, p_5) = (2, 3, 5, 7, 11)$.

IV. Consider a tuple $(2, 5, p_3, p_4, p_5)$, such that if we eliminate $y$ for $(C, C_1)$, we find a cyclotomic factor of $\Phi_{20}(z) = z^8 - z^6 + z^4 - 1$ (its roots are $\exp\left(\frac{2\pi i k}{20}\right)$, where $\gcd(k, 20) = 1$). Furthermore, assume that if we eliminate the same curves for $z$, then we find a factor of $\Phi_4(y) = y^2 + 1$. And so if $(y, z)$ is a cyclotomic point on both curves, then $y = z^n$ and $\exp\left(\frac{2\pi i}{4}\right) = \exp\left(\frac{2\pi i k n}{20}\right)$. As $\gcd(k, 20) = 1$, this implies that $5 \mid n$, contradicting our assumption of coprimality of $n$ and $5$. See for example $(p_1, p_2, p_3, p_4, p_5) = (2, 3, 5, 17, 19)$.

Table 4.1 summaries how cyclotomic points were eliminated for each of the fifteen 5-tuples $(p_1, p_2, p_3, p_4, p_5)$.

Notice that in the list we omitted a 5-tuple $(2, 3, 5, 11, 17)$. If we eliminate $y$ on $(C, C_2)$ among the cyclotomic factors as in case II. we also get an additional cyclotomic factor $\Phi_{13}(z)$ which we cannot eliminate, and if we consider $C(z^{103}, z)$, we will find that it is divisible by $\Phi_{13}(z)$.

**Proposition 4.1.25.** There are Salem numbers of trace $-2$ of degree $2d$ for all $d \geq 12$.

**Proof.** For $d = 19$ and for all $d \geq 21$ it is sufficient to check that all even residues modulo $2 \times 3 \times 5 \times 7 \times 11 \times 13 \times 17 \times 19 = 9699690$ are covered by the 15
Table 4.1: Cases

<table>
<thead>
<tr>
<th>(p1, p2, p3, p4, p5)</th>
<th>(C, C_1)</th>
<th>(C, C_2)</th>
<th>(C, C_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2,3,5,7,11)</td>
<td>III.</td>
<td>II.</td>
<td>III.</td>
</tr>
<tr>
<td>(2,3,5,7,13)</td>
<td>I.</td>
<td>II.</td>
<td>I.</td>
</tr>
<tr>
<td>(2,3,5,11,13)</td>
<td>I.</td>
<td>II.</td>
<td>I.</td>
</tr>
<tr>
<td>(2,3,5,11,19)</td>
<td>III.</td>
<td>II.</td>
<td>III.</td>
</tr>
<tr>
<td>(2,3,5,13,17)</td>
<td>I.</td>
<td>II.</td>
<td>I.</td>
</tr>
<tr>
<td>(2,3,5,13,19)</td>
<td>I.</td>
<td>II.</td>
<td>I.</td>
</tr>
<tr>
<td>(2,3,5,17,19)</td>
<td>IV.</td>
<td>II.</td>
<td>IV.</td>
</tr>
<tr>
<td>(2,3,7,11,13)</td>
<td>I.</td>
<td>II.</td>
<td>I.</td>
</tr>
<tr>
<td>(2,3,7,11,17)</td>
<td>III.</td>
<td>II.</td>
<td>III.</td>
</tr>
<tr>
<td>(2,3,7,11,19)</td>
<td>I.</td>
<td>II.</td>
<td>I.</td>
</tr>
<tr>
<td>(2,3,7,13,17)</td>
<td>I.</td>
<td>II.</td>
<td>I.</td>
</tr>
<tr>
<td>(2,3,7,13,19)</td>
<td>I.</td>
<td>II.</td>
<td>I.</td>
</tr>
<tr>
<td>(2,3,11,13,19)</td>
<td>I.</td>
<td>II.</td>
<td>I.</td>
</tr>
<tr>
<td>(2,3,11,17,19)</td>
<td>III.</td>
<td>II.</td>
<td>III.</td>
</tr>
<tr>
<td>(2,3,13,17,19)</td>
<td>I.</td>
<td>II.</td>
<td>I.</td>
</tr>
</tbody>
</table>

infinite families of 5-tuples, which they are. For \( d \in \{12, 13, 14, 15, 16, 17, 18, 20\} \) we have the following polynomials:

\[
x^{24} + 2x^{23} - 4x^{22} - 28x^{21} - 72x^{20} - 116x^{19} - 116x^{18} - 27x^{17} + 166x^{16} + 431x^{15} + 701x^{14} + 900x^{13} + 973x^{12} + \ldots + 1,
\]

\[
x^{26} + 2x^{25} + x^{24} - 3x^{23} - 9x^{22} - 16x^{21} - 23x^{20} - 30x^{19} - 36x^{18} - 40x^{17} - 42x^{16} - 44x^{15} - 46x^{14} - 47x^{13} - \ldots + 1,
\]

\[
x^{28} + 2x^{27} + x^{26} - 3x^{25} - 9x^{24} - 16x^{23} - 23x^{22} - 30x^{21} - 36x^{20} - 40x^{19} - 42x^{18} - 43x^{17} - 43x^{16} - 43x^{15} - 43x^{14} - \ldots + 1,
\]

\[
x^{30} + 2x^{29} - 3x^{28} - 19x^{27} - 39x^{26} - 51x^{25} - 53x^{24} - 53x^{23} - 55x^{22} - 56x^{21} - 51x^{20} - 41x^{19} - 34x^{18} - 38x^{17} - 49x^{16} - 55x^{15} - \ldots + 1,
\]
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Corollary 4.1.26. There exist counterexamples to Estes–Guralnick’s conjecture for every degree strictly larger than 5.

Proof. From the proposition above we know of existence of Salem numbers of trace $-2$ for degrees $2d$ where $d \geq 12$. Corollary 4.1.7 implies that there exist monic integer irreducible polynomials of degree $d$ with all real and positive roots and trace $2d - 2$ for all $d \geq 12$. By Corollary 3.2.2 each such polynomial is a counterexample to the Estes–Guralnick conjecture. Counterexamples to Estes–Guralnick’s conjecture for degrees $6, 7, 8, 9, 10, 11$ come from the small-span method, and can be found in [76].

Corollary 4.1.27. For each degree $n$ strictly larger than 11 there exists polynomial $f \in \mathbb{Z}[x]$ such that $f$ is a monic irreducible polynomial of degree $n$, all roots of $f$ are real and positive, and $f$ is not the characteristic polynomial of an integer oscillatory matrix.
In the proof of Proposition 4.1.25, the case \( d = 15 \) first appeared in [32] while the remaining polynomials are from [83]. Chris Smyth showed that there exist Salem numbers of trace \(-1\) for all even degrees larger than 6 [100], and James McKee and Chris Smyth showed that there exist Salem numbers of every trace [78]. We conjecture the following.

**Conjecture 4.1.28.** For all \( m \in \mathbb{N} \) there exists \( N = N(m) \) such that for all \( d \geq N \) there exists a Salem number of trace \(-m\) and degree \( 2d \).

### 4.2 Convex sets

This section focuses on the geometry of numbers approach to the problem of Estes and Guralnick. Let us introduced some basic concepts from discrete geometry. We shall use [73] as the main reference.

**Definition 4.2.1.** The set \( C \subset \mathbb{R}^n \) is a **convex set** if for each \( x, y \in C \) and for every \( 0 \leq \lambda \leq 1 \), we have \( \lambda x + (1 - \lambda)y \in C \).

**Definition 4.2.2.** Let \( X \subset \mathbb{R}^n \) and \( |X| < \infty \). The **convex hull** of \( X \) is defined as

\[
\text{conv}(X) := \left\{ \sum_{i=1}^{|X|} \lambda_i x_i | x_i \in X, \lambda_i \in \mathbb{R}_+, \sum_{i=1}^{|X|} \lambda_i = 1 \right\}.
\]

**Definition 4.2.3.** Let \( X \subset \mathbb{R}^n \). Then \( x \in X \) is a **vertex** of \( \text{conv}(X) \) if and only if \( x \notin \text{conv}(X \setminus \{x\}) \).

**Definition 4.2.4.** A **simplex** \( C \subset \mathbb{R}^d \) is a convex set with \( d + 1 \) distinct vertices.

Note that the above definition is equivalent to an existence of \( v_1, \ldots, v_{d+1} \in C \) such that \( \{v_1 - v_{d+1}, \ldots, v_d - v_{d+1}\} \) is linearly independent and \( C = \text{conv}(v_1, \ldots, v_{d+1}) \).
Definition 4.2.5. Let \( f \in \mathbb{Z}[x] \) be a monic separable polynomial such that all its roots are real, i.e. \( f = \prod_{i=1}^{n} (x - \alpha_i) \) where \( \alpha_i \in \mathbb{R} \). Then we say that \( f \) is interlaced (over \( \mathbb{Z} \)) if there exists a monic polynomial \( g \in \mathbb{Z}[x] \) such that \( g \) interlaces \( f \).

Proposition 4.2.6. \([59]\) Let \( f = \prod_{i=1}^{n} (x - \alpha_i) \in \mathbb{Z}[x] \) be a monic separable polynomial such that all its roots are real. Let \( C \subset \mathbb{R}[x] \) be the set of all monic polynomials that interlace \( f \). Then \( C = \text{conv}(\{ f_i | i = 1, \ldots, n \}) \), where \( C \) is a simplex and

\[
f_i := \prod_{j \neq i}^{n-1} (x - \alpha_j) = x^{n-1} + b_1^{(i)} x^{n-2} + \ldots + b_{n-1}^{(i)}.
\]

Proof. Let \( f \) and \( f_i \) be as above. Let \( g \in C \) be any monic real polynomial that interlaces \( f \). To prove the proposition it suffices to show that there exist \( \lambda_i \in \mathbb{R}_+ \) such that

\[
\sum_{i=1}^{n} \lambda_i = 1 \quad \text{and} \quad g = \sum_{i=1}^{n} \lambda_i f_i.
\]

Let \( f' \) be the derivative of \( f \), then \( f'(\alpha_i)g(\alpha_i) > 0 \) for all \( \alpha_i \). Let \( \lambda_i \in \mathbb{R}_+ \) such that \( g(\alpha_i) = \lambda_i f'(\alpha_i) \). We note that \( f'(\alpha_i) = f_i(\alpha_i) \), and thus \( g(\alpha_i) = \lambda_i f_i(\alpha_i) \). Let us define a polynomial \( F(x) = g(x) - \sum_{i=1}^{n} \lambda_i f_i(x) \), which is of degree less than or equal to \( n - 1 \), and \( F(\alpha_i) = 0 \) for all \( \alpha_i \). Thus \( F = 0 \) and therefore \( g = \sum_{i=1}^{n} \lambda_i f_i \). Given that \( g \) and \( f_i \) are monic implies that \( \sum_{i=1}^{n} \lambda_i = 1 \), the proposition follows. \( \square \)

It is important to note that the existence of an integer polynomial in this convex set will imply that the polynomial \( f \) is interlaced.

Let \( \mathbb{R}[x]_{M}^{n-1} \) be the set of all monic real polynomials of degree \( n - 1 \), i.e. polynomials \( x^{n-1} + g \) where \( g \) is in the span of \( \{1, x, \ldots, x^{n-2}\} \) over \( \mathbb{R} \). Let us consider the map

\[
\phi_{n-1} : \mathbb{R}[x]_{M}^{n-1} \rightarrow \mathbb{R}^{n-1}
\]

\[
x^{n-1} + \sum_{i=1}^{n-1} a_i x^{n-1-i} \mapsto (a_1, \ldots, a_{n-1})^t,
\]
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mapping real monic polynomials of degree \( n - 1 \) into \( \mathbb{R}^{n-1} \), i.e. mapping \( x^{n-k-1} \) to \( e_k \) for \( k = 1, \ldots, n - 1 \), where \( e_k \) is a vector of a standard basis. For our polynomial \( f \in \mathbb{Z}[x] \) let us define
\[
\mathcal{K}(f) := \{ \phi_{n-1}(g) | g \in \text{conv}(\{ f_i | i = 1, \ldots, n \}) \}
\]
(we shall write \( \mathcal{K} \) when it is clear what polynomial we imply). It is easy to see that \( \mathcal{K} \) is a convex set too. Points \( v_i := \phi_n(f_i) \) are the vertices of \( \mathcal{K} \). If \( \text{int}(\mathcal{K}) \cap \mathbb{Z}^{n-1} \neq \emptyset \) then the polynomial \( f \) is interlaced, where \( \text{int}(\mathcal{K}) \) is the interior of \( \mathcal{K} \). Note that if we do not restrict to the interior of \( \mathcal{K} \) then the integral points may correspond to polynomials whose roots interlace not in a strict sense.

To our simplex \( \mathcal{K} \) we can associate a real matrix \( A(\mathcal{K}) := A \in \text{Mat}(n - 1, n, \mathbb{R}) \), where the vertices of \( \mathcal{K} \) correspond to the columns of \( A \). Thus we have \( A_{ij} := \sum_{1 \leq m_1 < \ldots < m_i \leq n, m_k \neq j} (-1)^{m_k} \alpha_{m_1} \ldots \alpha_{m_i} \).

**Proposition 4.2.7.** Let
\[
\prod_{i=1}^{n} (x - \alpha_i) = \sum_{i=0}^{n} (-1)^i a_i x^{n-i},
\]
where \( a_0 = 1 \). Then
\[
\sum_{1 \leq m_1 < \ldots < m_k \leq n, m_k \neq i} \alpha_{m_1} \ldots \alpha_{m_k} = \sum_{j=0}^{k} (-1)^j \alpha_j a_{k-j},
\]

**Remark.** Coefficients \( a_i \) are elementary symmetric polynomials in \( \alpha_1, \ldots, \alpha_n \), i.e. \( a_i = \sum_{1 \leq m_1 < \ldots < m_i \leq n} \alpha_{m_1} \ldots \alpha_{m_i} \).

**Proof.** We prove the proposition by induction on \( k \). For \( k = 1 \) we have
\[
\sum_{j=1 \atop j \neq i}^{n} \alpha_j = a_1 - \alpha_i.
\]
Assume now that the proposition holds for \( k \), then for \( k + 1 \) we have
\[
\sum_{1 \leq m_1 < \ldots < m_k \leq n, m_k \neq i} \alpha_{m_1} \ldots \alpha_{m_k} = a_{k+1} - \sum_{1 \leq m_1 < \ldots < m_k \leq n, m_k \neq i} \alpha_i \alpha_{m_1} \ldots \alpha_{m_k}.
\]
\[
= a_{k+1} - \alpha_i \sum_{1 \leq m_1 < \ldots < m_k \leq n}^{m_i \neq j} \alpha_{m_1} \ldots \alpha_{m_k}
\]
\[
= a_{k+1} - \alpha_i \sum_{j=0}^{k} (-1)^j \alpha_i^j a_{k-j}
\]
\[
= (-1)^0 \alpha_i^0 a_{k+1} + \sum_{j=0}^{k} (-1)^{j+1} \alpha_i^{j+1} a_{k-j}
\]
\[
= \sum_{j=0}^{k+1} (-1)^j \alpha_i^j a_{k+1-j}.
\]

The proposition above implies that \( A_{ij} = \sum_{k=0}^{i} (-1)^k \alpha_i^k a_{i-k} \). Let

\[
A'_{ij} = \begin{cases} 
1 & \text{if } i = 1 \\
a_{i-1} - \alpha_j A'_{i-1,j} & \text{otherwise.}
\end{cases}
\] (4.2.1)

Note that \( A' \) is just \( A \) with an adjoint row of ones as the first row.

**Proposition 4.2.8.** Let \( f = \prod_{i=1}^{n} (x - \alpha_i) \) be a separable polynomial and \( A' \in \text{Mat}(n, \mathbb{R}) \) be defined as above. Then the inverse \( B \) of \( A' \) is defined as

\[
B_{ij} = \frac{\alpha_i^{n-j}}{f'(\alpha_i)}.
\]

**Proof.** Let \( B'_{ik} = f'(\alpha_i) B_{ik} \). By direct computation we have

\[
(BA)_{ij} = \sum_{k=1}^{n} B_{ik} A'_{kj}
\]
\[
= \frac{1}{f'(\alpha_i)} \sum_{k=1}^{n} B'_{ik} A'_{kj}
\]
\[
= \frac{1}{f'(\alpha_i)} \sum_{k=1}^{n} \alpha_i^{n-k} \sum_{1 \leq m_1 < \ldots < m_{k-1} \leq n}^{m_i \neq j} (-1)^{k-1} \alpha_{m_1} \ldots \alpha_{m_{k-1}}
\]
\[
= \frac{1}{f'(\alpha_i)} \prod_{k \neq j} (\alpha_i - \alpha_k).
\]

Therefore if \( i = j \) then \((BA')_{ij} = 1\), else 0. Therefore \((BA')_{ij} = \delta_{ij} \). \( \square \)

Let \( K \subset \mathbb{R}^{n-1} \) be a simplex. Let us denote

\[
\Lambda(K) := \{ \lambda \in \mathbb{R}_+^n | A(K) \lambda \in \mathbb{Z}^{n-1}, \sum_{i=1}^{n} \lambda_i = 1 \}.
\]
Corollary 4.2.9. Let $\mathcal{K} \subset \mathbb{R}^{n-1}$ be a simplex. Then $C \cap \mathbb{Z}^{n-1} \neq \emptyset$ if and only if $\Lambda(\mathcal{K}) \neq \emptyset$. \hfill $\square$

Let $C \subset \mathbb{R}^d$ be a convex set. We denote by $G(C) := |\{r \in \mathbb{Z}^d \mid r \in C\}|$.

Example 4.2.10. (i) Let $f = x^2 - d$, where $d \in \mathbb{N}$, then

\[
\mathcal{K}(f) = \{\lambda \sqrt{d} - (1 - \lambda) \sqrt{d} \mid \lambda \in [0, 1]\} \\
= \{(2\lambda - 1) \sqrt{d} \mid \lambda \in [0, 1]\} \\
= \{\lambda' \sqrt{d} \mid \lambda' \in [-1, 1]\}.
\]

Therefore all the integer points in $\mathcal{K}(f)$ correspond to the integers in the interval $[-\sqrt{d}, \sqrt{d}]$. In particular $G(\mathcal{K}(f)) = 2\lceil\sqrt{d}\rceil + 1$. For each $m \in \mathcal{K} \cap \mathbb{Z}$ we have the corresponding interlacing polynomial $x + m$.

Lastly,

\[
\Lambda(\mathcal{K}(f)) = \{(1/2 - md^{-\frac{1}{2}}, 1/2 + md^{-\frac{1}{2}})^t \mid m \in [-\sqrt{d}, \sqrt{d}] \cap \mathbb{Z}\}.
\]

(ii) Let $f = x^3 + 5x^2 + 6x + 1$. Then the boundary of $\mathcal{K}(f)$ corresponds to
Thus every lattice point inside the simplex $\mathcal{K}(f)$ corresponds to an interlacing polynomial of $f$. In particular, $\mathcal{K}(f) \cap \mathbb{Z}^2 = \{(3,1)^t, (3,2)^t, (4,3)^t\}$, and thus $f$ is interlaced by $x^2 + 3x + 1$, $x^2 + 3x + 2$ and $x^2 + 4x + 3$.

**Corollary 4.2.11.** Let $f \in \mathbb{Z}[x]$ be a monic separable polynomial such that all its roots are real. Let $\mathcal{K} \subset \mathbb{R}^d$ be the affiliated convex set. Then $G(\mathcal{K})$ is finite.

**Definition 4.2.12.** Let $f = a_0 \prod_{i=1}^{n} (x - \alpha_i)$, $g = b_0 \prod_{i=1}^{m} (x - \beta_i) \in \mathbb{R}[x]$, $a_0, b_0 \in \mathbb{R}$. Then we define the resultant of $f$ and $g$ to be

$$\text{Res}(f,g) := a_0^m b_0^n \prod_{i=1}^{n} \prod_{j=1}^{m} (\alpha_i - \beta_j).$$

We observe the following two identities, $\text{Res}(f,g) = b_0^n \prod_{i=1}^{m} f(\beta_i)$ and $\text{Res}(g,f) = (-1)^{mn} \text{Res}(f,g)$. 
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Let us note that for any \( \lambda \in \mathbb{R}^n_+ \) such that \( A' \lambda = b \in \mathbb{Z}^n \) we have \( b = (b_1, \ldots, b_n)^t \) and \( b_1 = \sum_{i=1}^n \lambda_i \). We can represent \( b = (b_1, \ldots, b_n)^t \in \mathbb{R}^n \) in a polynomial form as \( g = \sum_{i=1}^n b_i x^{n-i} \). If \( \sum_{i=1}^n \lambda_i = 1 \) then \( g \) is a monic polynomial and thus \( f \) is interlaced. If \( \sum_{i=1}^n \lambda_i \neq 1 \) then we can normalise \( \lambda \), denoting \( \lambda' = \frac{\lambda}{\sum_{i=1}^n \lambda_i} \). In this case \( f \) is interlaced once more, just not necessarily over \( \mathbb{Z} \).

**Proposition 4.2.13.** Let \( f \in \mathbb{Z}[x] \) be a monic polynomial such that all its roots are real. Let \( \lambda = (\lambda_1, \ldots, \lambda_n)^t \in \Lambda(K) \). Then \( \prod_{i=1}^n \lambda_i = \left| \frac{\text{Res}(f, g)}{\Delta_f} \right| \), where \( g \) is some polynomial that interlaces \( f \).

**Proof.** Let \( A' \) be a matrix as defined in (4.2.1) corresponding to \( f \), and let \( \lambda \in \Lambda(K) \). Then \( A' \lambda = b \in \mathbb{Z}^n \). Let \( B \) be the inverse of matrix \( A' \). We have \( \lambda = Bb \) and

\[
\lambda_i = \sum_{j=1}^n B_{ij} b_j
\]

\[
= \frac{1}{f'(\alpha_i)} \sum_{j=1}^n \alpha_i^{n-j} b_j
\]

\[
= \frac{g(\alpha_i)}{f'(\alpha_i)}.
\]

Therefore,

\[
\prod_{i=1}^n \lambda_i = \prod_{i=1}^n \frac{g(\alpha_i)}{f'(\alpha_i)}
\]

\[
= \left| \frac{\text{Res}(g, f)}{\Delta_f} \right|.
\]

as was required to show. \( \square \)

**Lemma 4.2.14.** Let \( K \subset \mathbb{R}^{n-1} \) be a simplex affiliated with the polynomial \( \prod_{i=1}^n (x - \alpha_i) \). Let \( A = A(K) \in \text{Mat}(n-1, n, \mathbb{R}) \), \( \lambda = (\lambda_1, \ldots, \lambda_n)^t \in \Lambda(C) \) and \( b = (b_1, \ldots, b_{n-1})^t \in \mathbb{Z}^{n-1} \) such that \( A\lambda = b \). Then each component of \( b \) can be written as

\[
b_k := g(a_1, \ldots, a_k, b_1, \ldots, b_{k-1}) + (-1)^k \sum_{i=1}^n \lambda_i \alpha_i^k,
\]
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where \( g(x_1, \ldots, x_{2k-1}) \in \mathbb{Z}[x_1, \ldots, x_{2k-1}] \).

\textit{Proof.} We prove by induction on \( k \). For \( k = 1 \) we have

\[
  b_1 = \sum_{j=1}^{n} A_{1j} \lambda_j = \sum_{j=1}^{n} (a_1 - \alpha_j) \lambda_j = a_1 - \sum_{j=1}^{n} \lambda_j \alpha_j.
\]

This implies that \( \sum_{j=1}^{n} \lambda_j \alpha_j = a_1 - b_1 \), i.e. \( \sum_{j=1}^{n} \lambda_j \alpha_j \) is a polynomial in \( a_1 \) and \( b_1 \). More generally, if the lemma holds for \( k \), then \( \sum_{j=1}^{n} \lambda_j \alpha_{k} \) is a polynomial in \( a_1, \ldots, a_k, b_1, \ldots, b_k \in \mathbb{Z} \).

Assume that the lemma does hold for \( k \), then for \( k + 1 \) we have

\[
  b_{k+1} = \sum_{j=1}^{n} A_{k+1j} \lambda_j = \sum_{j=1}^{n} \left( \sum_{l=0}^{k+1} (-1)^l \alpha_j^{l} a_{k+1-l} \right) \lambda_j = \sum_{j=1}^{n} \left( \sum_{l=0}^{k} (-1)^l \alpha_j^{l} a_{k+1-l} + (-1)^{k+1} \alpha_{k+1} \right) \lambda_j = \sum_{j=1}^{n} \left( \sum_{l=0}^{k} (-1)^l \alpha_j^{l} a_{k+1-l} \right) \lambda_j + \sum_{j=1}^{n} \lambda_j \alpha_{k+1} = \sum_{l=0}^{k} (-1)^l a_{k+1-l} \left( \sum_{j=1}^{n} \lambda_j \alpha_j^{l} \right) + \sum_{j=1}^{n} \lambda_j \alpha_{k+1},
\]

where \( g_l(x_1, \ldots, x_{2l}) \in \mathbb{Z}[x_1, \ldots, x_{2l}] \), and where \( g_0, a_0, b_0 = 1 \). Therefore the lemma follows. \( \square \)

\textbf{Definition 4.2.15.} The curve

\[
  \psi_d : \mathbb{R} \longrightarrow \mathbb{R}^d
\]
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\[ r \mapsto (r, r^2, \ldots, r^d) \]

is called a **moment curve** in dimension \( d \).

**Definition 4.2.16.** Let \( n, d \in \mathbb{N} \), and let \( r_1, \ldots, r_n \) be \( n \) distinct real numbers. Then

\[ C := C(r_1, \ldots, r_n) = \text{conv}\{\psi_d(r_i) | i = 1, \ldots, n\} \]

is a **cyclic polytope**, i.e. a convex hull of \( n \) distinct points on the moment curve in dimension \( d \).

Let \( f = \prod_{i=1}^n (x - \alpha_i) \) be a separable polynomial such that all its roots are real. Then we write \( C(f) \) for a cyclic polytope of the roots of \( f \) in dimension \( n - 1 \), i.e. \( C(f) := C(\alpha_1, \ldots, \alpha_n) \subset \mathbb{R}^{n-1} \). Observe that \( C(f) \) is a simplex.

**Proposition 4.2.17.** Let \( f \in \mathbb{Z}[x] \) be a monic separable polynomial and such that all its roots are real. Then \( \Lambda(K) = \Lambda(C(f)) \).

**Proof.** We show that for each vector \( \lambda \) for which \( C \) has an integer point, \( K \) has an integer point too, and vice versa. Let \( A(C) = (A_{ij}) \) be the matrix associated to \( C \), where \( A_{ij} = \alpha_i^j \). Let \( A\lambda = b' \in \mathbb{Z}^{n-1} \). Lemma 4.2.14 implies that \( b_i' = \sum_{j=1}^n \lambda_j \alpha_i^j \in \mathbb{Z}^{n-1} \) if and only if \( b_i = g(a_1, \ldots, a_i, b_1, \ldots, b_{i-1}) + (-1)^i \sum_{j=1}^n \lambda_j \alpha_i^j \in \mathbb{Z}^{n-1} \) for \( 1 \leq i \leq n \).

From the proposition it follows that for polynomial \( f \) it would not be incorrect to forgo the convex set and write just \( \Lambda(f) \) for \( \Lambda(C(f)) \) or \( \Lambda(K(f)) \).

**Definition 4.2.18.** Let \( \alpha_1, \ldots, \alpha_n \in \mathbb{C} \). The **Vandermonde matrix** \( V := V(\alpha_1, \ldots, \alpha_n) \) of \( \alpha_1, \ldots, \alpha_n \) is defined as follows \( V_{ij} = \alpha_i^{j-1} \).

**Proposition 4.2.19.** [p. 11, 85] Let \( \alpha_1, \ldots, \alpha_n \in \mathbb{C} \). Then

\[
\det(V(\alpha_1, \ldots, \alpha_n)) = \prod_{1 \leq i < j \leq n} (\alpha_i - \alpha_j).
\]
Proposition 4.2.20. Let $\alpha_1, \ldots, \alpha_n \in \mathbb{R}$ be the roots of a monic separable polynomial. If $\sum_{i=1}^n y_i \alpha_i^j = 0$ for $0 \leq j \leq n - 1$, where $y_i \in \mathbb{R}$, then $y_i = 0$ for $1 \leq i \leq n$.

Proof. Let $V$ be the Vandermonde matrix of $\alpha_1, \ldots, \alpha_n \in \mathbb{R}$. Then the statement of the proposition can be rewritten as $y^t V = 0^t$, where $y = (y_1, \ldots, y_n)^t \in \mathbb{R}^n$. In particular, as the polynomial with roots $\alpha_i$ is assumed to be separable implies that $\det(V) \neq 0$, following from Proposition 4.2.19. Thus the result follows.

Recall that $G(C)$ denotes the number of lattice points in a convex set $C$.

Corollary 4.2.21. Let $f \in \mathbb{Z}[x]$ be a separable polynomial of degree $n$ such that all its roots are real. Then $|\Lambda(C)| = G(C)$.

Proof. Assume there exists $\lambda, \mu \in \Lambda(C)$ such that $A(C)\lambda = A(C)\mu$. This implies that

$$\sum_{i=1}^n \lambda_i \alpha_i^j = \sum_{i=1}^n \mu_i \alpha_i^j$$

$$\sum_{i=1}^n (\lambda_i - \mu_i) \alpha_i^j = 0,$$

and by previous proposition we have that all $\lambda_i = \mu_i$.

Corollary 4.2.22. Let $f \in \mathbb{Z}[x]$ be a monic polynomial such that all its roots are real. Then $C \cap \mathbb{Z}^{n-1} \neq \emptyset$ if and only if $K \cap \mathbb{Z}^{n-1} \neq \emptyset$. Moreover, if $f$ is separable then $G(C) = G(K)$.

Definition 4.2.23. Let $\alpha \in \mathbb{R}$ be a totally real algebraic integer, and let $f \in \mathbb{Z}[x]$ be its minimal polynomial. We say that $\alpha$ is interlaced if and only if $f$ is interlaced.

Proposition 4.2.24. Let $f \in \mathbb{Z}[x]$ be a monic irreducible polynomial such that all its roots are real. Let $\alpha \in \mathbb{R}$ such that $f(\alpha) = 0$. If $\alpha$ is interlaced then so is every $\beta \in \mathbb{Z}[\alpha]$, such that $\deg(\beta) = \deg(\alpha)$. 
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Proof. Let \( f = \prod_{i=1}^{n}(x - \alpha_i) \), \( \alpha_i \in \mathbb{R} \) and \( \mathcal{O} = \mathbb{Z}[\alpha] \), where \( f(\alpha) = 0 \). If \( f \) is interlaced then according to the corollary above there exists \( \lambda \in \Lambda(f) \) such that \( \sum_{i=1}^{n} \lambda_i = 1 \) and \( \sum_{i=1}^{n} \lambda_i \alpha_i^j \in \mathbb{Z} \) for \( 1 \leq j \leq n - 1 \). To prove this proposition it suffices to show that for each \( g \in \mathbb{Z}[x] \), \( \sum_{i=1}^{n} \lambda_i g(\alpha_i^j) \in \mathbb{Z} \) for \( 1 \leq j \leq n - 1 \). Let \( g = \sum_{l=0}^{m} a_l x^l \), then
\[
\sum_{i=1}^{n} \lambda_i g(\alpha_i^j) = \sum_{i=1}^{n} \lambda_i \sum_{l=0}^{m} a_l (\alpha_i^j)^l = \sum_{l=0}^{m} a_l \sum_{i=1}^{n} \lambda_i \alpha_i^j l \in \mathbb{Z}.
\]
This follows from the fact that \( a_l \in \mathbb{Z} \) and when \( jl \leq n - 1 \) then it is clear, while each \( \alpha_i^j \) for \( jl \geq n - 1 \) can be transformed into \( \sum_{l=0}^{n-1} b_l \alpha_i^j \), \( b_l \in \mathbb{Z} \), using the following identity \( \alpha_i^n = \alpha_i^n - f(\alpha_i) \).

Remark. If the roots of irreducible polynomial \( f \) are invertible, i.e. \( f(0) = \pm 1 \), then the corresponding polynomial \( x^n f \left( \frac{1}{x} \right) \) will have the same number of interlacing polynomials. This follows from the fact that if \( \alpha \in \mathbb{R} \) such that \( f(\alpha) = 0 \), then \( \mathbb{Z}[\alpha] = \mathbb{Z}[\alpha^{-1}] \), as \( f = \sum_{i=1}^{n} a_i x^i + (-1)^k \) and
\[
f(\alpha) = \sum_{i=1}^{n} a_i \alpha^i + (-1)^k = 0
\]
\[
\sum_{i=1}^{n} a_i \alpha^i = (-1)^{k+1}
\]
\[
\alpha \sum_{i=1}^{n} a_i \alpha^{i-1} = (-1)^{k+1},
\]
therefore \( \alpha^{-1} = (-1)^{k+1} \sum_{i=1}^{n} a_i \alpha^{i-1} \in \mathbb{Z}[\alpha] \) and thus \( \mathbb{Z}[\alpha^{-1}] \subset \mathbb{Z}[\alpha] \). The reverse inclusion is analogous, thus \( \mathbb{Z}[\alpha] = \mathbb{Z}[\alpha^{-1}] \). Therefore \( G(\mathcal{C}(f)) = G \left( \mathcal{C} \left( x^n f(1/x) \right) \right) \).

Lemma 4.2.25. Let \( \alpha_1, \ldots, \alpha_n \in \mathbb{R} \) and \( W = V(\alpha_1, \ldots, \alpha_n)^t \). Then \( W^{-1} := (W') \) where \( W'_{ij} := \sum_{k=0}^{n} (-1)^{k+j} \alpha_i^k a_{j-k} \), and \( f = \prod_{k=1}^{n} (x - \alpha_k) = \sum_{k=0}^{n} a_k x^{n-k} \).
Proof. We have $W^{-1}W = I_n$, it implies that
\[
(W^{-1}W)_{ij} = \sum_{k=0}^{n} W'_{ik} W_{kj} = \sum_{k=1}^{n} W'_{ik} \alpha_{j}^{k-1} = \delta_{ij}.
\]
Let $g_i = \prod_{k \neq i} (x - \alpha_k) / f'(\alpha_i) = \sum_{k=0}^{n-1} b_k^{(i)} x^{n-1-k}$. Then $g_i(\alpha_j) = \delta_{ij}$. Thus we take \[W'_{ij} = (-1)^{j} b_j^{(i)} = \frac{(-1)^{j}}{f'(\alpha_i)} \sum_{1 \leq m_1 < \ldots < m_j \leq n} \alpha_{m_1} \ldots \alpha_{m_j}.
\]

Now apply Proposition 4.2.7. \qed

Definition 4.2.26. Let $K$ be a number field with the ring of integers $\mathcal{O}_K$. The fractional ideal $D_{K}^{-1} = \{x \in K \mid \text{tr}_{K/Q}(x \mathcal{O}_K) \subset \mathbb{Z}\}$ is called the codifferent of $\mathcal{O}_K$.

Proposition 4.2.27. Let $f$ be an irreducible monic polynomial of degree $n$ such that all its roots are real. Let $K = \mathbb{Q}(\alpha)$ for $\alpha \in \mathbb{R}$ such that $f(\alpha) = 0$. Then $\Lambda(f) \subset K^n$. If $\mathcal{O}_K = \mathbb{Z}[\alpha]$ then there exists a bijection between $\Lambda(f)$ and \[
\{\gamma \in D_{K}^{-1} \mid \gamma \gg 0, \text{ tr}_{K/Q}(\gamma) = 1\}.
\]

Proof. If $f \in \mathbb{Z}[x]$ satisfy the condition of the proposition, then there exist some $\lambda \in \Lambda(f)$ such that given the Vandermonde matrix $V$ of the roots of $f$, we have $V^{t} \lambda \in \mathbb{Z}^n$. By Lemma 4.2.25 we have that $\lambda_i \in K$, more precisely each $\lambda_i$ is in $\frac{1}{f'(\alpha_i)} \mathbb{Z}[\alpha_i]$. Let us denote the embeddings $\sigma_i : K \hookrightarrow \mathbb{R}$, where $i = 1, \ldots, n$ such that $\sigma_i \alpha = \alpha_i$. Consider the map \[
\psi : \{\gamma \in D_{K}^{-1} \mid \gamma \gg 0, \text{ tr}_{K/Q}(\gamma) = 1\} \longrightarrow \Lambda(f) : \alpha \mapsto (\alpha_1, \ldots, \alpha_n)^t.
\]
Clearly this map is injective. In the case when $O_K = \mathbb{Z}[\alpha]$ we have that $D_K^{-1} = \frac{1}{f'(\alpha)}\mathbb{Z}[\alpha]$ (see Lemma 2.2.13) and therefore $\psi$ is a bijection.  

We would like to determine the conditions under which a given polynomial is interlaced. For example, a result similar to Minkowski’s First Theorem [85]. Moreover, we would like to count those integral points. A problem for us is that the associated to a polynomial convex set is not symmetric and generally it does not contain the origin. For instance, we can construct a cubic polynomial, by choosing three points on the parabola, such that the convex hull of those points is an arbitrarily large triangle in $\mathbb{R}^2$ that does not contain a point of $\mathbb{Z}^2$. However this polynomial may not have integer coefficients, and indeed later we will show that it is impossible for an irreducible cubic integer polynomial to be not interlaced. Irreducibility here is necessary.

There are different strategies to deal with asymmetric convex sets. First, we can consider the volume–surface area ratio of a simplex, as was studies in [9, 18, 51, 95]. Let $V(C)$ denote the volume of the simplex $C$ related to a polynomial $f$ of degree $n + 1$. It is not hard to notice that (see [104])

$$V(C) = \frac{1}{n!} \sqrt{|\Delta_f|}.$$ 

The expression for the surface area of $C$, denoted $S(C)$, is more involved. Unlike the volume, the surface area does change as we shift the roots of $f$ by a real number. For example, for $f = \prod_{i=1}^{3}(x - \alpha_i)$ we have $S(C) = \sqrt{|\Delta_f|} \sum_{i=1}^{3} \frac{\sqrt{1 + (\alpha_1 + \alpha_2 + \alpha_3 - \alpha_i)^2}}{|f'(\alpha_i)|}$ (the perimeter of a triangle). Generally,

$$S(C) = \frac{1}{(n-1)!} \sqrt{|\Delta_f|} \sum_{k=1}^{n+1} \frac{B_k}{|f'(\alpha_k)|},$$

where $B_k = \sqrt{\sum_{i=0}^{n-1} b_{2i}^{(k)}}$ and $f_i = f/(x - \alpha_i) = b_0^{(i)} x^n + b_1^{(i)} x^{n-1} + \ldots + b_n^{(i)}$.

From [Thm. 1, 51] we know that if $\frac{V(C)}{S(C)} \geq \frac{r}{2}$, then $G(C) \geq r$. However, using the formulas above, we get $\frac{V(C)}{S(C)} = \frac{1}{n} \sum_{k=1}^{n+1} \frac{B_k}{|f'(\alpha_k)|}$. As $B_k \geq 1$, if $|f'(\alpha_k)|$ is
small then the ratio will be small too. Unlike $B_k$, $|f'(\alpha_k)|$ is invariant under the transformation of the roots of $f$ by a constant.

Alternatively we can apply Khinchin’s Flatness Theorem \[8, 54, 60\].

**Definition 4.2.28.** Let $(L, \beta)$ be a lattice in $\mathbb{R}^n$, and let $C \subset \mathbb{R}^n$ be a convex set. Then the **width** of $C$ is

$$w(C, L) := \min \{ \max_{w \in C} \beta(v, w) - \min_{w \in C} \beta(v, w) \mid v \in L \setminus \{0\} \}.$$

The flatness theorem states that a convex set that does not contain a lattice point has a bounded width, which depends only on the dimension of the set. Currently the best bound known is $w(C, L) \leq cn(1 + \log(n))$ [Cor. 2.5, 8], where $c$ is a universal constant and $C \subset \mathbb{R}^n$ is a simplex.

Let us denote by $\text{span}(\alpha) := \max_{i,j} |\alpha_i - \alpha_j|$ the **span** of $\alpha$, where $\alpha \in \mathbb{R}$ is a totally real algebraic integer and $\alpha = \alpha_1, \ldots, \alpha_n$ are all its conjugates. Note that $\text{span}(m) = 0$ if and only if $m \in \mathbb{Q}$. And $\text{span}(\alpha) = \text{span}(\alpha + k)$ for all $k \in \mathbb{Z}$.

**Proposition 4.2.29.** Let $f \in \mathbb{Z}[x]$ be a monic irreducible polynomial such that totally real algebraic integer $\alpha$ is a root of $f$. Then

$$w(C, \mathbb{Z}^n) = \min \{ \text{span}(\gamma) \mid \gamma \in \mathbb{Z}[\alpha] \setminus \mathbb{Z} \}.$$

**Proof.** Let $(\mathbb{Z}^n, \beta)$ be our lattice, where for $v, w \in \mathbb{R}^n$ we have $\beta(v, w) = \sum_{i=1}^n v_i w_i$. Let $A$ be the associated matrix of $C$. Thus every element $\gamma \in C$ may be written as $\gamma = A\lambda$ where $\lambda \in \Lambda := \{ \theta \in \mathbb{R}_+^n \mid \sum_{i=1}^n \theta_i = 1 \}$. Let $v \in \mathbb{Z}^n$ then

$$\max_{w \in C} \beta(v, w) = \max_{\lambda \in \Lambda} v^t A\lambda.$$

Therefore $v^t A = (\sum_{i=1}^{n-1} v_i \alpha_1^i, \ldots, \sum_{i=1}^{n-1} v_i \alpha_n^i)$ and so

$$\max_{w \in C} \beta(v, w) = \max_j \sum_{i=1}^{n-1} v_i \alpha_j^i.$$
Similarly we have that

$$\min_{w \in \mathcal{C}} \beta(v, w) = \min_j \sum_{i=1}^{n-1} v_i \alpha_j^i.$$ 

Let $g \in \mathbb{Z}[x]$ such that $g = \sum_{i=1}^{n-1} v_i x^i$, and let $\gamma = g(\alpha) \in \mathbb{Z}[\alpha]$, thus the proposition follows.

Let $f \in \mathbb{Z}[x]$ be an irreducible polynomial such that a totally real algebraic integer $\alpha$ is a root of $f$. Then $w(\mathcal{C}, \mathbb{Z}^n) \leq \text{span}(\alpha)$. This bound is strict, i.e. there exists $\mathcal{C}$ such that $w(\mathcal{C}, \mathbb{Z}^n) = \text{span}(\alpha)$, although that is not always the case. For example let $\alpha$ be a roots of $f = x^3 - 6x^2 + 5x - 1$. Then the $\text{span}(\alpha^2 - 5\alpha + 6) < \text{span}(\alpha)$.

Unfortunately, for a totally real algebraic integer $\beta \in \mathbb{R}$ there can exist infinitely many (up to equivalence) totally real algebraic integers $\alpha \in \mathbb{R}$ of bounded degree, such that $\beta \in \mathbb{Z}[\alpha]$. For example if we consider the family of polynomials

$$\{x^4 - 2ax^2 + a^2 - 2 \in \mathbb{Z}[x] \mid a \geq 2\}.$$ 

The roots of these polynomials are $\pm \sqrt{a} \pm \sqrt{2}$. Thus for each of the corresponding simplices, the width is bounded above by $2\sqrt{2}$.

Neither of the strategies above give us an effective way of bounding the number of lattice points in a given simplex. Thus we cannot show as yet that for a given degree there is a finite number of irreducible monic polynomials with a bound on the number of interlacing polynomials.

### 4.2.1 Lehmer’s conjecture

The following was proved by Dobrowolski for minimal polynomials of integer symmetric matrices.

**Theorem 4.2.30.** [Lemma 1, 31] Let $f \in \mathbb{Z}[x]$ be a monic and irreducible polynomial of degree $n$ such that all its roots are real. If $f$ is interlaced then $|\Delta_f| \geq n^n$. 
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Proof. Let \( f = \prod_{i=1}^{n} (x - \alpha_i) \in \mathbb{Z}[x] \) be an irreducible interlaced polynomial. Then there exists at least one \( g \in \mathbb{Z}[x] \) such that \( g \) is monic and it interlaces \( f \). In particular, there exist \( \lambda \in \Lambda(f) \) such that \( \sum_{i=1}^{n} \lambda_i = 1 \) and \( g = \sum_{i=1}^{n} \lambda_i f_i \), where \( f_i \) are defined as in Proposition 4.2.6. First we note that \( f_i(\alpha_i) = f'(\alpha_i) \) and thus \( g(\alpha_i) = \lambda_i f'(\alpha_i) \). Then

\[
\left| \prod_{i=1}^{n} g(\alpha_i) \right| = \left| \prod_{i=1}^{n} \lambda_i f'(\alpha_i) \right|
= \prod_{i=1}^{n} \lambda_i \left| \prod_{i=1}^{n} f'(\alpha_i) \right|
\leq \left( \frac{1}{n} \sum_{i=1}^{n} \lambda_i \right)^n |\Delta_f|
\leq \frac{1}{n^n} |\Delta_f|
\]

As \( |\prod_{i=1}^{n} g(\alpha_i)| = |\text{Res}(f, g)| \), we conclude that \( |\Delta_f| \geq n^n |\text{Res}(f, g)| \) and given that \( \text{Res}(f, g) \in \mathbb{Z} \setminus \{0\} \) we have \( |\Delta_f| \geq n^n \). \( \square \)

Remark. In the theorem above the assumption that \( f \) is irreducible can be replaced with a weaker condition that \( f \) is separable and interlaced by a coprime polynomial.

The restriction that \( f \) is interlaced over \( \mathbb{Z} \) can be replaced by a condition that \( f \) is interlaced by \( g \in \mathbb{R}[x] \) such that \( |\text{Res}(f, g)| \geq 1 \). If we consider the interlacing polynomial \( g = \frac{1}{n} f' \), we will see that \( \Delta_f = n^n |\text{Res}(f, g)| \). Thus the penultimate inequality in the theorem above is sharp. The condition that \( f \in \mathbb{Z}[x] \) has only real roots can be replaced by an existence of \( g \in \mathbb{C}[x] \) and \( \lambda \in \mathbb{R}_+^n \) such that \( \sum_{i=1}^{n} \lambda_i = 1 \) and \( g = \sum_{i=1}^{n} \lambda_i f_i \).

Recall Corollary 3.2.12 in the previous chapter. If such polynomial \( f \) of degree \( n \) exists, then \( |\Delta_f| \geq 2^{n-1} n^n \).

There is an alternative proof for Theorem 4.2.30. Let \( \gamma \in K_+ \), and let \( \gamma' = \frac{\gamma}{\text{tr}(\gamma)} \), thus \( \text{tr}(\gamma') = 1 \). In the light of Proposition 4.2.13 we know that \( |N(\gamma')| = \left| \frac{\text{Res}(f, g)}{\Delta_f} \right| \), where \( g \in \mathbb{Q}[x] \) is the corresponding interlacing
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polynomial over \( \mathbb{Q}[x] \), and \( N(\cdot) \) is the field norm. By the arithmetic mean – geometric mean inequality we know that \( \frac{1}{n} \geq |N(\gamma')| \), thus we have \( |\Delta_f| \geq n^n |\text{Res}(f,g)| \).

**Theorem 4.2.31.** [30, Lemma 2] Let \( f = \prod_{i=1}^{n} (x - \alpha_i) \in \mathbb{Z}[x] \) be a monic separable polynomial such that it does not have a cyclotomic factor. Let \( p \) be a prime number, denote \( f(p) := \prod_{i=1}^{n} (x - \alpha_i^p) \). Then \( p^n \mid |\text{Res}(f(p))| > 0 \). \( \square \)

Recall the Mahler measure of a polynomial (see Definition 1.1.2).

**Proposition 4.2.32.** [31] Let \( f \in \mathbb{Z}[x] \) be a monic irreducible and interlaced polynomial of degree \( n \). Then \( M \left( x^n f \left( x + \frac{1}{x} \right) \right) > 1.0449642 \).

**Proof.** Let \( f = \prod_{i=1}^{n} (x - \alpha_i) \in \mathbb{Z}[x] \) such that \( f \) is interlaced. Let

\[
g = x^n f \left( x + \frac{1}{x} \right) = \prod_{i=1}^{2n} (x - \beta_i). \]

Let \( g(p) = \prod_{i=1}^{2n} (x - \beta_i^p) \), where \( p \) is a prime number. Let us consider the polynomial \( gg(p) \), with discriminant \( |\Delta_{gg(p)}| = |\Delta_g \Delta_{g(p)} \text{Res}(g,g(p))^2| \). Now

\[
|\Delta_g| = |\Delta_{f(2)}^2| \geq |\Delta_f^2|,
\]

where \( f(2) = \prod_{i=1}^{n} (x - \alpha_i^2) \),

\[
|\Delta_{g(p)}| = \left| \prod_{1 \leq i < j \leq 2n} (\beta_i^p - \beta_j^p)^2 \right| = \left| \prod_{1 \leq i < j \leq 2n} (\beta_i - \beta_j)^2 \left( \sum_{k=0}^{p} \beta_i^{p-k} \beta_j^k \right)^2 \right| \geq |\Delta_g|.
\]

The last inequality follows from the fact that \( \prod_{1 \leq i < j \leq 2n} \left( \sum_{k=0}^{p} \beta_i^{p-k} \beta_j^k \right)^2 \in \mathbb{Z} \setminus \{0\} \). Applying Theorem 4.2.31 we have that \( p^{2n} \mid \text{Res}(g,g(p)) \). Finally, as
\[ |\Delta_f| \geq n^n \text{ we get} \]
\[
\left| \Delta_{gg(p)} \right| = \left| \Delta_g \Delta_{g(p)} \operatorname{Res}(g, g(p))^2 \right| \\
\geq \left| \Delta_g^2 p^{4n} \right| \\
\geq \left| \Delta_g^4 p^{4n} \right| \\
\geq n^{4n} p^{4n}.
\]

Let \( V = V(\beta_1, \ldots, \beta_{2n}, \beta_{1'}, \ldots, \beta_{2n'}) \in \text{Mat}(4n, \mathbb{R}) \) be the Vandermonde matrix for the roots of \( gg(p) \). From Hadamard’s inequality we have \( |\det(V)| \leq (4n)^{2n} M(g)^{(p+1)(4n-1)} \). Thus
\[
(4n)^{2n} M(g)^{(p+1)(4n-1)} \geq n^{2n} p^{2n}
\]
\[
M(g) \geq \left( \frac{p}{4} \right) \frac{1}{2(p+1)}.
\]

For \( p = 11 \) we achieve the required bound. \( \square \)

Remark. The identity \( |\Delta_g| = |\Delta_f f(2)(4)| \), where \( f(2) = \prod_{i=1}^{n}(x - \alpha_i^2) \), follows from the fact that \( \beta_{i,n+1} = \frac{\alpha_i \pm \sqrt{\alpha_i^2 - 4}}{2} \). Therefore
\[
\Delta_g = \prod_{1 \leq i > j \leq n} \left( \frac{\alpha_i \pm \sqrt{\alpha_i^2 - 4}}{2} - \frac{\alpha_j \pm \sqrt{\alpha_j^2 - 4}}{2} \right)^2 \prod_{i=1}^{n} \left( \frac{\alpha_i + \sqrt{\alpha_i^2 - 4}}{2} - \frac{\alpha_i - \sqrt{\alpha_i^2 - 4}}{2} \right)^2
\]
\[
= \prod_{1 \leq i > j \leq n} (\alpha_i - \alpha_j)^4 \prod_{i=1}^{n} (\alpha_i^2 - 4).
\]

In the proposition above most of the bounds are sharp. For example, we have that
\[
\left| \Delta_{g(p)} \right| = \left| \Delta_g \prod_{1 \leq i < j \leq 2n} \left( \sum_{k=0}^{p} \beta_i^{p-k} \beta_j^k \right)^2 \right|
\]
and if we let \( g = x^{10} + x^9 - x^7 - x^6 - x^5 - x^4 - x^3 + x + 1 \), then for \( p = 3 \) we have \( \prod_{1 \leq i < j \leq 20} \left( \sum_{k=0}^{3} \beta_i^{3-k} \beta_j^k \right)^2 \) = 1. Using the same polynomial \( g \), we have \( \operatorname{Res}(g, g(2)) = 2^{10} \). Finally for \( |\Delta_g| = |\Delta_f f(2)(4)| \), if we let \( f = x^3 - 4x + 1 \), then \( |f(2)(4)| = 1 \), and so \( |\Delta_g| = |\Delta_f^2| \).

For cyclic polytopes associated to monic polynomials we have the following result:
Corollary 4.2.33. There exists $\epsilon > 0$ such that if $\alpha_1 \in (2, 2 + \epsilon)$, $\alpha_2, \ldots, \alpha_n \in (-2, 2)$ and $G(\text{int}(C(\alpha_1, \ldots, \alpha_n))) = 0$ then $\prod_{i=1}^{n}(x - \alpha_i) \not\in \mathbb{Z}[x]$, where $n \in \mathbb{N}$ is strictly larger than one.

In the light of the remark after Theorem 4.2.30 we have the following corollary.

Corollary 4.2.34. Let $f \in \mathbb{Z}[x]$ be an irreducible monic polynomial such that it is not divisible by any cyclotomic polynomial. If there exists $g \in \mathbb{C}[x]$ and $\lambda_1, \ldots, \lambda_n \in \mathbb{R}_+$ such that $\sum_{i=1}^{n}\lambda_i = 1$, $g = \sum_{i=1}^{n}\lambda_if_i$ and $|\text{Res}(f,g)| \geq 1$, then $M(f) > 1.08144$.

Remark. We do not assume that the roots of $f$ are all real, so perhaps $g \not\in \mathbb{R}[x]$.

Proof. This proof follows analogously to the proof of the proposition above. Let $f$ be a polynomial satisfying our hypothesis, then $|\Delta_{f(p)}| \geq n2^np^n$. Using Hadamard’s inequality we have $M(f) \geq \left(\frac{p}{2}\right)^{2(p+1)}$ and for $p = 7$ we achieve the required bound.

Given the strength of the bound above, one would hope that it is possible to show that if an integer monic polynomial $f$ is not interlaced then $M\left(x^nf\left(x + \frac{1}{x}\right)\right) = 1$. For example, the family of polynomials with small discriminants, cited by Dobrowolski in [31], had cyclotomic polynomials as associated reciprocal polynomials. Unfortunately it can happen that the polynomial is noninterlaced and its Mahler measure is strictly larger than one. For example, the polynomial

$$f = x^8 - 4x^7 + 14x^5 - 8x^4 - 12x^3 + 7x^2 + 2x - 1$$

is a noninterlacing polynomial and $M\left(x^8f\left(x + \frac{1}{x} + k\right)\right) > 1$ for all values of $k \in \mathbb{Z}$.
4.2.2 Ideal lattices

In this section we discuss an algebraic constructions of lattices. For more details and some of the proofs we refer to [6, 7].

**Definition 4.2.35.** Let $K$ be a number field and $\mathcal{O}_K$ be its ring of integers. Let $a$ be a fractional ideal in $\mathcal{O}_K$. An **ideal lattice** is a lattice $(a, \beta)$ such that

$$\beta(\lambda x, y) = \beta(x, \lambda y)$$

for all $x, y \in a$ and $\lambda \in \mathcal{O}_K$, where $\lambda$ is the complex conjugate of $\lambda$.

**Proposition 4.2.36.** [Prop. 1, 7] Let $a$ be a fractional ideal in $\mathcal{O}_K$. Then $(a, \beta)$ is an ideal lattice if and only if there exists $\alpha \in K$ such that $\beta(x, y) = \text{tr}(\alpha x \overline{y})$.

Note the similarity of the proposition above with Corollary 2.2.22.

**Proposition 4.2.37.** [Prop. 2, 7] Let $(a, t_\alpha)$ be an ideal lattice, $\alpha \in K$. Then $|\det(t_\alpha)| = N(a)^2 \Delta K$.

**Definition 4.2.38.** We say that a lattice $(L, \beta)$ is **integral** if for all $x, y \in L$ we have $\beta(x, y) \in \mathbb{Z}$.

**Proposition 4.2.39.** [Prop. 6, 7] An ideal lattice $(a, \beta)$, where $\beta(x, y) = \text{tr}(\alpha x \overline{y})$, is integral if and only if $\alpha \overline{\alpha} \subset \mathcal{D}_K^{-1}$.

**Corollary 4.2.40.** Let $K$ be a totally real number field of degree $n$. Then

$$\Delta_K \geq \frac{n^m}{m^n}$$

where $m = \min\{\text{tr}(\gamma) | \gamma \in \mathcal{D}_K^{-1}\}$.

**Proof.** Let $\gamma \in \mathcal{D}_K^{-1}$ such that $\text{tr}(\gamma) = m$. Let us define an integral ideal lattice $(\mathcal{O}_K, t_\gamma)$. From the arithmetic mean–geometric mean inequality it follows that $N(\gamma) \leq \frac{m^n}{n^n}$. By Proposition 4.2.37 and the fact that $|\det(t_\gamma)| \geq 1$, as our lattice is integral, we have

$$|\det(t_\gamma)| = N(\gamma) \Delta_K$$
\[
\frac{n^n}{m^n} \leq \Delta_K \\
1 \leq \frac{m^n}{n^n} \Delta_K \\
\frac{n^n}{m^n} \leq \Delta_K.
\]

A similar result to the corollary above was shown by Siegel in [99].

This is a slightly different bound than the one achieved in Theorem 4.2.30. We have an identity \(\Delta_f = \Delta_K [\mathcal{O}_K : \mathbb{Z}[\alpha]]^2\) (see [Prop. 4.4.4, 24]), and so when \([\mathcal{O}_K : \mathbb{Z}[\alpha]] = 1\) then the two bounds could be equal.

Any integral ideal lattice in \(K\) will be called an \(\mathcal{O}_K\)-lattice.

**Proposition 4.2.41.** [Cor. 2.2, 5] Let \(K = \mathbb{Q}[\zeta_n]\) such that \(n \neq p, 2p\) is square free, \(p\) is a prime number, and \(\phi(n) > 8\). Then the minimum of any \(\mathcal{O}_K\)-lattice is at least 4.

**Corollary 4.2.42.** Let \(K = \mathbb{Q}[\zeta_n]\), where \(n\) is squarefree, \(n \neq p, 2p\), and \(\phi(n) > 8\). Let \(F\) be the maximal totally real subfield in \(K\), i.e. \(F = \mathbb{Q}[\zeta_n + \zeta_n^{-1}]\). Then the minimum of any \(\mathcal{O}_F\)-lattice is at least 2.

**Proof.** Let \(a\) be an ideal in \(\mathcal{O}_F\), and let \(\alpha \in F\) such that \((a, t_\alpha)\) is an ideal lattice. Let \(m\) be the minimum of \(t_\alpha\) and \(z \in a\) be such that \(t_\alpha(z^2) = m\).

Let us extend this lattice to \(\mathcal{O}_K\), let \(a^e := \{\sum a_i b_i | a_i \in a, b_i \in \mathcal{O}_K\}\), and \(t'(x, y) := \text{tr}_{K/F} \circ t_\alpha(x, y) = \text{tr}_{K/Q}\alpha xy\). Clearly \((a^e, t')\) is an \(\mathcal{O}_K\)-lattice. Given that \(z \in a^e\), we have that the minimum of \(t'\) is smaller than \(t'(z^2)\). Thus

\[
t'(z^2) = \text{tr}_{K/F} m = 2m \geq 4,
\]

the last inequality follows from the previous proposition, thus \(m \geq 2\).

Therefore the minimal polynomial of \(\zeta_{21} + \zeta_{21}^{-1}\),

\[
x^6 - x^5 - 6x^4 + 6x^3 + 8x^2 - 8x + 1,
\]
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is noninterlacing. This implies that it cannot be the minimal polynomial of an integer symmetric matrix. In general, the corollary above provides counterexamples to Estes–Guralnick’s conjecture for all polynomials of degree $\phi(n)$, where $n$ satisfies the necessary conditions. However when $n = p$ is a prime number strictly larger than 5, then it is known that the corresponding minimal polynomial of $\zeta_p + \zeta_p^{-1}$ is the characteristic polynomial of an integer symmetric matrix [37]. That the minimal polynomial of $\zeta_{21} + \zeta_{21}^{-1}$ is a counterexample to Estes–Guralnick’s conjecture was shown with another method in [76].

It is not known whether every integer lattice can appear as an ideal lattice. Neither it is generally known what can be said about the ring of integers $\mathcal{O}_K$ if a given lattice is an $\mathcal{O}_K$-lattice. A special case of this question was studied in [72]. From our perspective, if $K$ is a totally real number field and a positive definite $\mathcal{O}_K$-lattice has an orthonormal basis, then the minimal polynomial of every element in $\mathcal{O}_K$ is the characteristic polynomial of an integer symmetric matrix [Prop. 13, 7]. That in turn means that the codifferent is narrowly equivalent to a square of an ideal [Thm. 176, 53], i.e. there exists an ideal $\mathfrak{a} \subseteq \mathcal{O}_K$ and $\gamma \in K_+$ such that $D_{\mathcal{O}_K}^{-1} = \gamma \mathfrak{a}^2$. This has consequences for the study of Hilbert modular forms [52].

**Universal forms**

**Definition 4.2.43.** We say that a positive definite $\mathcal{O}$-lattice $(L, \beta)$ is universal if for every $\alpha \in \mathcal{O}_+$ there exists $v \in L$ such that $\beta(v, v) = \alpha$.

For a lattice, a condition of being universal is not equivalent to $nL = \mathcal{O}$, i.e. a lattice can be proper but not universal. For example $(\mathbb{Z}, I_1)$ is a proper rational integer lattice, as it represents one, but it is not universal as it does not represent nonsquares. On the other hand, the rational integer lattice $(\mathbb{Z}^4, I_4)$ is both universal and proper.

Siegel in [97] showed that if $K$ is a totally real number field such that every totally positive algebraic integer can be represented as sums of squared
integers in $K$, then $K = \mathbb{Q}$ or $\mathbb{Q}(\sqrt{5})$, i.e. if $\text{Sq}(\mathcal{O}) = \mathcal{O}_+$ and $\mathcal{O}$ is a ring of integers of a totally real number field, then $\mathcal{O} \subset \mathbb{Q}(\sqrt{5})$. Maass showed that $\text{Sq}_3(\mathcal{O}) = \mathcal{O}_+$, where $\mathcal{O}$ is the ring of integers of $\mathbb{Q}(\sqrt{5})$ [70]. A more detailed explanation of the modern advances in this research can be found in [62].

Recall the notation from Definition 2.2.25, where $\mathcal{M}(L)$ is the set of the minimal vectors of a positive definite lattice $L$.

**Definition 4.2.44.** The kissing number in dimension $n$ is $\tau_n := \max_{(L,\beta)} |\mathcal{M}(L)|$, where $L$ runs over all integer positive definite lattices of rank $n$.

Generally, the kissing number represents the maximal number of spheres that can all touch one sphere in given dimension. This relates to a classical problem of sphere packing (which recently experienced some exciting developments [25, 109]). Clearly $\tau_n \geq 2n$ given the existence of a lattice $(\mathbb{Z}^n, I_n)$. The values of $\tau_n$ are known only for small dimensions. For example, for $n = 1, 2, 3, 4$ and 5 we have $\tau_n = 2, 6, 12, 24$ and 40, respectively. Be aware that our definition of the kissing number is a restriction to the kissing numbers for lattices.

**Example 4.2.45.** Let $f = x^5 - 12x^4 + 43x^3 - 58x^2 + 28x - 4$ and let $K = \mathbb{Q}[\alpha]$, where $f(\alpha) = 0$, and $\mathcal{O}$ be its ring of integers. The polynomial $f$ is irreducible and has only real roots. Let

$$\delta = \frac{121868\alpha^4 - 1177502\alpha^3 + 3245038\alpha^2 - 2803155\alpha + 301764}{43795} \in K_+.$$

Then the ideal lattice $(\mathcal{O}, t_\delta)$ is a positive definite lattice of rank 5 such that $\mathcal{M}(\mathcal{O}, t_\delta) = 40 = \tau_5$.

Let us denote $\mathcal{D}_+^{-1} = K_+ \cap \mathcal{D}_K^{-1}$.

**Proposition 4.2.46.** Let $K$ be a totally real algebraic number field of degree $n$. Let us assume that its codifferent is a principal ideal generated by $\delta \in K$ and there exists $\epsilon \in \mathcal{O}_K^\times$ such that $\epsilon \delta \gg 0$. Let $m = |\{\alpha \in \mathcal{D}_+^{-1} | \text{tr}(\alpha) = \min_{\gamma \in \mathcal{D}_+^{-1}}(\mathcal{O}, t_\gamma)\}|$. If a positive definite $\mathcal{O}$-lattice $(L, \beta)$ of rank $r$ is universal then $\tau_{rn} \geq m$. 
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Proof. Let \((L, \beta)\) be a universal \(O\) lattice of rank \(r\). Every element \(\alpha \in D_{K}^{-1}\) can be written as \(\alpha = \alpha' \delta\), where \(\alpha' \in O_{K}\). Let us assume that such \(\alpha \gg 0\). Then \(\delta\) and \(\alpha'\) have the same signatures, i.e. \(\text{sign}(\sigma \delta) = \text{sign}(\sigma \alpha')\) for all embeddings \(\sigma : K \hookrightarrow \mathbb{R}\). In particular, as there exists \(\epsilon \in O_{K}^\times\) such that \(\epsilon \delta \gg 0\), we have that \(\epsilon \alpha' \gg 0\) and \(\epsilon^{-1} \alpha' \gg 0\). Consider an \(\mathbb{Z}\)-lattice \((L, t_{\epsilon \delta} \circ \beta)\) of rank \(rn\). By the definition of universal forms, \(\beta\) is positive definite, and \(\epsilon \delta \gg 0\), thus \((L, t_{\epsilon \delta} \circ \beta)\) is positive definite too. Given that \(L\) is universal, there exists \(v \in L\) such that \(\beta(v, v) = \epsilon^{-1} \alpha'\). Then

\[
    t_{\epsilon \delta} \circ \beta(v, v) = t_{\epsilon \delta}(\epsilon^{-1} \alpha') \\
    = \text{tr}(\delta \alpha') \\
    = \text{tr}(\alpha),
\]

and therefore our \(\mathbb{Z}\)-lattice represents \(\text{tr}(\alpha)\) for all \(\alpha \in D_{+}^{-1}\). Clearly \(\min(L, t_{\epsilon \delta} \circ \beta) = \min_{\gamma \in D_{+}^{-1}}(O, t_{\gamma})\), therefore

\[
    |\mathcal{M}(L, t_{\epsilon \delta} \circ \beta)| = |\{\alpha \in D_{+}^{-1} | \text{tr}(\alpha) = \min_{\gamma \in D_{+}^{-1}} (O, t_{\gamma})\}| \\
    = m,
\]

and the proposition follows. \(\square\)

Byeong Moon Kim constructed infinitely many universal octonary quadratic forms over real quadratic number fields \([61]\). As \(\tau_{16} \leq 8313\) \([p. 23, 26]\), if \( |\{\alpha \in D_{+}^{-1} | \text{tr}(\alpha) = 1\}| > 8313\) and remaining conditions in the proposition above are met, then we conclude that a given quadratic number field cannot have octonary universal form defined over it. Quadratic number fields have a normal integral basis. Therefore we can always find a polynomial such that its root is a generator of the ring of integers. In the light of Proposition 4.2.27 and example (4.2.10), for polynomials with span large enough we will have \( |\{\alpha \in D_{+}^{-1} | \text{tr}(\alpha) = 1\}| > 8313\). This accounts for almost all polynomials. Thus the existence of a unit with an appropriate signature in the proposition above is necessary.
Let us define

\[ u(\mathcal{O}_K) := \min\{\text{rank}(L) \mid L \text{ is a universal } \mathcal{O}_K\text{-lattice}\}, \]

where \( \mathcal{O}_K \) is the ring of algebraic integers of a number field \( K \).

**Conjecture 4.2.47** (Kitaoka’s conjecture). [61] There exist finitely many totally real number fields \( K \) such that \( u(\mathcal{O}_K) = 3 \).

If for a given degree there exist only finitely many irreducible monic integer polynomial with a bounded number of interlacing polynomials, then Proposition 4.2.46 will give an affirmative answer to a special case of Kitaoka’s conjecture.

### 4.2.3 The Dedekind zeta function

Let \( K \) be an algebraic number field, \( n = [K : \mathbb{Q}] \), and let \( \mathcal{O}_K \) be the ring of integers in \( K \). Let \( N_{K/\mathbb{Q}} \) be an absolute norm (we shall simply write \( N \) when it is clear which algebraic number field we imply).

**Definition 4.2.48.** The **Dedekind zeta function** of an algebraic number field \( K \) is defined by the series

\[
\zeta_K(s) = \sum_{\mathfrak{a} \subseteq \mathcal{O}_K} \frac{1}{N(\mathfrak{a})^s},
\]

where \( s \in \mathbb{C}, \Re(s) > 1 \), and \( \mathfrak{a} \) ranges through all the ideals in \( \mathcal{O}_K \).

The Dedekind zeta function admits an analytic continuations to \( \mathbb{C} \setminus \{1\} \) ([Cor. 5.11, 85]).

Let us define

\[
\sigma_r(\mathfrak{a}) = \sum_{b \mid \mathfrak{a}} N(b)^r,
\]

where \( \mathfrak{a} \) is an ideal of \( \mathcal{O}_K \). Furthermore, let

\[
s^K_l(m) = \sum_{\gamma \in D^{−1}_{K}\gamma \in \mathbb{D}_K, \text{tr}(\gamma) = l} \sigma_{m−1}(\gamma),
\]

where \( D_K \) is the inverse ideal of the codifferent.
Theorem 4.2.49. [99] Let $K$ be a totally real algebraic number field of degree $n > 1$. Let $h = 2mn$, where $m \in \mathbb{N}$. Then

$$\zeta_K(1 - 2m) = 2^n \sum_{l=1}^{r} b_l(h) s_l^K(2m).$$

The numbers $r \geq 1, b_1(h), \ldots, b_r(h)$ are rational and they only depend on $h$, where

$$r = \begin{cases} \left\lfloor \frac{h}{12} \right\rfloor & \text{if } h \equiv 2 \pmod{12} \\ \left\lfloor \frac{h}{12} \right\rfloor + 1 & \text{if } h \not\equiv 2 \pmod{12}. \end{cases}$$

□

Corollary 4.2.50. Let $K$ be a totally real number field. Then $\zeta_K(1 - 2m) \in \mathbb{Q}^\times$ for all $m \in \mathbb{N}^\times$. □

Corollary 4.2.51. There does not exist a noninterlacing irreducible integer polynomial of degrees 1, 2, 3, 4, 5 or 7.

Proof. Let $f \in \mathbb{Z}[x]$ be an irreducible polynomial of degree 1, 2, 3, 4, 5 or 7, such that all its roots are real. Let $\alpha \in \mathbb{R}$ be a root of $f$ and $K = \mathbb{Q}(\alpha)$. Let $\mathcal{O}_K$ be the ring of integers of $K$, then $\mathbb{Z}[\alpha] \subset \mathcal{O}_K$ and $\mathbb{Z}[\alpha]^\vee = \{x \in K \mid \text{tr}_{K/\mathbb{Q}}(x\mathbb{Z}[\alpha]) \subset \mathbb{Z}\}$. If there does not exist $\gamma \in \mathbb{Z}[\alpha]^\vee$ such that $\gamma \in K_+$ and $\text{tr}(\gamma) = 1$ then nor such $\gamma$ can exist in $\mathcal{D}_K^{-1}$, this follows from Proposition 4.2.27. Therefore if $f$ is noninterlacing then there does not exist $\gamma \in \mathcal{D}_+^{-1}$ such that $\text{tr}(\gamma) = 1$. From the theorem above it follows that $\zeta_K(-1) = 2^n \sum_{l=1}^{r} b_l(h) \sum_{\gamma \in \mathcal{D}_+^{-1}} \sigma_1((\gamma)\mathcal{D}_K)$ and for $n \in \{2, 3, 4, 5, 7\}$ we have $r = 1$ and $\zeta_K(-1) = 2^n b_1(h) \sum_{\gamma \in \mathcal{D}_+^{-1}} \sigma_1((\gamma)\mathcal{D}_K)$. By the previous corollary $\zeta_K(-1) \neq 0$, and therefore there exists at least one $\gamma \in \mathcal{D}_+^{-1} \subset \mathbb{Z}[x]^\vee$ such that $\text{tr}(\alpha) = 1$. □

The similar approaches in studying totally positive elements of codifferent via cyclic polytopes were rediscovered several times [22, 23]. Predominantly, those studies were motivated by possibility to estimate the values of
the Dedekind zeta function of a totally real number field evaluated at negative odd integers.

4.3 Integer symmetric matrices

We now bring focus back to the integer symmetric matrices. First of all, let $f \in \mathbb{Z}[x]$ be a monic irreducible polynomial with all $n$ roots being real. Let $g_1, \ldots, g_k \in \mathbb{Z}[x]$ be all the monic polynomials of degree $n - 1$ that interlace $f$. We know that the number of such polynomials is finite. If there exists an integer symmetric matrix $A$ such that $\chi_A = f^m$ then for any principal submatrix $A' \in \text{Sym}(mn - 1, \mathbb{Z})$ of $A$ we have $\chi_{A'} = f^{m-1}g_i$ (see Theorem 3.1.1). Then $\text{Tr}(A) = \text{Tr}(A') + A_{ii}$ where $A_{ii}$ is a difference between the trace of $f$ and $g_i$. Thus diagonal entries of the matrix $A$ are wholly depend on the $g_i$s.

Example 4.3.1. Let us consider the polynomial $f = x^{10} - 18x^9 + 135x^8 - 549x^7 + 1320x^6 - 1920x^5 + 1662x^4 - 813x^3 + 206x^2 - 24x + 1$. It has only real and positive roots. This is the set of all the polynomials that interlace $f$:

\begin{align*}
x^9 - 16x^8 + 105x^7 - 366x^6 + 734x^5 - 858x^4 + 567x^3 - 198x^2 + 33x - 2, \\
x^9 - 16x^8 + 105x^7 - 366x^6 + 735x^5 - 865x^4 + 582x^3 - 209x^2 + 35x - 2, \\
x^9 - 16x^8 + 105x^7 - 367x^6 + 742x^5 - 882x^4 + 599x^3 - 215x^2 + 35x - 2, \\
x^9 - 16x^8 + 105x^7 - 367x^6 + 743x^5 - 887x^4 + 608x^3 - 222x^2 + 37x - 2.
\end{align*}

Given that every polynomial that interlaces $f$ has trace 16 implies that if there exists a matrix $A \in \text{Sym}(10k, \mathbb{Z})$ such that $f$ is the minimal polynomial of $A$, then all the diagonal entries of such matrix is 2. But this is impossible as it would imply that $\text{Tr}(A) = 20k$.

With a slightly more elaborate computations we can find the possible values for $\sum_{j=1}^{n} A_{ji}^2$ from the knowledge of all the interlacing polynomials.
The following is based on [10] and [29]. Let $f \in \mathbb{Z}[x]$ to be a monic irreducible polynomial of degree $n$ such that all its roots are real. Let $K = \mathbb{Q}(\alpha)$ such that $f(\alpha) = 0$, and $\mathcal{O}_K = \mathbb{Z}[\alpha]$.

**Definition 4.3.2.** We say that the homomorphism

$$\rho : \mathcal{O}_K \rightarrow \text{Mat}(n, \mathbb{Z})$$

is a **representation** of $\mathcal{O}_K$ over $\mathbb{Z}$, if for all $x \in \mathbb{Z}$ we have $\rho(x) = xI_n$. If in addition we have that

$$\rho : \mathcal{O}_K \rightarrow \text{Sym}(n, \mathbb{Z})$$

then we say that our representation is **symmetric**.

**Definition 4.3.3.** We say that two representations

$$\rho, \psi : \mathcal{O}_K \rightarrow \text{Mat}(n, \mathbb{Z})$$

are **equivalent** if there exists $A \in \text{GL}(n, \mathbb{Z})$ such that $\rho(x) = A\psi(x)A^{-1}$ for all $x \in \mathcal{O}_K$.

It is a well known result that:

**Theorem 4.3.4** (Latimer–MacDuffee–Taussky). [105] There is a one-to-one correspondence between equivalence classes of representations of $\mathcal{O}_K$ over $\mathbb{Z}$ and ideal classes in $\mathcal{O}_K$. \hfill $\square$

**Example 4.3.5.** Let $f \in \mathbb{Z}[x]$ be a monic polynomial of degree $n$ and let $\alpha \in \mathbb{C}$ be a root of $f$. Then

$$\psi : \mathbb{Z}[\alpha] \rightarrow \text{Mat}(n, \mathbb{Z})$$

$$\alpha \mapsto C_f,$$

where $C_f$ is the companion matrix of $f$. For any $\beta \in \mathbb{Z}[\alpha]$ there exists $g \in \mathbb{Z}[x]$ such that $g(\alpha) = \beta$. Therefore $\psi(g(\alpha)) = g(C_f)$ and so $\psi$ is a representation of $\mathbb{Z}[\alpha]$. 
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Given that $\rho$ is a homomorphism, and the requirement of the definition that $\rho(x) = xI$ for all $x \in \mathbb{Z}$, we conclude that there are no examples of trivial representations.

So far we assumed that the dimension of the representation, i.e. the order of matrices by which we represent the ring, and the degree of the number field are equal. Generally it does not have to be so, the only restriction is that the dimension of the representation is a multiple of the degree of the number field.

Let $\rho$ be an integer representation of $O$, where $O$ is an order defined by $\alpha \in \mathbb{C}$, i.e. $O = \mathbb{Z}[\alpha]$. Let $f \in \mathbb{Z}[x]$ be the minimal polynomial of $\alpha$. As $\rho$ is a homomorphism then $\rho(f(\alpha)) = f(\rho(\alpha)) = 0$, thus $f$ is the minimal polynomial of $\rho(\alpha)$. Be aware that we implicitly assume that $\rho$ is a homomorphism over $\mathbb{Z}$.

Let $g$ be the minimal polynomial of $\gamma \in \mathbb{C}$. If $g \not\in \mathbb{Z}[x]$, but instead $g \in \mathbb{Z}[\alpha]$, then $\rho(g(\gamma)) \neq g(\rho(\gamma))$. However if we let $h \in \mathbb{Z}[x]$ be the minimal polynomial of $\rho(\gamma)$, then $g \mid h$ over $\mathbb{Z}[\alpha]$.

Let $\alpha \in \mathbb{R}$ be an algebraic integer. We say that $\alpha$ is represented over $O$ if there exists a representation $\rho : \mathbb{Z}[\alpha] \rightarrow \text{Mat}(n, O)$. Similarly we shall say that $\alpha$ is represented symmetrically if $\rho$ is a symmetric representation.

**Proposition 4.3.6** (Bukh’s observation). [21] Let $\alpha \in \mathbb{R}$ be a totally real algebraic integer, $O = \mathbb{Z}[\alpha]$, and let $\alpha$ be represented symmetrically over $\mathbb{Z}$. Then a totally real algebraic integer $\beta \in \mathbb{R}$ is symmetrically represented over $O$ if and only if it is represented symmetrically over $\mathbb{Z}$.

**Proof.** Let $\alpha \in \mathbb{R}$ be represented symmetrically over $\mathbb{Z}$, and let $A \in \text{Sym}(n, \mathbb{Z})$ such that the minimal polynomial of $A$ is the minimal polynomial of $\alpha$. We have a bijection

$$\psi : \mathbb{Z}[\alpha] \rightarrow \mathbb{Z}[A].$$

Let $\beta \in \mathbb{R}$ be a totally real algebraic integer, and let $f \in \mathbb{Z}[x]$ be the minimal polynomial of $\beta$. Then $\beta$ is symmetrically represented over $\mathbb{Z}[\alpha]$ if and only if there exists $B \in \text{Sym}(m, \mathbb{Z}[\alpha])$ such that the minimal polynomials of $B$ is $f$, 
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i.e. $f(B) = O$. Given that $\psi$ is a symmetric representation over $\mathbb{Z}$, we have that $\psi(B) \mapsto \text{Sym}(nm, \mathbb{Z})$, and from the definition of a representation we have that

$$\psi(f(B)) = f(\psi(B))$$

$$\psi(O) = O,$$

thus the proposition follows. \hfill \Box

**Example 4.3.7.** (i) Let $\mathcal{O} = \mathbb{Z}[\sqrt{2}]$ and let $\psi$ be a symmetric representation of $\mathcal{O}$ such that

$$\sqrt{2} \mapsto \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.$$ 

Consider the matrix

$$M = \begin{pmatrix} \sqrt{2} & 1 \\ 1 & -\sqrt{2} \end{pmatrix}.$$ 

Its characteristic polynomial is $x^2 - 3$, and clearly it is represented over $\mathcal{O}$. Then

$$\psi(M) = \psi\left( \begin{pmatrix} \sqrt{2} & 1 \\ 1 & -\sqrt{2} \end{pmatrix} \right)$$

$$= \begin{pmatrix} \psi(\sqrt{2}) & \psi(1) \\ \psi(1) & \psi(-\sqrt{2}) \end{pmatrix}$$

$$= \begin{pmatrix} -1 & 1 & 1 & 0 \\ 1 & 1 & 0 & 1 \\ 1 & 0 & 1 & -1 \\ 0 & 1 & -1 & -1 \end{pmatrix}.$$ 

(ii) Let $\alpha \in \mathbb{R}$ be a totally real algebraic integer satisfying equation $x^3 - x^2 - 2x + 1$ and $\mathcal{O}$ be the ring of integers of $\mathbb{Q}(\alpha)$. By Estes–Guralnick’s theorem, we know that $\alpha$ is symmetrically represented over the integers. The polynomial $x^6 - x^5 - 6x^4 + 6x^3 + 8x^2 - 8x + 1$ is not the minimal polynomial of an integer symmetric matrix (see example 3.2.3). It is divisible by $x^2 - \alpha x + (\alpha^2 - 3)$ over $\mathcal{O}$. Therefore the analogue to Estes–Guralnick’s conjecture over totally real number fields would have counterexamples even for quadratic polynomials.
Generalisations of Estes–Guralnick’s conjecture to hermitian matrices over the ring of integers of a number field were considered by Greaves and Taylor [47, 48, 49, 50, 107, 108].

Conjecture 4.3.8. Let \( f \in \mathbb{Z}[x] \) be a monic irreducible polynomial of degree \( n \) such that all its roots are real. Then \( f \) is the minimal polynomial of an integer symmetric matrix only if there exist at least \( n \) distinct interlacing polynomials of \( f \).

For characteristic polynomials the above is true. Let \( f \in \mathbb{Z}[x] \) satisfy conditions of the conjecture. Let \( K = \mathbb{Q}[\alpha] \), where \( \alpha \) is a root of \( f \). Assume for contradiction that \( f \) is the characteristic polynomial of an integer symmetric matrix but it is interlaced only by \( g_1, \ldots, g_m \), where \( m < n \). Then there exists \( \gamma \in K_+ \) such that \((O_K, t_\gamma) \sim_{\mathbb{Z}} (\mathbb{Z}^n, I_n)\). Therefore there are \( \pm x_i \in O_K \) such that \( t_\gamma(x_i^2) = 1 \) for \( i = 1, \ldots, n \). Now \( \gamma x_i^2 \gg 0 \) and \( \text{tr}(\gamma x_i^2) = 1 \), thus \( \gamma x_i^2 \) corresponds to an integral point in \( C(f) \), i.e. \( \gamma x_i^2 = \delta g_k(\alpha) \), where \( \delta = \frac{1}{f'(\alpha)} \).

There are \( n \) distinct \( |x_i| \)'s and only \( m < n \) distinct \( g_k \)'s. Therefore there exists \( g_k \) such that

\[
\gamma x_i^2 = \delta g_k(\alpha) = \gamma x_j^2,
\]

\( x_i, x_j \in O \) and \( x_i \neq \pm x_j \), a contradiction.

Observe that a polynomial of degree \( n \) that is interlaced by \( n \) distinct polynomials is not necessarily the minimal polynomial of an integer symmetric matrix. For example \( x^6 - 12x^5 + 54x^4 - 112x^3 + 105x^2 - 36x + 1 \) is not the minimal polynomial of an integer symmetric matrix [76], but it is interlaced by:

\[
\begin{align*}
x^5 - 10x^4 + 35x^3 - 50x^2 + 25x - 2, \\
x^5 - 10x^4 + 36x^3 - 55x^2 + 31x - 3, \\
x^5 - 10x^4 + 36x^3 - 56x^2 + 34x - 4, \\
x^5 - 10x^4 + 36x^3 - 56x^2 + 35x - 6,
\end{align*}
\]
\[ x^5 - 10x^4 + 36x^3 - 57x^2 + 39x - 9, \]
\[ x^5 - 10x^4 + 37x^3 - 62x^2 + 46x - 12. \]


[77] James McKee and Chris Smyth. Salem numbers of trace $-2$ and traces of totally positive algebraic integers. In *Algorithmic number theory*, volume


