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Abstract

This paper describes an experiment designed to test which, if any, stochastic adjustment dynamic most accurately captures the behaviour of a large population. The setting is a large population coordination game in which two different groups have differing preferences over equilibria. We find that subject behaviour is highly consistent with the myopic best-response learning rule with deviations from this rule that are (i) dependent on the myopic best-response payoff but not on the deviation payoff, and (ii) directed in the sense of being group-dependent. We also find a time trend to deviations, with the magnitude tapering off as time progresses. This is in contrast to much of the theoretical literature that supposes a variety of other specifications of learning rules and both time-independent and payoff-dependent explanations for deviations.
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1
1 Introduction

While the concept of Nash Equilibrium is by far the most ubiquitous tool for analysing strategic situations, there are still many settings in which making a confident prediction is difficult. Given this, much focus has shifted to non-equilibrium concepts of learning, modelled as stochastic adjustment dynamics.\footnote{Fudenberg and Levine (1998) and Young (2005) are textbook treatments.} In this paper we describe a laboratory experiment designed to test which, if any, stochastic adjustment dynamic best captures the bahaviour of a large population in a particular strategic environment.

There are two behavioural components of any stochastic adjustment dynamic that need to be identified. First it is assumed that players follow a simple updating rule, or learning rule, whenever afforded a revision opportunity. Second, players are not cast as infallible, but rather assumed to occasionally deviate from the learning rule by choosing an action not prescribed by it. This is often explained as subjects making ‘mistakes’, ‘errors’, ‘trembling’, or even as experiencing temporary (but un-modeled) preference shocks. Pinning down the above is of huge practical importance, as once aggregated from the individual level, even minute differences in each of the two ingredients listed above can propel population behaviour towards very different outcomes.

Identifying the manner in which subjects deviated from their learning rule is the main focus of our study.\footnote{Via administered exit surveys from the experiments, we learned that some deviations were intended as a signal to others of their unhappiness with the current state. Given that deviations seem to have several sources - some of which are not really mistakes at all, but rather forward-looking attempts to improve future payoffs - we use the term “deviation” throughout. We thank an Associate Editor for suggesting this.} Of course, a deviation can only be defined relative to a learning rule so identifying the learning rule was our first task. In doing this we found that more than 92% of choices taken were a myopic best-response, hereafter mBR, to the previous period’s population behaviour. For agents who follow the mBR learning rule there are three ‘standard’ models of deviations that appear in the literature: (i) payoff-independent deviations (Kandori, Mailath, and Rob, 1993; Young, 1993) are precisely that - equally likely no matter what the current circumstances; (ii) payoff-
dependent deviations (Blume, 1993) are parameterised by the logit function and, other
than the parameterisation, are also self explanatory; (iii) directed deviations (Naidu,
Hwang, and Bowles, 2010) postulate that deviations are intentional, and as such will
only occur in certain ways (formally, intentional deviations are modelled by restricting
the support of the deviations at certain states). Across all our treatments, surprisingly
we found that subjects deviated in a manner dependent upon the payoff to the mBR
but not upon the payoff to the deviation. We also found a time trend to deviations
with the magnitude tapering off as time progresses, and also evidence that mistakes are
directed.3

Our experiment involved 200 rounds of a large population coordination game, the
Language Game of Neary (2012). The Language Game seems well suited to pin down
deviations from the mBR learning rule. It is a coordination game in which actions are
strategic complements where two homogeneous groups have differing preferences. It is
similar to a large population Battle of the Sexes in that each group has a preferred
action and these differ across group, but it is richer as each ‘sex’ interacts not only
with those from the other group but also with those from their own group. That is,
there are three kinds of interaction: ‘men’ with ‘men’, ‘men’ with ‘women’, and ‘women’
with ‘women’.4 The tension in preferences coupled with the fact that everyone’s payoff
depends on the same global environment means that at any given profile, each of the
three deviation models listed above inclines the different groups to behave in identifiably
different ways.5 Lastly, the Language Game is not a complex environment, so it is both

---

3Each of the standard models of deviations are time-homogeneous though there are some that have
a time component (see for example Pak (2008) and Robles (1998)).

4In this sense it can also be interpreted as a heterogeneous contracting game (Young, 1998), where
each player is contracting with both those with similar preferences and those with opposing pref-
erences. Other large population models with heterogeneity appear in Friedman (1998), Myatt and
Wallace (2004), and Sandholm (2007). Oprea, Henwood, and Friedman (2011) contrasts asymmetric
contests with homogeneous models. They consider two treatments of a symmetric hawk-dove game.
One treatment has a one-population matching protocol where long run play conforms to the unique
symmetric mixed strategy equilibrium. The other treatment has two-populations, and in this instance
behaviour converges to an asymmetric pure strategy equilibrium.

5Since subjects interact with both those in their own group and with those in the other group,
a non-mBR can even serve as a (costly) signalling device to fellow group members in the event that
a ‘undesirable’ outcome has been reached. Furthermore, again to do with the structure of the game,
extremely accessible for subjects and easily codeable, and as such we are not compelled to use a ‘watered down’ version of it.

There is a large literature on what equilibria may emerge in the long run. In particular, stochastic adjustment dynamics can select equilibria - the so called ‘stochastically stable equilibria’ (Foster and Young, 1990) - when a game is repeated indefinitely. This predominantly theoretical literature has been used to discuss how norms and conventions may develop (Lewis, 1969; Young, 1996) and to discuss how and why certain standards may emerge while others fail (Arthur, 1989). While the empirical testing of a theoretical concept requiring an infinite horizon is impossible, our results may still have something to contribute. If we can better understand the mechanics by which a system proceeds towards the long run, we may be better able to infer where this long run will be.

Our results may also contribute to the critique of stochastic stability due to Bergin and Lipman (1996). They showed that any equilibrium can be selected for an appropriately defined model of deviation, and as such argued that the “nature of the mistake [deviation] process must be analysed more carefully to derive some economically justifiable restrictions ... It is an open question whether and what kinds of interesting restrictions will emerge”. That we find deviations dependent on the mBR payoff but not on the deviation payoff is at odds with much of the literature, in particular with the concept of Quantal Response Equilibria introduced in McKelvey and Palfrey (1995).

The classic paper on experimental tests of coordination games is Van Huyck, Battalio, and Beil (1990). They studied behaviour in a symmetric “minimum effort game” and found that the inferior, risk-dominant equilibrium consistently emerged once the population size exceeded a threshold. One issue with this homogeneous environment

---

4 While stochastic stability requires infinite time, Ellison (1993) noted that convergence times can vary a lot. Convergence times on networks are typically much faster than in a uniform random matching environment (Montanari and Saberi, 2010; Kreindler and Young, 2013; Azomahou and Opolot, 2014a,b), which is related to the point made first by Ellison (2000) and Samuelson (1994).

7 Maruta (2002), Yi (2009) and Yi (2011) are evolutionary models with payoff-dependent deviations.
is that all the standard stochastic adjustment dynamics propel behaviour towards this outcome, so while the results are both interesting and robust, it is less clear what the underlying learning mechanism is. Crawford (1991) illustrates that the Stag Hunt is analogous to a 2-action minimum effort game, implying that the Language Game has the property that each group’s max action is the other group’s min action. It is for this reason that the different groups are pulling in different directions.

Three papers are important to mention. The first and closest, Mäs and Nax (2016), analyses individual level data from a large population experiment in a setting that is formally equivalent to the Language Game being played on a network. The two main differences are that their subjects were not informed as to the structure of the network nor the payoffs of the other participants\(^8\), and that half of their treatments have a payoff range with only 6 elements, so the detection of payoff dependent deviations seems less robust. In contrast, all of our treatments have 80 realised payoff levels (40 for each group), so mapping the ‘cost’ of a deviation to its ‘likelihood’ can be more thoroughly explored due to the greater variation. The second paper, Benndorf, Martínez-Martínez, and Normann (2016), also has two populations interacting in a global soup, but instead of actions being strategic complements, all pairwise interactions occur via hawk-dove games. Another interesting feature is that the experiments are run in continuous time. The last such paper, Crawford (1995), introduces adaptive dynamics that fuse both rules governing strategy updating and the priors with which players ‘enter’ the game. That is, it presents a theory encompassing both initial behaviour and repeated behaviour.

The balance of the paper is organised as follows. In the next section, we formally define the Language Game and provide insight as to how the different models of deviations pull in different directions. Section 3 describes the experimental design, while Section 4 presents and discusses the results. Section 5 concludes.

\(^8\)While formally this means that a complex Bayesian Game is being played, it has the nice feature that they can consider the ‘uncoupled’ and ‘completely uncoupled’ dynamics of Hart and Mas-Colell (2003) and Foster and Young (2006).
2 The Experiment

In subsection 2.1 we formally introduce the Language Game of Neary (2012), while in 2.2 we use the state space associated with one of our treatments to illustrate how, conditional on the mBR learning rule, different models of deviations behave quite differently.

2.1 The Language Game

The Language Game is a simultaneous-move game defined as the tuple \( \{N, \Pi, S, G\} \), where \( N := \{1, \ldots, N\} \) is the population of players; \( \Pi := \{A, B\} \) is a partition of \( N \) into two nonempty homogeneous groups \( A \) and \( B \) of sizes \( N_A \) and \( N_B \) respectively (\( N_A, N_B \geq 2 \)); \( S := \{a, b\} \) is the binary action set common to all players; \( G := \{G^{AA}, G^{AB}, G^{BB}\} \) is a collection of local interactions, where \( G^{AA} \) is the pairwise exchange between a player from Group \( A \) and a player from Group \( A \), etc. These local interactions are given in Figure 1 below, where \( \alpha, \beta \in (1/2, 1) \). Utilities are computed as the average of payoffs earned from playing the field, where the same action must be used with one and all.

![Figure 1: The three local interactions, \( G^{AA}, G^{AB}, \) and \( G^{BB} \)](image-url)
Fixing an order on the players, with each Group A player listed before any from Group B, define \( S := \prod_{i=1}^{N_A} S \times \prod_{j=1}^{N_B} S \), with typical element \( s \). When a player chooses action \( s \), from his perspective action profile \( s \in S \) can be viewed as \((s; s)\). For any population profile \( s \in S \), let \( n_a(s) \) denote the number of players choosing action \( a \) at \( s \). (Clearly then the number of players choosing action \( b \) at \( s \) is equal to \( N - n_a(s) \).) With this notation, the utility a player in group \( K \in \Pi \) receives from taking action \( s \in \{a, b\} \) when the population profile is \( s \), written \( U^K(s; s) \), is given by\(^9\)

\[
\begin{align*}
U^A(a; s) &= \frac{1}{N-1}(n_a(s) - 1)\alpha \\
U^A(b; s) &= \frac{1}{N-1}(N - n_a(s) - 1)(1 - \alpha) \\
U^B(a; s) &= \frac{1}{N-1}(n_a(s) - 1)(1 - \beta) \\
U^B(b; s) &= \frac{1}{N-1}(N - n_a(s) - 1)\beta
\end{align*}
\]

By Theorem 1 in Neary (2012), the only candidates for pure strategy equilibria are the group-symmetric profiles \((a, a), (a, b), \) and \((b, b)\), where the first boldface symbol refers to the action commonly chosen by those in Group \( A \) and the second to that chosen by everyone in Group \( B \). While \((a, a)\) and \((b, b)\) are always equilibria, profile \((a, b)\) is an equilibrium if and only if the smaller group’s preferences are sufficiently strong. Profiles \((a, a)\) and \((b, b)\) are by definition Pareto efficient. Whenever profile \((a, b)\) is Pareto efficient it must be an equilibrium though the reverse implication does not hold (Theorem 6 in Neary (2012)). Profile \((b, a)\) is never an equilibrium nor Pareto efficient.

In words, the Language Game is a binary-action coordination game with two homogeneous groups and a tension in preference across group. While this reads similar to the description of a large population Battle of the Sexes, the Language Game is richer as it also allows for own-population effects. The added richness expands the set of

---

\(^9\)These utility functions also represent the case of random matching though in random matching each player only has 3 possible realised payoffs. While this is a very different interpretation, if players are assumed risk neutral as is standard, optimising behaviour is the same in both.
pure strategy equilibria. That is, while $A$ players prefer the equilibrium where everyone choose $a$, and $B$ players prefer the equilibrium where everyone choose $b$, for a large set of parameter configurations the partially-coordinated outcome where $A$ players choose $a$ and $B$ players choose $b$ is also a pure strategy equilibrium. In all of our treatments, this “partially coordinated” outcome is an equilibrium.

2.2 Behaviour in Periods 2-200

We now consider how players make choices in periods 2 and onwards. (For how subjects might approach the Language Game given that it is a novel game in the literature, i.e., how they might behave in Period 1, see Section A of the Online Appendix.) Before choosing their action for next period, the subjects were presented with summary information pertaining solely to the period just passed; information pertaining to any previous period disappeared.

Any stochastic adjustment dynamic is composed of a deterministic component generated by the learning rule and a noise component due to the deviations. The dynamic results from aggregating the behaviour of all individuals. If players never deviated from their learning rule, population behaviour is given by an adjustment dynamic. If players deviate from their rule, this adds noise to the deterministic adjustment dynamic so that population behaviour is given by a stochastic adjustment dynamic. Across all our treatments the individual learning rule is extremely consistent with mBR which generates a dynamic referred to in the literature as the “best-reply” dynamic. There are three models of deviations that are considered when players follow mBR. These are,

D1 : payoff-independent deviations

D2 : payoff-dependent deviations

D3 : directed deviations

Using an example, we now sketch how each of the three stochastic adjustment dynamics generated by the mBR learning rule and deviation models D1-D3 apply in
the Language Game. The parameters used are those of our first treatment, Game1: 
\((N^A, N^B) = (11, 9)\) and \((\alpha, \beta) = (0.57, 0.67)\). For these parameters, action profile 
\((a, b)\) is an equilibrium. We begin first by considering the deterministic (noise-free) 
best-reply dynamic.

A diagram is helpful. While the Language Game has a population of size \(N\) (set 
equal to 20 in each of our treatments), there are in actuality only two types of player. 
Thus, at any point in time the action profile can be summarised by a 2-dimensional 
vector \((n^A_a, n^B_a)\), where \(n^A_a\) is the number of players in Group \(A\) currently using action 
\(a\), and \(n^B_a\) is the corresponding statistic for Group \(B\). Clearly the sum of \(n^A_a\) and \(n^B_a\) is 
\(n_a\) as in Equations (1)-(4). Figure 2 shows a condensed version of the action space \(S\), 
commonly referred to as the \(state\ space\), for our first treatment Game 1.\(^{10}\) (The state 
space for Treatments 2 and 3 are illustrated in Section B of the Online Appendix.) The 
state space is depicted as a \(12 \times 10\) lattice, with \(n^A_a \in \{0, \ldots, 11\}\) on the horizontal 
axis, and \(n^B_a \in \{0, \ldots, 9\}\) on the vertical axis. Each state is depicted by a circle 
with equilibrium states depicted by large circles. For these parameters, profile \((a, b)\), 
identified uniquely with state \((11, 0)\), is an equilibrium.

States are colour coded blue, black, and red. At each of the blue states, action \(b\) is 
the best-response for everybody in the population. At each of the red states, action \(a\) is 
the best-response for all. The black states are those at which there is a tension: at each 
of these states action \(a\) is the unique best-response for all those in Group \(A\), while action 
\(b\) is the unique best-response for all those in Group \(B\). This colour coding of states 
partitions the state space into a \(preference map\). For enhanced clarity, these regions 
of preference are separated by coloured lines running at 45 degrees from northwest to 
southeast. Consider for example the set of states where \(n_a = 8\) (the set of blue states 
immediately to the south west of the blue line) and compare this with the set of states 
where \(n_a = 9\) (the set of black states immediately to the north east of the blue line). 
Either side of this line, the best-response for Group \(A\) players is different. As such,

\(^{10}\)This approach substantially reduces the complexity of the problem as while the action space \(S\) 
has \(2^N\) elements, the state space has only \((N^A + 1) \times (N^B + 1)\) elements.
in the language of Schelling (1969, 1971), this line defines *tipping sets* for Group A players.\footnote{The fact that the local interactions are opponent-independent is what makes the boundary states of these sets lie at 45 degrees. If, for example, players had a stronger preference for coordinating with those from their own group, then the boundaries of these sets would be *tilted* away from 45 degrees.}

The relationship between the preference map and the best-reply dynamic is immediate. The colour coding of the preference map conveys which action is a best-response for each group at that state, and the best-reply dynamic implies that everyone takes exactly that prescribed action. As such, whatever the colour of the state in period 1, the following period’s state will be the equilibrium of the same colour.\footnote{The green star, $\star$, in Figure 2 denotes the average period 1 population profile for this treatment. As can be seen it is near equilibrium $(a,b)$, and so quite consistent with our discussion of period 1 behaviour in Section A of the Online Appendix.}

Now let us consider deviations from the best-reply dynamic. As discussed above, the best-reply dynamic is pushing down and left at every blue state, down and right at every black state, and up and right at every red state. Whenever a state that is not an equilibrium state is arrived at, the distance between this state and the intended
equilibrium (as measured according to the $L^1$ metric) is the number of deviations from mBR that occurred. We now give intuition for how the different deviation models are statistically likely to push the best-reply dynamic in different ways.

**D1:** Payoff-independent deviations have a clear interpretation. A non-mBR is equally likely at all states for all players independent of Group.

**D2:** To understand payoff-dependent deviations consider non-equilibrium states $(10, 1)$ and $(10, 3)$ in Figure 2, and consider the perspective of a of Group $A$ player. At both these states action $a$ is his unique best-response. However, the expected payoff from choosing the non-mBR, action $b$, is higher at state $(10, 1)$ than $(10, 3)$ since he sees more people choosing action $b$ at the latter. So, while a Group $A$ player is unlikely to deviate and choose action $b$ at either state, he is relatively more likely to do so at state $(10, 1)$.

**D3:** Directed deviations assume that at some states a non-mBR can occur only in certain directions. Formally this is done by restricting the support of the deviation at some states. Given that the Language Game is a binary action game, this means for each group there is a set of states at which they will not deviate. While directed deviations are ad hoc in that the modeller decides which restrictions are/aren’t reasonable, we feel there is a natural interpretation in our set up. We propose that directed deviations for Group $A$ players involve choosing action $a$ when action $b$ is the best-response and never choosing action $b$ when action $a$ is the best-response. Similar but opposite for a Group $B$ player. Relating this to the state space in Figure 2, first of all it means that no deviation will ever occur at a state coloured black. Second, it means that only ‘rightward’ deviations made by Group $A$ players will occur in the blue region and only ‘downward’ deviations made by Group $B$ players will occur in the red region.

While stochastic stability cannot be tested empirically, the technique does come with a formal language for discussing how easily different equilibria are destabilised that is
useful for our analysis. An equilibrium’s *basin of attraction* is the set of states from which the dynamics lead to that equilibrium with probability 1. When no deviations occur, so that population behaviour is as described by the best-reply dynamic, then these basins of attraction coincide perfectly with colour coded regions of preference in Figure 2. Now, consider, from each equilibrium the minimum number of deviations needed to reach the basin of attraction of another equilibrium. This number is an equilibrium’s *radius* (Ellison, 2000).\(^{13}\)

The radius provides a useful measure for how robust an equilibrium is to deviations from the mBR learning rule. Transitions against the flow are unlikely and an equilibrium’s radius captures this. In the results section, we begin by presenting some coarse population results with transitions between equilibria very apparent.

### 3 Experimental Design, Hypotheses and Procedure

Now that we have discussed the intuition for the effects of the different models of deviations, we describe our experiment designed to isolate which is most consistent with our subjects’ behaviour.

#### 3.1 Design and Hypotheses

All three treatments had a population size of \( N = 20 \). The treatment variables are the group sizes and the strength of payoffs, so a given game is defined by the 4-tuple \((N^A, N^B, \alpha, \beta)\). Our treatments G1, G2, and G3 are defined by \((11, 9, 0.57, 0.67)\), \((12, 8, 0.58, 0.71)\), and \((15, 5, 0.58, 0.80)\) respectively.

Before any analysis, we provide some information on individual level payoffs. Table 1 below gives the payoff to each action against every possible population state a Group A subject might face, given that the only information needed is the number of others

---

\(^{13}\)With payoff-independent deviations there are lots potential combinations, all requiring 9 people, to escape the symmetric profiles. With payoff dependent deviations, this statement is not entirely accurate as individual deviations may have a different cost depending on the current state. For directed deviations, only transitions along the bottom and right-most boundary can occur.
choosing each action. The first row gives the payoff from choosing action \( a \), the second row the payoff from choosing action \( b \), and the third gives the (absolute value of the) difference between them. Action \( b \) is the best-response for all states where \( n_a \leq 8 \) while action \( a \) the best-response for all states with \( n_a \geq 9 \). The best-response payoff is in red.

<table>
<thead>
<tr>
<th>( n_a(s) )</th>
<th>0</th>
<th>1</th>
<th>\cdots</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>\cdots</th>
<th>18</th>
<th>19</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U^A(a; n_a) )</td>
<td>0.000</td>
<td>0.030</td>
<td>\cdots</td>
<td>0.210</td>
<td>0.240</td>
<td>0.270</td>
<td>0.300</td>
<td>\cdots</td>
<td>0.540</td>
<td>0.570</td>
</tr>
<tr>
<td>( U^A(b; n_a) )</td>
<td>0.430</td>
<td>0.407</td>
<td>\cdots</td>
<td>0.272</td>
<td>0.249</td>
<td>0.226</td>
<td>0.204</td>
<td>\cdots</td>
<td>0.023</td>
<td>0.000</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>0.430</td>
<td>0.377</td>
<td>\cdots</td>
<td>0.062</td>
<td>0.009</td>
<td>0.044</td>
<td>0.096</td>
<td>\cdots</td>
<td>0.517</td>
<td>0.570</td>
</tr>
</tbody>
</table>

Table 1: Payoffs for Group A subject as function of \( n_a(s) \) in Game1

Table 1 above provides a perfect template for how a subject using the mBR learning rule should play the game.\(^{14}\) Table 2 below gives the payoffs at each equilibrium for each of the three treatments. Note in Game 1 and Game 2 that equilibrium \((a, b)\) is Pareto dominated, whereas in Game 3 it is not.\(^{15}\)

<table>
<thead>
<tr>
<th>equilibrium</th>
<th>Game1</th>
<th>Game2</th>
<th>Game3</th>
</tr>
</thead>
<tbody>
<tr>
<td>((a, a))</td>
<td>( U^A(\cdot, \cdot) )</td>
<td>( U^B(\cdot, \cdot) )</td>
<td>( U^A(\cdot, \cdot) )</td>
</tr>
<tr>
<td>( (a, a) )</td>
<td>0.57</td>
<td>0.33</td>
<td>0.58</td>
</tr>
<tr>
<td>( (a, b) )</td>
<td>0.30</td>
<td>0.28</td>
<td>0.34</td>
</tr>
<tr>
<td>( (b, b) )</td>
<td>0.43</td>
<td>0.67</td>
<td>0.42</td>
</tr>
</tbody>
</table>

Table 2: Equilibrium Payoffs

\(^{14}\) Another difference between our design and that of Mäs and Nax (2016) is in the information provided to the subjects. While both games assign payoffs in the manner of Figure 1 and equations (1)-(4), we described the game to subjects in the form of Figure 1 while Mäs and Nax (2016) used that like in Table 1.

\(^{15}\) While it is true that different stochastic adjustment dynamics propel the system in different directions in the Language Game, this setting also has the interesting feature that for different parameters stochastic stability predictions can also differ across dynamics. When population behaviour is described by the best-reply dynamic and payoff independent deviations, the stochastically stable equilibria are: \((b, b)\) for Game 1, \((a, a)\) for Games 2 and 3. When population behaviour is described by the best-reply dynamic and payoff dependent deviations parameterised by the logit function, the stochastically stable equilibria are: \((b, b)\) for Game 1, \((a, a)\) for Game 2, and \((b, b)\) for Game 3. When population behaviour is described by the best-reply dynamic and intentional deviations, equilibrium \((b, b)\) is stochastically stable for all treatments. It should also be noted that varying the revision protocol can affect the stochastically stable equilibrium when deviations are payoff independent. All these features are discussed in detail in Neary (2013).
Our first hypothesis is very straightforward. In actuality, it says little more than stochastic adjustment dynamics are worthy of consideration in a laboratory setting. Evaluating this hypothesis is simple. All one needs to verify is that, in at least one of our treatments, population behaviour is described by an adjustment dynamic which reaches a profile that is a fixed point, and then moves away from it.

*Hypothesis 1.* [Stochastic Adjustment Dynamics] Individuals deviate from their learning rule sufficiently regularly that strict equilibria can be escaped from.

Since we are considering only three out of a possible infinite number of learning rules, perhaps individuals are behaving in a manner very different from myopic best-response with noise, and yet population behaviour just so happens to corroborate it in each of our treatments. Analysis of the data at the individual level will allow us to either refute or validate (or at least to not refute) this.

That is, there remains a concern that subjects are not perfectly myopic, and as such, in periods 3 and onwards, are conditioning behaviour using information from more than just the immediately preceding period. This issue is easily checked by comparing actions taken to those prescribed by the mBR learning rule.\(^{16}\) However, in a given round of play, the feedback provided to subjects pertained only to the immediately preceding period. While it remains possible that our subjects were able to a) recall perfectly information from all previous periods, and b) use this information for strategic purposes, the most recent period is inherently focal.

Hypothesis 2 below asks if deviations from the myopic best-response learning rule depend on payoff differentials. Logit deviations are one (nicely-parameterised) model of deviations allowed under Hypothesis 2, but of course there are others. Our analysis of the individual level data tests for any kind of payoff-dependent deviations.

*Hypothesis 2.* [Payoff-dependence] The probability of a deviation is higher (lower) when the expected payoff from the non-mBR is higher (lower).

\(^{16}\)Data analysis shows that in all sessions, the percentage of actions that equate to myopic best-responses exceeds 92.3\%, so this appears robust.
Hypothesis 3 below asks if deviations from the myopic best-response learning rule are directed. In our environment, the directedness of the deviations insists that deviations differ across group. When action $b$ is the mBR for everyone, the directed deviations model only allows Group A players to deviate, and vice versa when action $a$ is the mBR for everyone.

Hypothesis 3. [Directedness] When action $b$ is the mBR, the probability of a Group A player deviating is higher than the probability of a Group B player deviating. When action $a$ is the mBR, the probability of a Group B player deviating is higher than the probability of a Group A player deviating.

3.2 Experimental Procedure

There were four sessions run for each of the three treatments. All twelve sessions shared the same procedure. All sessions were conducted in English at the Hong Kong University of Science and Technology (HKUST). A total of 240 subjects (=12 sessions of 20 subjects) were recruited from the undergraduate and graduate populations of the university. No subject had any prior experience with this game.

Subjects entered the lab and each was assigned a private computer terminal.\textsuperscript{17} Copies of the experimental instructions were distributed and subjects were given 10 minutes to read them. Communication of any sort between the subjects was forbidden throughout thereby removing coalitional effects as a confounding factor.\textsuperscript{18} After reading the instructions, but before commencing the session, the subjects were required to answer a brief questionnaire demonstrating that they understood how payoffs would be assigned each period. No session was to start until all students had responded to each question correctly, although no problems were encountered. Finally, the experimenter read the instructions aloud to ensure that the information included in the instructions, that at this point was verified as understood, was mutual knowledge, and, depending

\textsuperscript{17}The computer program was written using z-tree (Fischbacher, 2007).

\textsuperscript{18}Newton (2012) is a detailed study of how coalitional behaviour can affect stochastic adjustment dynamics. In summary, it can matter a lot so removing it as a possibility was very important.
on the levels of reasoning employed by the subjects, approaching common knowledge.

Play lasted for 200 periods. At the beginning of each period other than the first, each subject was provided with two pieces of information concerning the previous period’s play: (i) the total number of players that had chosen each action, and (ii) his own payoff. Each subject was then prompted to select his action for the forthcoming period. The only difference across periods was how much time subjects were given to make a decision. We allowed 30 seconds to choose an action in the initial period, 15 seconds in periods 2-10, and 10 seconds in all periods thereafter (periods 11-200). If a subject did not make a choice within the allowed timeframe, his action from the previous period was carried forward. For more details, see the instructions and the z-tree screenshots in the Online Appendices.

Payoffs were assigned as the average of that earned from playing the field. Payoffs were scaled by a factor of 100. For a given treatment, maximum Group A (B) payoffs were given by $100\alpha (100\beta)$, while minimum payoffs were zero in all treatments. The groups were labelled as A and B, but actions a and b were labeled as ‘#’ and ‘&’ respectively, so as to reduce the possibility that group identity might increase anchoring on a particular action due to its label.

Take home cash was assigned as the sum of rewards from two randomly chosen rounds plus a HK$40 show-up fee. Average earnings were HK$135.7 ($\approx$ US$17.4), with the range of payoffs given by the interval [HK$60, HK$190] ($\approx$ [US$7.83, US$24.35]).

---

19As can be seen from Equations (1)-(4), each one of these pieces of information is sufficient for a subject to compute the other. Both were provided for the sake of clarity.

20Importantly, subjects were not told how the actions taken were distributed across the two groups. This information was withheld to avoid the possibility that this information could be used as an external coordination device. It is also in accordance with a) how the game is defined, and b) how it would be played in a genuinely “large” population.

21Together with the limited information feedback provided, the restricted time limit for each round placed a practical restriction on subjects’ behaviour, arguably prodding it to be more in line with myopic best-response.

22The theory of social identity was initially developed by Tajfel and Turner (1979) in the field of social psychology and is now gaining popularity in economics (Chen and Li (2009) is a recent experimental study). In our setting, group identity means that an individual finds a particular action more attractive than just its payoff consequence. Despite the fact that we labeled actions a and b as # and & respectively, it is not a huge cognitive challenge for a subject to realise that there is a particular action that he would like to see coordination on and as such he may come to identify with that action.
4 Results

We begin with some population level analysis depicted in Figure 3. The Figure contains three sets of four panels labelled (a)-(d), (e)-(h), and (i)-(l), with each panel referencing a different session of that treatment (four panels for each of the three treatments, so twelve panels in total). The information in a given panel is as follows. On the horizontal axis is the period, ranging from 1 to 200, and on the vertical axis is the number of players in a particular subset of the population using action \( a \) in a given period. The three subsets are Group \( A \) (points connected by the light dashed line); Group \( B \) (points connected by the dark dashed line); and the total population (points connected by the solid line). The solid line is simply the “sum” of the other two. Regions of preference in the state space, that correspond to basins of attraction under the best-reply dynamic, are represented via shading, with the basins for the symmetric profiles shaded in light blue and the basin for the equilibrium \((a, b)\) left unshaded.

So how would behaviour evolve if players followed the mBR learning rule and never erred? There would be path dependence, with the initial state dictating the entire trajectory of population behaviour. Whatever region of the state space the initial state fell in, the following state should be the equilibrium in that region and it should remain that state forever more.

With the above in mind, our first hypothesis, Hypothesis 1, is then trivial to check. As can be seen from simple eyeballing, any of the sessions in any of the treatments confirm that the study of noisy dynamics is of value. Specifically, in each session, more than one strict equilibrium is locked in on and then subsequently escaped from. Related to this, refer back to Figure 2. Note that in all sessions of treatment G1, for which Figure 2 depicts the state space, population behaviour began at an action profile very close to \((a, b)\). The precise starting profiles were, \((10, 0)\), \((11, 1)\) \((9, 1)\), and \((8, 1)\), which corresponds to an average period 1 population profile in G1 of \((9.5, 0.75)\). This is the state depicted by the green star, ★, in Figure 2. Note that from this state, any noise-free adjustment dynamic derived from mBR learning rule must lock in on population.
profile \((a, b)\) and stay there forever.

The total number of times that a basin of attraction is escaped from in a given session can be computed from the corresponding panel in Figure 3 by computing the number of times the process ‘jumps’ across shaded areas. This happened many times in each session. The minimum number of transitions is 5 (G1, Session 2) while the maximum is 27 (G1 Session 4).\(^{23}\) Such escaping cannot occur with purely deterministic dynamics. Our first result is clear.

**Result 1.** *Strict equilibria are escaped from, i.e., population behaviour moves between basins of attractions.*

Our main focus in this section is to test if individual deviations can be explained by a logit parameterisation as stated in Hypothesis 2. A deviation should only be classified as such if we first confirm that there is a hard and fast rule that subjects are following. So to analyse how our subjects deviated, we first need to determine precisely what behavioural rule they are following.

As a first pass, consider Figure 4. The figure plots the percentage of actions that were not mBR taken in each round aggregated over all four sessions of all three games. The average deviation percentage aggregated across all rounds were 7.61%, with 10.76% in Game 1, 5.73% in Game 2, and 6.35% in Game 3. The significantly higher likelihood of deviations in Game 1 comes from the outlier (Session 4) of that treatment. The decreasing regularity with which subjects deviate as time progresses is clear, and is evidence that subjects are learning to control their behaviour over time. A Spearman’s Rank order test determined the relationship between the average deviation percentage for each round and the round number. The result shows that there is a strong negative monotonic relationship between the two variables (Spearman’s \(\rho = -0.71, p < 0.001\) for all data; \(\rho = -0.53, p < 0.001\) for Group A; \(\rho = -0.75, p < 0.001\) for Group B).

\(^{23}\)Only in the extremely volatile Session 4 of Treatment G1 was there ever an immediate transition from the basin of attraction of one symmetric equilibrium to the basin of attraction of the other symmetric equilibrium. In all other instances, movements between the two symmetric equilibria involved at least one period where population behaviour was in the basin of attraction of \((a, b)\).
Figure 3: Trends for frequency of action $a$
Figure 4: Likelihood of Deviation - Time Trend

Figure 5: Likelihood of Deviations

Figure 5(a) is designed to illustrate whether individual deviations are directed. It plots the average percentages of non-mBR for different groups when mBR is $a$ and when mBR is $b$. When mBR is $a$, the likelihoods of a Group $A$ player deviating are 2.25% in G1, 1.38% in G2, and 6.54% in G3, which are significantly and substantially smaller than the likelihoods of a Group $B$ player deviating which were, 20.85% in G1, 18.39% in G2, and 34.75% in G3 (one-sided Wilcoxon signed rank test, $p < 0.001$ for all three pairwise comparisons). Similarly, when mBR is action $b$, the likelihoods of a Group $B$ player deviating are 9.39% in G1, 4.77% in G2, and 1.47% in G3, which are significantly and substantially smaller than the likelihoods of a Group $A$ player deviating which were, 15.76% in G1, 78.57% in G2, and 12.63% in G3 (one-sided Wilcoxon signed rank test,
Figure 5(b) illustrates whether individual deviations are intentional, i.e., whether individuals who deviated were *serial deviators* in the next few periods. It plots the percentages of non-mBR taken in each round conditional on non-mBR being taken in the previous round and on mBR being taken in the previous round. Overall, the likelihoods of deviations in each round conditional on the same individual deviating in the previous round are 53.23% in G1, 45.60% in G2, and 55.87% in G3. These numbers are significantly and substantially larger than the likelihoods of a deviation conditional the previous period’s behaviour being a mBR which were, 3.05% in G1, 3.23% in G2, and 4.17% in G3 (one-sided Wilcoxon signed rank test, \( p < 0.001 \) for all three pairwise comparisons).

Based on the findings from the above analyses, which show individual deviations to be time-dependent, directed (group-dependent), and intentional (serially correlated), we conduct the following individual level probit regression for periods \( t = 3, \ldots, 200 \). The dependent variable is \( M_{it} \), and the five regressors were \( M_{i,t-1}, U_{it}^{BR}, U_{it}^{NBR}, t \) and \( G_i \), where, for time period \( t \) and individual \( i \), \( M_{it} \) takes the value 1 if the action choice was a non-mBR to the previous period’s, population behaviour, and 0 otherwise; \( G_i \) is a dummy variable that takes the value 0 if individual \( i \) is in Group A, and 1 otherwise; \( U_{it}^{BR} \) gives the expected payoff earned from mBR and \( U_{it}^{NBR} \) gives the expected payoff earned from the non-mBR.\(^{24}\) We write \( \varepsilon_{it} \) for the idiosyncratic error. The coefficients of interest - those on the five regressors above - are given by \( \beta_1, \beta_2, \beta_3, \beta_4 \) and \( \beta_5 \) respectively.

The sign of \( \beta_1 \) reveals the serial correlation between deviations in periods \( t \) and \( t-1 \). The signs of \( \beta_2 \) and \( \beta_3 \) have a straightforward interpretation: if the deviations from the mBR learning rule are dependent on the payoff consequences, then it should be the case

\(^{24}\)While we used \( G_i \) as a dummy variable specifying group identity, we could have defined instead as a variable that takes the value 1 if either [Group is A and mBR ≠ a] or [Group is B and mBR ≠ B], and take the value 0 otherwise as such capturing the directedness of a deviation. However, given that in most treatments population behaviour converged to the basin of attraction of a symmetric profile, this specification would be equivalent to capturing group identity.
that the sign of $\beta_2$ is negative whereas the sign of $\beta_3$ is positive. Coefficients $\beta_4$ and $\beta_5$ are also uncomplicated: if subjects make fewer deviations over time, then $\beta_4$ should be negative. Similarly, if subjects in Group A (Group B) deviate more often than subjects in Group B (Group A), then $\beta_5$ should be negative (positive).

<table>
<thead>
<tr>
<th>Game</th>
<th>Session</th>
<th># of Obs.</th>
<th>Pre. Deviation</th>
<th>U(mBR)</th>
<th>U(mmBR)</th>
<th>Period</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>p-V</td>
<td>p-V</td>
<td>p-V</td>
<td>p-V</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>3,940</td>
<td>2.250</td>
<td>.000</td>
<td>-.032</td>
<td>.496</td>
<td>-.065</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3,940</td>
<td>2.182</td>
<td>.000</td>
<td>-.096</td>
<td>.061</td>
<td>.049</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>3,940</td>
<td>2.229</td>
<td>.000</td>
<td>-.055</td>
<td>.089</td>
<td>-.019</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>3,940</td>
<td>1.451</td>
<td>.000</td>
<td>.022</td>
<td>.562</td>
<td>.496</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>15,760</td>
<td>2.345</td>
<td>.000</td>
<td>.026</td>
<td>.213</td>
<td>.021</td>
</tr>
</tbody>
</table>

Note: Reported $p$-values are based on robust standard errors clustered on subjects. Abbreviations: # of Obs. = Number of Observations; Pre. Deviation = Previous Period Deviation; $U(mBR)$ = Payoff from mBR action; $U(mmBR)$ = Payoff from the non-mBR; Coef. = Coefficient; $p-V$ = $p$-value

Table 3: Probit Regression

Table 3 presents the results. Column (1) shows that $\beta_1$ is positive and significant at the 1% level for all sessions of all games. The significant serial correlation between deviations in successive periods implies that the departure from the myopic best-response is “intentional”. Columns (2) and (3) show that the signs of $\beta_2$ and $\beta_3$ vary across games and sessions but are more likely to be insignificant. Overall, there is no clear pattern for the two coefficients in terms of the sign and the significance level. Most importantly regarding parameters $\beta_2$ and $\beta_3$, there is no single session of any game where both $\beta_2 < 0$ and $\beta_3 > 0$ are simultaneously satisfied, as is required for deviations to be consistent with the logit model. Subjects deviate less often as time proceeds.

Compatible with the results from the non-parametric tests, column (5) shows that

---

25 The magnitudes of the coefficients do not capture marginal effects because the regression is conducted based on a non-linear model.

26 The results from running a Logit regression are qualitatively the same and thus not reported here.
deviations are group-dependent in a systematic way. That is, Group B subjects tend to
deviate more often than subjects in Group A in G2 and G3 whereas subjects in Group
A tend to deviate more often than subjects in Group B in G1. Together with the fact
that the profiles to which the population eventually converged is (a, a) in G2 and G3
and (b, b) in G1, the systematic group-dependent deviation model implies that the
departure from the myopic best-response is “directed”. Overall, the result from Games
1-3 are not consistent with the payoff-dependent deviation model with mBR learning
rule. Our final result that addresses the issues posed in Hypotheses 2 and 3 can then
be summarised as follows:

**Result 2.** At the individual level, the probability of a deviation

1. is decreasing in the payoff from the best-response (column 2 in Table 3),

2. is independent of the payoff from the non-best response (column 3 in Table 3),

3. has a time component whereby they decrease in frequency over time (column 4 in
   Table 3),

4. is group-dependent (column 5 in Table 3), and

5. is serially correlated (column 1 in Table 3).

Results 2.1 and 2.2 are clear. We interpret Result 2.3 as subjects learning to control
their behaviour over time. Given that deviations don’t pay and that the everyone else
in the population is making fewer deviations as time progresses, this seems reasonable.
We interpret Result 2.4 as deviations being directed, and Result 2.5 as deviations being
intentional.

While the evidence for group-dependent, directed deviations is strong, there are
many occasions when this is violated. Furthermore, theoretically at least, if deviations
occur sufficiently often, then the directed deviation model is unwavering in its insistence
that equilibrium (a, b) be observed a large fraction of the time and this is never the
case.
So why are deviations serially correlated? Perhaps, as suggested in Footnote 22 and again related to their intentionality, it may be that some deviations from mBR are signals/atttempts to encourage members of one’s own population to follow suit. (See again the work of Oprea, Henwood, and Friedman (2011) who find similar behaviour.)

5 Conclusion

This paper describes an experiment whose goal is to determine what stochastic adjustment dynamic best predicts long run behaviour in a large population coordination problem. We use the Language Game of Neary (2012) in which, provided subjects are myopic best-responders, different models of deviations pull the system in directions.

We found that 92% of decisions taken were a myopic best-response to the previous period’s population profile. Deviations from this learning rule occurred with a likelihood dependent on the payoff of the myopic best-response, but not with the deviation payoff. We also found autocorrelation in choosing the non-mBR action.

We finish by highlighting some obvious limitations to our set-up. While the issue of which learning model fits best is both an obvious and simple question to ask, we see no reason why there would be a single learning model that would universally dominate all others. So, while our findings seem robust, we caution about over-inferring from them. In our opinion, the better, but more difficult question to ask is how the various aspects of the environment (e.g., the game, the type and framing of feedback provided, the number of periods, etc.) shape the choice of the most ‘appropriate’ learning model.
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