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Abstract
The integration of a novel spoken word with existing lexical items can proceed within twenty-four hours of learning its phonological form. However, previous studies have reported that lexical integration of new spoken words can be delayed if semantic information is provided during learning. One possibility is that this delay in lexical integration reflects reduced phonological processing during learning as a consequence of the need to learn the semantic associations. In the current study adult participants learnt novel words via a phoneme monitoring task, in which half of the words were associated with a picture referent and half were phonological forms only. Critically, participants were instructed to learn the forms of the novel words, with no explicit goal to learn the word-picture mappings.  Results revealed significant lexical competition effects emerging one week after consolidation, which were equivalent for the picture-present and form-only conditions.  Tests of declarative memory and shadowing showed equivalent performance for picture-present and form-only words, despite participants showing good knowledge of the picture associations immediately after learning. These data support the contention that provided phonological information is recruited sufficiently well during learning, the provision of semantic information does not slow the time-course of lexical integration. 
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	An important aspect of acquiring new memories is their integration with existing knowledge. One domain investigating the integration of new with old memories is word learning.  A body of evidence now suggests that new words can be explicitly recognised immediately after learning, but that a slower process of offline memory consolidation is required for new words to be integrated with existing lexical items (e.g. Dumay & Gaskell 2007, 2012; Tamminen, Payne, Stickgold, Wamsley, & Gaskell, 2010). A central question is thus what factors govern the time-course and success of this integration process. The majority of investigations of lexical integration have focused on novel spoken words acquired with phonological information alone; these studies have typically revealed lexicalization of novel words within a twenty-four hour time window after learning (e.g. Bakker, Takashima, van Hell, Janzen, & McQueen, 2014; Brown, Weighall, Henderson, & Gaskell, 2012; Davis, Di Betta, Macdonald, & Gaskell, 2009; Dumay & Gaskell 2007, 2012; Henderson, Weighall, Brown, & Gaskell, 2012, 2013).  The time-course of lexical integration for novel words acquired with semantic information has remained comparatively underexplored; however, those studies that have examined this report that semantic exposure during training can delay this time-course (Dumay, Gaskell, & Feng, 2004; Takashima, Bakker, van Hell, Janzen, & McQueen, 2014; cf. Coutanche & Thompson-Schill, 2014). The current study addresses whether the type of encoding that novel words undergo during learning influences the time-course and success of lexical integration.
 	Lexical competition is a central feature of spoken word recognition (e.g. Marslen-Wilson, 1987), and in recent years has been used to measure lexical integration of newly-learned spoken words (e.g. Gaskell & Dumay, 2003).  The central finding in this body of literature is that recognition of an existing spoken word (e.g. cathedral) is slowed as a result of an individual’s learning of an onset-related novel word (e.g. cathedruke; Gaskell & Dumay, 2003).  Research shows that the engagement of novel words in lexical competition often requires a period of overnight (sleep-related) consolidation (Dumay & Gaskell, 2007; also Bakker et al., 2014; Davis et al., 2009; Dumay & Gaskell, 2012; Henderson et al., 2013; Takashima et al., 2014; Tamminen et al., 2010). These results have been obtained from training on the phonological forms of novel spoken words in the absence of any semantic information. It is thus evident that semantic information is not required for lexicalization to emerge following overnight consolidation.
 	Strikingly, however, the provision of semantic information during training appears to delay the time-course of lexical integration relative to phonological training alone. A handful of previous studies have specifically addressed the role of meaning in the lexicalization of new spoken words. Dumay et al. (2004) assessed whether the offline consolidation period required for lexicalization was the result of impoverished training conditions which lacked meaning. Participants learnt novel words via phonological training, or embedded in sentential contexts through which a meaning could be acquired. After twenty-four hours, only the words learnt from phonological training, with no associated meaning, showed evidence of lexical competition. It was only after one week that the words learnt with a meaning entered into lexical competition. Takashima et al. (2014) obtained a similar result, in which participants learnt novel words with or without picture referents via phonological training. Only the words trained in the absence of a picture referent showed evidence of lexical competition after twenty-four hours. The results of Dumay et al. (2004) and Takashima et al. (2014) are thus consistent in suggesting that semantic exposure can delay the time-course of lexicalization relative to phonological exposure alone. 
 	A theoretical account of the gradual integration of new with existing lexical items comes from the Complementary Learning Systems (CLS) model (Davis & Gaskell, 2009; McClelland, McNaughton, & O’Reilly, 1995). The CLS model is a dual-systems account of memory which proposes that word learning is mediated by two distinct learning systems: the fast-learning hippocampal system, which enables access to explicit knowledge about new words immediately, and the slower neocortical system representing longer-term, integrated memories. Critically, the rate of neocortical learning is slow to avoid new neocortical mappings damaging existing knowledge (French, 1999). McClelland (2013) recently proposed that the rate of neocortical learning is contingent on prior knowledge, whereby the integration of new memories into dense existing networks may necessitate a more gradual consolidation time-course, due to a higher likelihood of interference compared to the integration of memories into sparser networks, with less existing knowledge for interference (see also Tamminen, Lambon Ralph, & Lewis, 2013). One possibility from this proposal is that semantically associated words may necessitate a more gradual rate of integration due to the additional semantic information posing a greater possibility for interference with existing lexical items. 
	However, an alternative possibility is that the slower entry of semantically associated novel words into lexical competition arises because the provision of semantic information pulls the attentional focus away from phonological information during learning.  Such a proposal is generally consistent with the emerging view that the nature of encoding can influence the time-course of lexical integration  (Coutanche & Thompson-Schill, 2014; Fernandes, Kolinsky, & Ventura, 2009; Szmalec, Page, & Duyck, 2012).  Why would the robust encoding of phonological information be potentially critical for lexical integration of new spoken words?  A key reason that the strength of phonological encoding could influence lexicalization is that spoken word recognition is online and incremental, and robust phonological representations may be particularly able to engage in competition with neighbouring items (e.g. McClelland & Elman, 1986). The association between immediate serial recall and phonological form learning (e.g. Baddeley, Gathercole, & Papagno, 1998; Gupta, 2003; Page & Norris, 2009; Papagno & Vallar, 1992) further supports the contribution of the ordered retention of phoneme sequences to successful spoken word learning. Further, well-specified phonological representations may be more readily linked to the phonological forms of existing lexical items, and these links could be particularly important for testing lexical competition in spoken word recognition. In the CLS account the integration of new and existing knowledge is governed by the reinstatement of hippocampal memories, which are linked with existing knowledge in the neocortex. One possibility is that weaker phonological representations of new words in the hippocampus form more fragile links with the phonological forms of existing words in the neocortex. This would result in weaker reinstatement of these links during offline consolidation, resulting in a slower integration of new words with phonologically similar lexical items. 
	It follows that task instructions biasing attentional focus away from phonological encoding may result in a slower lexicalization time-course. In both Dumay et al. (2004) and Takashima et al. (2014), participants were instructed to learn the novel meanings of the semantically associated words, thus possibly reducing the recruitment of phonological information during learning. Attentional focus from task instructions can enhance processing of specific psycholinguistic attributes; for example, Yoncheva, Bruce, Maurer, and McCandliss (2010) instructed participants to attend to either grapheme-phoneme correspondences or whole word forms when learning to read novel words written in an artificial script, and observed that expertise for orthographic decoding emerged only for participants trained on grapheme-phoneme correspondences. Ruz and Nobre (2008) similarly observed heightened ERP responses for orthographic, phonological, and semantic attributes of existing words when participants were cued to attend to these attributes on a trial-by-trial basis. Consistent with these reports, it is therefore possible that the goal of acquiring novel word-meaning mappings enhances the processing of semantic attributes of novel words, reducing phonological recruitment during training.
	The current study therefore re-examined the impact of semantic information on the lexicalization time-course of novel words in adults, by equating the task goals for learning new spoken words with and without semantic information. To achieve this, the current study extended the methodology used by Takashima et al. (2014) by training participants on new words with or without an associated referent in a phonological training task, but critically altered the task instructions to equate attention to phonology for both novel word types. We trained participants on novel words with an associated picture referent (picture-present) and without an associated referent (form-only) in a phoneme monitoring task, in which participants monitored novel spoken words for target phonemes. Participants were instructed to learn the word forms, with no goal of learning the word-picture associations; therefore, and both novel word categories were acquired with a focus on only phonological encoding. Following the phoneme monitoring training, tests of lexicalization (pause detection), shadowing, recognition memory, free recall, and picture association memory were administered immediately after learning, after twenty-four hours of consolidation, and after one week of consolidation. It was predicted that if slower lexicalization for semantically-associated words in previous investigations (Dumay et al., 2004; Takashima et al., 2014) were due to semantic training drawing attentional focus away from phonology during training, lexical competition effects in the current study would show an equivalent time-course for novel words acquired both with and without a semantic referent. 
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Participants
Thirty participants were recruited from Royal Holloway, University of London. Participants were native English speakers, with a mean age of 20.93 years (SD = 3.53, range = 18-37, 6 males).  None of the participants reported language or reading impairments. Participants were paid £25 as compensation for their participation upon completion of all three sessions.
Materials 
 	Spoken stimuli. The word stimuli consisted of 160 triplets consisting of a bi or tri-syllabic monomorphemic existing base word (e.g. cathedral), and two novel words which diverged from the base word at the final vowel (e.g. cathedruke, cathedruce). Participants learned one novel item from each triplet during training. The corresponding existing base word was used to test lexical competition effects in the pause detection task, and the other novel item was used as a foil during the recognition memory task. Sixty-four of the triplets were from Tamminen and Gaskell (2008) and 96 triplets were selected from the stimulus set of Gagnepain, Henson, and Davis (2012). The base words were between 4 and 11 phonemes in length (M = 6.81, SD = 1.14) and had a log CELEX total frequency between 0 and 1.7 occurrences per million (M = .61, SD = .35; Baayen, Piepenbrock, & van Rijn, 1993). The uniqueness point of the base words, the phoneme where the base word diverged from all existing cohort neighbours, varied between the 2rd and 9th phonemic position (M = 4.36, SD = 1.18). All 160 triplets were randomly divided into five lists of 32 items each, which did not significantly differ on the log frequency of the base word, the number of syllables, the number of phonemes and the phonemic position of the uniqueness point (all Fs < 1.1, ps > .3). A different set of untrained control words were used on each day of testing in the shadowing and pause detection tasks, and as such the five item lists were counterbalanced between each cell of the design: picture-present, form-only, untrained control day 1, untrained control day 2, and untrained control day 8. For the pause detection task, an additional 288 words were chosen as filler items. All fillers were monosyllabic (N = 59), disyllabic (N = 125), or trisyllabic (N = 104) monomorphemic known words, with an average phoneme length of 5.64 (SD = 1.40) and log frequency of 0.83 (SD = 0.42).  All items were recorded with a monoaural recording at 22Hz, by a native Southern British English female speaker, and edited in CoolEdit 2000 to equate amplitude across items.
	Picture stimuli. The referents for the picture-present words consisted of 32 pictures of obscure objects. Thirty of the chosen pictures were obscure items without a clear label selected via a Google image search, and 2 were from the NOUN database (Horst & Hout, 2014). The pictures were presented in colour on a black background, and were 500 x 500 pixels in size. Each participant was allocated a different word-picture mapping for the picture-present training condition. Stimuli and picture referents are available as Supplemental Materials.
Design and Procedure
	Experimental procedure. The phoneme monitoring and association recall tasks were run in E-Prime 2.0, and the pause detection, shadowing, and recognition memory tasks were run in DMDX (Forster & Forster, 2003). Participants returned at the same time the following day for a second test session 24 hours after learning (Day 2) and again one week after the training session (Day 8). Participants were scheduled at similar times of day for the three sessions (in the morning, early afternoon or late afternoon) to minimise circadian differences between each test session. A schematic of the experiment can be seen in Figure 1.
(Figure 1 about here)
 	Phoneme monitoring training. On Day 1 participants were trained on the 64 novel words in the phoneme monitoring task, where 32 of the novel words were presented as phonological forms in isolation (form-only) and 32 were presented with an associated picture referent on the screen (picture-present). The task instructions stated, “This is a task for learning new words, and your goal is to memorise as many of the new words as you can. In this task you will hear some new words, and your aim is to listen for a target sound in these new words. Sometimes a picture may appear with a word. These pictures may help you, but remember your main goal is always to learn the new words and memorise as many as you can.” Importantly, these instructions emphasised the learning of the novel phonological forms as the task goal, with no goal of learning the word-picture associations. 
 	The phoneme monitoring task consisted of 36 blocks, with each novel word presented once per block in a randomized order. In each block participants listened for the presence or absence of one of six target phonemes (/k, n, t, m, l, s/). Each phoneme was monitored for six times in that fixed order. The phonemes were chosen such that they appeared in all positions across the words, with rates of occurrence as similar as possible across the five word lists. The mean rate of target occurrence across lists was 34% (SD = 9). At the start of each block the target phoneme was presented on the screen, with a written example (e.g. “Listen for /k/, as in ‘book’”), and participants then heard two repetition of the target phoneme via headphones before beginning the task. During the task, participants heard each word via headphones, and responded “yes” via a button box if they heard the target sound or “no” if they did not hear the target sound. For the picture-present words the picture appeared in the centre of the screen at the same time as the onset of the spoken word, to prevent participants predicting word identity on the basis of the picture, and stayed on screen for 1000ms after the offset of the word. A fixation cross was presented in the centre of the screen during form-only trials. Participants had 3000ms after the onset of the word to make a response, and the inter-trial interval was 700ms. Every quarter of the task, a break screen informed participants how far they had progressed through the training, and they were encouraged to take a break to maintain motivation and attentiveness.
 	Lexicalization test: Pause Detection. In the pause detection task participants were required to detect the presence or absence of a 200ms pause (Mattys & Clark, 2002) in the 96 experimental base words and 288 fillers, presented in a randomised order. Participants were instructed they would hear a word via the headphones, and to press the “yes” button if a pause was present and the “no” button if a pause was absent. For the existing base words (e.g. cathedral) in the pause detection task, the 200ms pause was inserted at the uniqueness point using the same procedure of Gaskell and Dumay (2003). The filler words had 200ms pauses inserted towards the beginning, middle or end of the word with equal frequency to encourage participants to attend to the whole item. In the task, each trial began with a 250ms fixation cross before the onset of the word. Participants had 3000ms to respond following the onset of the word, with an inter-trial interval of 1000ms. During the task there was a break every 100 trials, and no feedback was given.
 	Shadowing. Participants heard the 64 novel words and 32 untrained novel words via headphones, presented in a randomized order. Participants were instructed to repeat the word aloud as quickly and accurately as they could. Each trial started with the 250ms presentation of a fixation cross, and participants had 3000ms to respond. Responses were recorded via a Beyerdynamic microphone. 
 	Free recall. In the free recall task participants were given 3 minutes to verbally recall as many of the trained novel words as they could remember from the training session. The instructions specified that participants should try to remember the words from the learning task they completed, to prevent participants recalling items from the pause detection or shadowing tasks. Responses were recorded in Audacity.
 	Recognition memory. The recognition memory test presented participants with the 64 trained novel words (e.g. cathedruke) and 64 untrained foils (e.g. cathedruce). Participants heard each word via headphones and their task was to respond whether the word was one they learnt during the phoneme monitoring task or was an untrained novel word. Each trial began with a 500ms fixation cross before the onset of the word, to which participants had 3000ms to respond. Trials were presented in a pseudorandomised order, with at least four items between a novel word and its foil (Tamminen et al., 2010). A different pseudorandomised order was used for each participant on each day of testing.
 	Association memory. The association memory task tested participants’ recall of the picture associations for the picture-present words, and memory of no association for the form-only words. The 64 trained novel words were presented via headphones, with three response options presented on the screen: two pictures from the phoneme monitoring task, and an option of ‘none’. For the picture-present words, one picture was always the correct referent for that word and one picture was the referent for another word from the training task. In the case of the form-only words, both pictures were associated with two of the picture-present words from the training task. The incorrect pictures presented with each word remained the same across each day of testing, to prevent participants from learning associations by co-occurrences between the picture-present novel words and their correct referent across the testing days. The location of the two pictures and ‘none’ option on the screen (i.e. left, right, middle) was different for each word on each day of testing. The instructions stated that participants’ task was to remember which words and pictures went together from the training task, and to select ‘none’ if they thought the word did not have an associated picture. Participants responded via keyboard to indicate their choice, and there was no time limit on responses.
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 	Reaction time and accuracy data were analysed using by-subject (F1) ANOVAs, and by-item (F2) ANOVAs for the test tasks. Greenhouse-Geisser corrected F-statistics, degrees of freedom, and p-values are reported where assumptions of sphericity were violated. In all ANOVAs, item list was included to reduce the estimate of random variance (Pollatsek & Well, 1995).  Main effects or interactions with this variable are not reported. Reaction-time analyses were conducted on log-transformed data to satisfy the assumption of normality and to reduce the effect of outliers (Ulrich & Miller, 1994). Retransformed data are presented in tables and figures for ease of interpretation. Error bars represent standard error for the participant-averaged means, corrected for within-participant contrasts where appropriate (Cousineau, 2005).
Association memory
 	The association memory test assessed participants’ learning of the picture referent for the picture-present words. Because three response categories were present in the task (either picture or ‘none’), accuracy was scored using the percentage of correct responses for each novel word type (rather than d’), and percentages were arcsine-transformed for analysis to better meet the assumption of normality for percentage/proportion data. Trials faster than 300ms were excluded (0.31%). 
 	Table 1 presents the percentage accuracy scores for the picture-present words across the three response categories of correctly selecting the target (referent) picture, selecting the incorrect foil picture, or selecting ‘none’ to indicate no associated picture. A repeated-measures ANOVA on target hits with the factor of Day of testing (Day 1, Day 2, Day 8) yielded a significant main effect of Day, F1(2.50) = 18.86, p < .001, in which target hits decreased over each day of testing (Day 1-Day 2: t1 (29) = 4.14, p < .001; Day 2-Day 8: t1 (29) = 2.71, p < .05).  Target hits remained significantly above chance on each day of testing, however (Day 1: t1 (29) = 7.96, p < .001; Day 2: t1 (29) = 6.16, p < .001; Day 8: t1 (29) = 4.72, p < .001). Association memory performance thus indicated that participants learnt the word-picture mappings for the picture-present words during training, and retained knowledge of these associations on each day of testing. 
(Table 1 about here)
Phoneme monitoring
 	Twenty-five participants were included in the phoneme monitoring analysis, due to a program error failing to save the output file for five participants. For the accuracy and reaction time analysis, the 36 exposures to each novel word over the course of the phoneme monitoring task were divided into six blocks of six exposures each. Performance in the phoneme monitoring task is shown in Figure 2. 
	Accuracy. The overall error rate in the phoneme monitoring task was 14.23% (SD = 6.14), and performance was thus significantly above chance levels (t1(24) = 16.09, p < .001). A repeated-measures ANOVA on percentage accuracy, with the within-subjects factor of Condition (Picture-present, Form-only) and Block (1-6), revealed no significant main effects of Condition, Block, or any interaction between these factors (all Fs < 1, ps > .5). There was thus no significant difference between the picture-present and form-only words in terms of accuracy. 
	Reaction times. A repeated-measures Condition by Block ANOVA was run on reaction times from correct trials only (85.77% of trials). This yielded a significant main effect of Block only, F1(5,100) = 5.51, p < .005, in which responses sped up significantly between the first and final block of training (t1(24) = 3.01, p < .05; Block 1 M = 1160, SD = 124; Block 6 M = 1082, SD = 128). The main effect of Condition was not significant (F1(1,20) = .23, p = .64), and the Condition x Block interaction did not reach significance (F1(5,100) = 2.14, p = .067). Whilst this interaction was marginal, and possibly under-powered due to the absence of five participants, the lack of a main effect of Condition, in contrast to Takashima et al. (2014), suggested that the speed of target detection did not robustly differ between the two training conditions.	
Pause detection test
 	The pause detection data from all thirty participants were included in the analysis. No participants were excessively slow (with reaction times >2.5 SDs from the group-level condition mean) or error prone (>50% errors in one or more conditions) and all were therefore retained. Incorrect trials were excluded (5.13% of trials), and data were trimmed for reaction times faster than 200ms and slower than 2.5 standard deviations from each participant’s conditional mean (on the basis of both pause present and pause absent trials), which excluded 3.02% of trials. 
 	The effect of lexical competition was measured as slower reaction times to experimental base words for which a potential new competitor had been acquired during training, compared to control base words for which no new competitor had been learnt. The emergence of a lexical competition effect was first tested by comparing response times to experimental base words (both picture-present and form-only words) to control base words. Reaction times were submitted to a repeated-measures ANOVA with the effects of Competition (Experimental versus Control base word), Day of testing (Day 1, Day 2, Day 8) and Pause Presence (Pause present, Pause absent). Only the effects of competition and interactions with competition will be reported. This analysis yielded a significant Competition x Day interaction, F1(2,50) = 4.39, p < .05, F2(2,306) = 3.33, p < .05. Follow-up paired t-tests tests indicated that the effect of Competition was present on Day 8 of testing only, with slower responses to the experimental base words than the control base words (Day 1 and Day 2: ts < .8, ps > .4; Day 8: t1(29) = 3.10, p < .01, t2(159) = 4.92, p < .001; see Figure 2). 
 	Due to a lexical competition effect emerging on Day 8 of testing, indicated by significantly slower responses to experimental base words compared to controls, a second analysis then examined whether this lexical competition effect differed between the picture-present and form-only condition base words. The effect of training condition on the time-course of this lexical competition effect was tested by submitting the magnitude of the lexical competition effect, the difference between experimental and control base word reaction times in each condition, to an ANOVA with the factors of Condition (picture-present versus form-only), Day (Day 1, Day 2, Day 8), and Pause Presence (Pause present, Pause absent). This yielded no interaction between Condition and Day (F1 and F2 both <1, ps > .6). Only a main effect of Day was present, F1(2,50) = 4.52, p < .05, F2(2,308) = 13.10, p < .001), whereby the lexical 
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competition effect was larger on Day 8 of testing compared to Day 2 (t1 (29) = -2.61, p < .05, t2 (159) = -2.86, p < .01), but did not differ between Day 2 and Day 1 of testing (both ts < .5, ps > .8). The pause detection analyses thus indicated that a significant lexical competition effect emerged on Day 8 of testing only, and was equivalent for both form-only and picture-present base words. 
 	Recognition memory and lexical competition. In contrast to lexical competition emerging on Day 8 for both conditions in the current study, lexical competition effects were present on Day 2 in Takashima et al. (2014) (for form-only words only). One possibility for this discrepancy was due to weaker initial encoding of the novel words in the current study due to learning 64 items on Day 1, compared to only 40 items in Takashima et al. (2014). Sixty-four items were trained in the current study to avoid a loss of power resulting from using 20 items per cell of the design (as the majority of lexicalization studies have used 24-36 items per cell e.g. Dumay & Gaskell 2007, 2012). However, weaker episodic representations resulting from the larger number of items to be learned on Day 1 could have prolonged the lexicalization time-course. A second analysis therefore addressed whether participants with greater recognition memory of the novel words on Day 1 (immediately after learning, indicating stronger encoding) would subsequently show lexical competition on Day 2. 
 	A median split was conducted on participants’ average recognition memory accuracy (measured by d’) on Day 1. This yielded a low recognition group with a mean d’ of 1.00 (SD = .37) and a high recognition group with a mean d’ of 2.22 (SD = .72; median = 1.44). Participants’ lexical competition effect in each condition was submitted to a mixed ANOVA with within-subjects factors of Condition (Picture-present, Form-only) and Day (Day 1, Day 2, Day 8), with Recognition Group (Low, High) as a between-subjects factor. This yielded a significant within-subjects effect of Day, F1(2,40) = 3.6, p < .05, which was qualified by a Condition x Day x Recognition Group interaction, F1(2,40) = 4.87, p < .05. The between-subjects main effect of Recognition Group did not reach significance (F1 = 3.01, p = .1), and all other within-subjects main effects and their interactions were not significant (Fs < 1.1, ps > .4)1. 
 	The three-way interaction indicated that the effect of Condition and Day on lexicalization differed between the recognition memory groups, suggesting that memory strength influenced the emergence of lexicalization. To verify this, the three-way interaction was followed up by separate Condition (2) x Day (3) mixed ANOVAs on each recognition group separately. In the high recognition group this yielded a significant main effect of Day, F1(2,20) = 5.31, p < .05 (all other Fs < 2.02, ps > .16). Planned comparisons revealed a significant increase in lexical competition between Day 2 and Day 8 only (t1(14) = -3.14, p < .01; Day 1 to Day 2 t < 1, p > .7). Reaction times to the experimental base words were slower than the control base word responses on Day 8 of testing only (Day 8: t1(14) = 3.62, p < .01; Day 1 and Day 2 ts = 1, ps > .3). Participants with high recognition memory therefore showed lexical competition on Day 8 of testing, with no lexicalization on Day 2. 
	 In contrast to the high recognition group, the low recognition group showed no main effect of Day (F1(2,20) = .58, p = .57), with only a trend-level Condition x Day interaction, F1(2,20) = 2.91, p = .08. It was therefore the case that only the high recognition memory participants showed a statistically significant increase in the lexical competition effect after one week of consolidation. These findings thus indicated that whilst memory strength constrained subsequent lexicalization, it did not contribute to a lexicalization effect on Day 2 of testing (Figure 3).
(Figure 3 about here)
Contributions to lexicalization on Day 8 
	Given the equivalent time course of lexicalization for picture-present and form-only words in the current study, compared to previous reports of semantically-associated words showing a delayed time-course relative to those acquired as phonological forms only (Dumay et al., 2004; Takashima et al., 2014; cf. Henderson, Weighall, & Gaskell, 2013), correlational analyses aimed to determine the contribution of phonological processing during training to lexicalization after one week. The first correlational analysis looked for a relationship between phoneme monitoring accuracy during training, as an index of participants’ engagement with the phonological forms of the novel words during acquisition, and the magnitude of the lexical competition effect on Day 8. Given that only participants high in recognition memory after training showed a significant lexical competition effect after one week, a second correlation analysis further assessed whether the strength of recognition memory on Day 1 was supported by phoneme monitoring accuracy during training, and thus subsequently supported lexicalization. 
(Figure 4 about here)
 	Data from one participant were removed from these analyses due to the participant having a lexical competition effect and a d’ score > 2.5 standard deviations from participants’ mean, and being a clear outlier on the scatterplots. All correlations were bivariate, and each measure was averaged across both picture-present and form-only words due to no effect of training on phoneme monitoring accuracy, recognition accuracy or lexical competition being present in the main analyses. The first correlation analysis indicated that the contribution of phoneme monitoring accuracy to lexical competition on Day 8 was not significant, r(24) = .25, p = .25. However, the second correlation analysis indicated that phoneme monitoring accuracy was positively correlated with recognition memory immediately after learning, whereby participants with greater phoneme monitoring accuracy during the training task showed greater recognition memory accuracy in the Day 1 test, r(24) = .67, p < .001. Because the second correlation suggested that higher phoneme monitoring accuracy was tied to stronger recognition memory immediately after learning, it was assessed whether recognition memory subsequently contributed to lexicalization after one week (as suggested by the median split analyses). Recognition memory accuracy on Day 1 was indeed positively correlated with the magnitude of the lexical competition effect on Day 8, r(29) = .37, p < .05. These correlational analyses thus suggested that stronger recognition memory immediately after learning was tied to higher phoneme monitoring accuracy, and stronger recognition memory subsequently supported lexicalization after one week of consolidation. Figure 4 presents scatterplots of these correlations.
Shadowing
 	The onset of shadowing responses were marked using Check Vocal (Protopapas, 2007), using the criteria for marking speech onsets described by Rastle et al. (2005). Reaction times were measured from the onset of the to-be-repeated word to the onset of participants’ response. Erroneous responses were marked from omissions (i.e. trials with no response) and incorrect productions, in which participants often replaced a syllable towards the end of the target word with another syllable (e.g. saying albatran instead of the correct albatrum). Erroneous trials were rare (0.32%) and were excluded from the shadowing analysis. Responses faster than 300ms were additionally excluded (0.13%), and no responses were slower than 2500ms. 
(Table 2 about here)
 	Shadowing reaction times were submitted to by-participants and by-items ANOVAs with the factors of Training (Trained versus Untrained) and Day of testing (Day 1, Day 2, Day 8). This analysis yielded a significant main effect of Training, F1(1,25) = 83.41, p < .001, F2(1,155) = 217.66, p < .001, and Day, F1(2,50) = 4.90, p = .01, F2( 2,310) = 119.94, p < .001, with no interaction (Fs <2, ps > .1). Responses to picture-present and form-only trained items were thus faster than untrained items across each day of testing (see Table 2). Follow-up comparisons on the main effect of Day indicated that responses to all items sped up between Day 1 and Day 2 of testing, t1(29) = 2.45, p < .05, t2(159) = 7.9, p < .001, but not between Day 2 and Day 8 (significant by items only; t1(29) = .92, p = .37; t2(159) = 2.60, p = .01). 
 	As the shadowing of trained items was thus faster than untrained items overall, a second analysis examined whether the magnitude of the training effect (the RT difference between trained items and untrained items) differed for picture-present and form-only words. The training effect was submitted to an ANOVA with the factors of Condition (Picture-present, Form-only) and Day (Day 1, Day 2, Day 8). This yielded no significant main effect of Condition, Day, or interaction (all Fs < 2, ps > .2). The shadowing analyses thus indicated that speeded access to the trained picture- associated and form-only words was faster than untrained items on each day of testing, but that the magnitude of this effect was unaffected by training condition or day of testing. 
Free recall
 	The free recall data were analysed by calculating the percentage of total words recalled correctly. These percentages were arcsine-transformed to better meet the assumption of normality for percentage/proportion data, and submitted to separate by-participants (F1) and by-items (F2) ANOVAs (as in e.g. Dumay & Gaskell, 2012; Henderson, Weighall, & Gaskell, 2013; Henderson et al., 2014; Tamminen et al., 2010; Tamminen et al., 2013). Both ANOVAs included the within-subject factors of Condition (Picture-present, Form-only) and Day of testing (Day 1, Day 2, Day 8). A significant main effect of Day was present, F1(2,50) = 91.66, p < .001, F2(2,310) = 128.01, p < .001. Recall increased significantly between both Day 1 and Day 2, t1(29) = -8.87, p < .001, t2(159) = -9.48, p < .001, and Day 2 and Day 8, t1(29) = -5.97, p < .001, t2(159) = -6.59, p < .001. There was additionally a main effect of Condition, which was significant by items but not by participants, F1(1,25) = 1.38, p = .25, F2(1,155) = 5.55, p < .05. The by-item recall of picture-present words was higher than form-only words overall (picture-present by-items M = 15.45%, SD = 11.87; form-only M = 12.95%, SD = 12.84; t2(159) = -2.25, p < .05). The interaction between training condition and day of testing did not reach significance (F1 = 1.59, p = .21; F2 = 2.35, p = .097). In sum, the free recall analysis indicated a significant benefit in the percentage of items recalled both 24 hours and one week after training. Figure 5 shows the untransformed percentages.
(Figure 5 about here)
Recognition memory
 	Recognition d’. Accuracy in the recognition of the trained words was analysed using signal detection measures (d’, Snodgrass & Corwin, 1988). Novel word recognition was measured by subtracting z-transformed rates of false alarms from z-transformed rates of hits. Trials with no response (0.69% of all trials), and responses faster than 300ms and slower than 2500ms (0.92% of all trials) were excluded from participants’ d’ calculation. Recognition d’ was then submitted to separate Condition (Picture-present, Form-only) by Day of testing (Day 1, Day 2, Day 8) repeated-measures ANOVAs for participants (F1) and items (F2). There was a significant effect of Day only, F1(2,50) = 36.37, p < .001, F2(2,310) = 76.77, p < .001. Recognition sensitivity increased between both Day 1 and Day 2, t1(29) = -5.84, p < .001, t2(159) = -6.38, p < .001, and between Day 2 and Day 8, t1(29) = -3.37, p < .05, t2(159) = -6.12, p < .001. There was no significant effect of Condition on recognition sensitivity, or a Condition x Day interaction (Fs < 1, ps > .4). There was thus a significant enhancement of recognition memory on each day of testing in both conditions, with no impact of training condition. Table 3 shows the average recognition d’ over subjects and items.
 	Recognition speed. Accurate reaction times (81.29% of trials) were submitted to by-participant and by-item ANOVAs, with the factors of Condition (Picture-present, Form-only) and Day (Day 1, Day 2, Day 8). These analyses yielded a significant main effect of Day only, F1(2,50) = 9.74, p <.001, F2(2,310) = 113.41, p < .001, in which responses sped up on each Day of testing (Day 1 to Day 2: t1(29) = 1.90, p = .067, t2(159) = 5.98, p < .001; Day 2 to Day 8: t1(29) = 3.19, p < .01, t2(159) = 9.83, p < .001). The main effect of Condition, and Condition x Day interaction, was not significant (all Fs <1, ps > .5). Recognition speed thus increased on each Day of testing, and was unaffected by training condition. Table 3 presents the reaction time data.
(Table 3 about here)
(Table 4 about here)
Discussion
	The current study addressed whether the provision of semantic information in learning new spoken words impacts on the time-course with which those new words are integrated with existing lexical knowledge.  Previous research has suggested that the provision of semantic information during novel word learning can delay the time-course of lexical integration (Dumay et al., 2004; Takashima et al, 2014).  This delay could reflect important limitations of the lexical integration process; specifically, it could be that the integration of semantic information requires a more gradual time-course due to the density of existing semantic networks (e.g. McClelland, 2013). However, this delay might also arise as a consequence of semantic information pulling the attentional focus away from phonological information during learning.  Thus, in this study we investigated whether a focus on the phonological processing of semantically-associated words could enable an equivalent lexicalization time-course to novel words acquired via phonological training alone. 
 	In an extension of the methodology used by Takashima et al. (2014), participants learnt novel spoken words in a phoneme monitoring task, in which half of the novel words were consistently associated with a picture referent. Critically, participants were instructed to learn the spoken word forms, with no explicit instruction to learn the picture referents. Overall, the study yielded three key findings, with the overall findings summarised in Table 4. First, an equivalent lexical integration time-course was obtained for both picture-present and form-only words. Second, correlational analyses suggested that greater phonemic attention during learning supported stronger declarative memory of the new words, which was in turn tied to larger lexical competition effects following one week of consolidation. Third, in contrast to previous studies (e.g. Henderson et al., 2013; Takashima et al., 2014), there was no robust semantic benefit across measures of declarative word knowledge even though the evidence showed that participants had learned and retained the associations between novel words and their picture referents.  Taken together, these findings suggest that the manner in which novel words are initially acquired can impact upon subsequent lexical integration.  
 	Slower pause detection latencies emerged for both novel word conditions following one week of consolidation, in contrast to the twenty-four hour time-course typically observed for items trained under form-only conditions (e.g. Davis et al., 2009; Dumay & Gaskell, 2007, 2012; Henderson, Weighall, et al., 2013; Takashima et al., 2014). An important consideration is thus whether the current data reflect a delay in the form-only words’ lexicalization, rather than more efficient lexicalization of the picture-present words. Lexicalization may have emerged over one week in the current study due to relatively weaker representations of the newly-learnt words; indeed, recognition memory at the twenty-four hour test in the current study was substantially below that of Takashima et al. (75% vs. 95%). Critically, however, these memory constraints should have affected both conditions equally, as there was no difference between the novel word groups in recognition memory. Overall, the equivalent lexical integration time-course for both picture-present and form-only words thus suggests that there was no relative lexicalization advantage for form-only novel words when equating the learning goals with picture-present novel words.
 	While evidence of lexical competition arising as a result of the trained items did not emerge until one week after training, it is of interest to note that shadowing performance for trained items showed an advantage immediately after learning.  We believe that this pattern of results nicely reflects the distinction between lexical configuration and lexical engagement proposed by Leach and Samuel (2007). In this account lexical configuration is factual knowledge about a new word (i.e. its phonological form and meaning), whilst lexical engagement is the influence of new words on the processing of existing lexical items (i.e. lexical competition). The shadowing and lexical competition data reinforce the distinction between having immediate access to the stored phonological form of a new word, and the slower integration of this form with existing knowledge. A comparable result was observed by Henderson et al. (2013), in which semantically-associated and form-only novel words showed equivalent lexical competition effects, but with a declarative memory benefit for words learned with semantic information one week after learning (measured by cued recall).  These data together support the distinction between factual knowledge about a new word and the engagement of this new word with existing lexical items.
	One interesting aspect of our data in relation to Takashima et al. (2014) concerns the effect of picture associations on declarative memory.  In Takashima et al. (2014), the picture-present words showed higher free recall accuracy, and a greater overnight improvement in recognition accuracy, compared to the form-only words. In contrast, the current data show no declarative memory advantage for the picture-present words. Indeed, whilst participants successfully acquired the picture-word associations in the current study, as indicated by the association memory task (with performance at 70% immediately after learning), these associations failed to benefit the strength of new word representations (recognition memory) or their retrieval (free recall).  One possibility is that the learning goal of acquiring the new word forms only (and not the picture associations) may have attenuated any semantic advantage.  The notion that learning goals can influence explicit knowledge of new words is consistent with similar reports in the literature. For example, Rodd et al. (2012) taught participants existing words with new meanings, which were either related or unrelated to the existing meaning. An advantage for learning the related meanings emerged only when participants explicitly focused on learning the new word-meaning mappings. This pattern of data is consistent with the proposal that learning goals may impact upon the extent of semantic recruitment in the encoding and subsequent retrieval of novel words.
 	Identifying a shared structure between new and existing knowledge is proposed by the CLS account (McClelland et al., 1995) as a core tenet of interleaving new with existing representations. It follows that new word representations encoded with a greater degree of phonological detail may show faster lexicalization than new words with poorly encoded phonological detail, by new word representations being better able to utilize the phonological structure of existing words in order to enter into competition during spoken word recognition. The current findings are consistent with this proposal: participants with stronger recognition memory at the initial test showed larger lexical competition effects at the one-week test, and stronger recognition memory at the initial test was tied to higher accuracy in phoneme detection during training. These correlational analyses suggest that the degree of phonological processing may support the strength of explicit new word memories, and stronger new word memories with such phonological detail may thus enable lexicalization. However, an additional possibility warrants consideration. Lexicalization was measured using pause detection, due to its sensitivity to online lexical activity during spoken word recognition (e.g. Mattys & Clark, 2002; Mattys et al., 2005). Spoken word recognition is a highly automatized perceptual skill, which draws on the phonological structure of lexical representations to evoke competition between phonologically overlapping neighbours. The degree of phonological processing subserving learning may thus be important for lexical integration, but critically only when the lexicalization test necessitates fine-grained phonological knowledge in such a way. The current findings thus indicate that the type of encoding supporting novel word learning can influence subsequent lexicalization, but the way in which the type of encoding pertains to the measure of lexicalization used remains to be addressed.
 	The current study re-examined whether the provision of semantic information during training impacts upon the time-course of lexical integration. The data support the conclusion that semantic information does not slow the time-course of lexical integration, provided that phonological information is recruited sufficiently well during training. More broadly, the current study aligns with emerging reports suggesting that the manner in which novel words are acquired can influence the subsequent lexicalization process (e.g. Coutanche & Thompson-Schill, 2014; Fernandes et al., 2009; Szmalec et al., 2012). Three main findings align with this conclusion: the concurrent emergence of lexical competition for novel words acquired both with and without a picture present in contrast to Takashima et al. (2014), the magnitude of the lexical competition effect being constrained by explicit recognition immediately after learning, and the positive correlation between explicit recognition and accuracy during the phonological training task. A key question stemming from this work concerns the precise mechanisms by which the integration of new and existing words is supported by phonological detail in the initial representations of new words. Critically, the constraints placed on lexical integration by both the strength and type of initial learning point to the importance of effective training for the successful integration of old and new knowledge.
Footnote:
1 The exception to this was the within-subjects main effect of Condition, which showed trend-level significance, F(1,20) = 3.36, p = .082.
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	Day 1
	Day 2
	Day 8

	Target picture 
	69.69 (21.87)
	61.25 (23.29)
	54.17 (22.48)

	Foil picture
	6.13 (8.06)
	5.67 (11.40)
	6.48 (9.96)

	‘None’
	25.58 (20.38)
	34.84 (22.04)
	39.70 (24.54)

	Note. The percentages are the raw untransformed percentages, with standard deviation shown in brackets.



Table 1. Percentage of responses in each response category for the picture-present words in the association memory task.




	
	Day 1 test
	Day 2 test
	Day 8 test

	
	RT ms (SD)
	Training effect (SD)
	RT ms (SD)
	Training effect (SD)
	RT ms (SD)
	Training effect (SD)

	Picture-present
	1097 (174)
	31 (27)
	1057 (150)
	38 (38)
	1045 (160)
	42 (33)

	Form-only
	1094 (176)
	34 (30)
	1058 (155) 
	37 (25)
	1047 (157)
	40 (26)

	Untrained
	1128 (176)
	
	1096 (153)
	
	1087 (163)
	



[bookmark: _Toc405244226]Table 2. Shadowing reaction times.
Note. The training effect is the trained novel word shadowing RT (in milliseconds from word onset) subtracted from the untrained novel word shadowing RT, for each training condition on each day of testing. A positive training effect thus indicates faster shadowing latencies for trained words than untrained words. The standard deviation is that of the effect across participants.


	
	Day 1 test
	Day 2 test
	Day 8 test

	Recognition memory
	Accuracy (d’)
	RT
	Accuracy (d’)
	RT
	Accuracy (d’)
	RT

	Picture-present
	1.45 (0.81)
	1295 (332)
	2.24 (1.17)
	1206 (321)
	2.65 (1.32)
	1121 (294)

	Form-only
	1.51 (0.80)
	1285 (341)
	2.25 (1.16)
	1204 (318)
	2.80 (1.48)
	1135 (306)

	


Table 3. Recognition memory task performance.
Note. These data are the by-participant averages, with standard deviation shown in brackets.



	
	Effect of Condition?
	Effect of Day?

	
	By-participants
	By-items
	By-participants
	By-items

	Lexicalization
	No
	No
	Yes
Lexicalization on Day 8
	Yes
Lexicalization on Day 8

	Shadowing RTs
	No
	No
	Yes
Faster RTs on Day 2 than Day 1
	Yes
Faster RTs on Day 2 than Day 1

	Free recall accuracy
	No
	Yes
Higher recall of picture-present words
	Yes
Accuracy increased over each Day
	Yes
Accuracy increased over each Day

	Recognition d’
	No
	No
	Yes
Accuracy increased over each Day
	Yes
Accuracy increased over each Day

	Recognition RTs
	No
	No
	Yes
Faster over each Day
	Yes
Faster over each Day



Table 4. Summary of the findings, based on the effect of Condition and Day on each test.



Figure 1. Schematic of the experimental design. 
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Figure 2. The lexical competition effect immediately, twenty-four hours, and one week after training. The lexical competition effect is averaged over all data points for participants and items. The error bars show the standard error of the mean corrected for within-subjects comparisons. 
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Figure 3. The lexical competition effect, split by recognition memory group. The error bars show standard error of the mean corrected for within-subjects comparisons.
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Figure 4. Relationship between phoneme monitoring, recognition memory, and lexicalization. A) The relationship between phoneme monitoring accuracy and recognition memory at the immediate test, and B) the relationship between recognition memory at the immediate test and the magnitude of the lexical competition effect after one week of consolidation. Each data point is a participant’s average score across both form-only and picture-present words.
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Figure 5. Free recall performance across each Day of testing. 
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Supplementary Information 1
The word triplets used for the training and test tasks, from Tamminen and Gaskell (2008) and Gagnepain, Henson, and Davis (2012).
	Item
	Base word
	Novel word 1
	Novel word 2
	Base word, with pause inserted

	1
	blossom
	blossail
	blossain
	bloss_om

	2
	pulpit
	pulpen
	pulpek
	pulp_it

	3
	lantern
	lantobe
	lantoke
	lant_ern

	4
	partridge
	partred
	partren
	partr_idge

	5
	parsnip
	parsneg
	parsnes
	parsn_ip

	6
	molecule
	molekyen
	molekyek
	molec_ule

	7
	biscuit
	biscal
	biscan
	bisc_uit

	8
	capsule
	capsyod
	capsyoff
	caps_ule

	9
	tulip
	tulode
	tulome
	tul_ip

	10
	cataract
	catarist
	catarill
	catar_act

	11
	pelican
	pelikiyve
	pelikibe
	pelic_an

	12
	skeleton
	skeletobe
	skeletope
	skelet_on

	13
	apricot
	aprickel
	apricken
	apric_ot

	14
	clarinet
	clarinern
	clarinerl
	clarin_et

	15
	ornament
	ornameast
	ornameab
	ornam_ent

	16
	badminton
	badmintel
	badmintet
	badmint_on

	17
	anecdote
	anecdel
	anecden
	anecd_ote

	18
	decibel
	decibit
	decibice
	decib_el

	19
	spasm
	spaset
	spasel
	spas_m

	20
	bayonet
	bayoniss
	bayonil
	bayon_et

	21
	tycoon
	tycol
	tycoff
	tyc_oon

	22
	crocodile
	crocodiss
	crocodin
	crocod_ile

	23
	yoghourt
	yogem
	yogell
	yog_hourt

	24
	moped
	mopall
	mopass
	mop_ed

	25
	bramble
	brambooce
	bramboof
	bram_ble

	26
	octopus
	octopoth
	octopol
	octop_us

	27
	pyramid
	pyramon
	pyramotch
	pyram_id

	28
	fountain
	fountel
	founted
	fount_ain

	29
	hyacinth
	hyasel
	hyased
	hyac_inth

	30
	assassin
	assassool
	assassood
	assass_in

	31
	napkin
	napkem
	napkess
	napk_in

	32
	parachute
	parasheff
	parashen
	parach_ute

	33
	onslaught
	onsleete
	onsleeth
	onsl_aught

	34
	baboon
	babeel
	babeen
	bab_oon

	35
	siren
	siridge
	sirit
	sir_en

	36
	amulet
	amulos
	amulok
	amul_et

	37
	canyon
	canyel
	canyes
	cany_on

	38
	cartridge
	cartroce
	cartrole
	cartr_idge

	39
	daffodil
	daffadat
	daffadan
	daffod_il

	40
	cardigan
	cardigite
	cardigile
	cardig_an

	SI 1 continued

	Item
	Base word
	Novel word 1
	Novel word 2
	Base word, with pause inserted

	41
	ravine
	ravooce
	ravoole
	rav_ine

	42
	caravan
	caravoth
	caravol
	carav_an

	43
	culprit
	culpren
	culpred
	culpr_it

	44
	profile
	profon
	profod
	prof_ile

	45
	mucus
	muckip
	muckin
	muc_us

	46
	canvas
	canvick
	canvit
	canv_as

	47
	cathedral
	cathedruke
	cathedruce
	cathedr_al

	48
	mandarin
	mandarook
	mandarool
	mandar_in

	49
	squirrel
	squirrome
	squirrope
	squirr_el

	50
	dolphin
	dolpheg
	dolphess
	dolph_in

	51
	alcohol
	alcohin
	alcohid
	alcoh_ol

	52
	dungeon
	dungeill
	dungeic
	dung_eon

	53
	hurricane
	hurricarb
	hurricarth
	hurric_ane

	54
	lectern
	lectas
	lectack
	lect_ern

	55
	artichoke
	artiched
	artichen
	artich_oke

	56
	gimmick
	gimmon
	gimmod
	gimm_ick

	57
	slogan
	slowgiss
	slowgith
	slog_an

	58
	grimace
	grimin
	grimib
	grim_ace

	59
	mistress
	mistrool
	mistrooke
	mistr_ess

	60
	methanol
	methanack
	methanat
	methan_ol

	61
	pedestal
	pedestoke
	pedestode
	pedest_al

	62
	specimen
	specimal
	specimav
	specim_en

	63
	consensus
	consensom
	consensog
	consens_us

	64
	utensil
	utensont
	utensop
	utens_il

	65
	aubergine
	aubergore
	aubergette
	auberg_ine

	66
	diplomat
	diplomul
	diplomig
	diplom_at

	67
	veranda
	verandab
	verandaf
	verand_a

	68
	metronome
	metronash
	metronip
	metron_ome

	69
	revenue
	revenyol
	revenyem
	reven_ue

	70
	albatross
	albatrum
	albatrit
	albatr_oss

	71
	anvil
	anvik
	anvit
	anv_il

	72
	cactus
	cactul
	cactuk
	cact_us

	73
	magenta
	magentald
	magentaft
	magent_a

	74
	flotsam
	flotsaise
	flotsote
	flots_am

	75
	barnacle
	barnaci
	barnacu
	barnac_le

	76
	tissue
	tissuge
	tissup
	tissu_e

	77
	tavern
	tavite
	tavile
	tav_ern

	78
	haddock
	haddale
	haddan
	hadd_ock

	79
	gelatine
	gelatord
	gelatorl
	gelat_ine

	80
	hormone
	hormice
	hormike
	horm_one
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	Base word
	Novel word 1
	Novel word 2
	Base word, with pause inserted

	81
	umpire
	umpiam
	umpiack
	ump_ire

	82
	mushroom
	mushrood
	mushrook
	mushroo_m

	83
	agenda
	agenfi
	agento
	agen_da

	84
	balcony
	balcozo
	balcola
	balc_ony

	85
	fanfare
	fanfairge
	fanfairn
	fanfar_e

	86
	asbestos
	asbestash
	asbestib
	asbest_os

	87
	cobalt
	cobalve
	cobalk
	coba_lt

	88
	murder
	murdek
	murdell
	murd_er

	89
	scaffold
	scaffost
	scaffont
	scaff_old

	90
	succulent
	succulelv
	succulumph
	succul_ent

	91
	signature
	signatik
	signatad
	signa_ture

	92
	tranquil
	tranquet
	tranquowl
	tranqu_il

	93
	portcullis
	portcullate
	portculluv
	portcull_is

	94
	kiosk
	kiosd
	kiosp
	kios_k

	95
	bachelor
	bachelil
	bacheludge
	bachel_or

	96
	tarpaulin
	tarpaulos
	tarpaulurb
	tarpaul_in

	97
	somersault
	somersaumf
	somersausp
	somers_ault

	98
	astute
	astum
	astul
	astu_te

	99
	thorax
	thorant
	thoralt
	thor_ax

	100
	impromptu
	impromptrow
	impromptlai
	imprompt_u

	101
	porcelain
	porcelail
	porcelais
	porcela_in

	102
	marmoset
	marmosum
	marmosole
	marmos_et

	103
	costume
	costuke
	costute
	cost_ume

	104
	peculiar
	peculiet
	peculiop
	pecul_iar

	105
	spider
	spidet
	spided
	spid_er

	106
	atlas
	atlal
	atlap
	atla_s

	107
	graffiti
	graffino
	graffipaw
	graff_iti

	108
	kangaroo
	kangami
	kangada
	kang_aroo

	109
	vitamin
	vitamek
	vitamat
	vita_min

	110
	torment
	tormeft
	tormeld
	torme_nt

	111
	sesame
	sesamo
	sesamuy
	sesam_e

	112
	shrapnel
	shrapno
	shrapnu
	shrapn_el

	113
	athlete
	athlove
	athlake
	athl_ete

	114
	porcupine
	porcupas
	porcupot
	porcup_ine

	115
	tandem
	tandek
	tandell
	tand_em

	116
	sarcasm
	sarcasol
	sarcaseed
	sarcas_m

	117
	orthodox
	orthodolv
	orthodont
	orthod_ox

	118
	mayonnaise
	mayonnote
	mayonneure
	mayonn_aise

	119
	vector
	vectom
	vectol
	vect_or

	120
	funeral
	funeret
	funerine
	fune_ral

	121
	origin
	origive
	origisse
	orig_in
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	Item
	Base word
	Novel word 1
	Novel word 2
	Base word, with pause inserted

	122
	paprika
	paprilay
	paprimo
	papri_ka

	123
	pumpkin
	pumpkige
	pumpkish
	pumpk_in

	124
	placenta
	plassybup
	placenfi
	plac_enta

	125
	sovereign
	soverot
	soverep
	sover_eign

	126
	jargon
	jargos
	jargol
	jarg_on

	127
	crevasse
	creval
	crevaf
	creva_sse

	128
	angel
	angesh
	angev
	ange_l

	129
	nugget
	nuggev
	nugges
	nugg_et

	130
	turquoise
	turquoil
	turquoit
	turquo_ise

	131
	mandolin
	mandolut
	mandolul
	mandol_in

	132
	jasmine
	jasmIt
	jasmis
	jasm_ine

	133
	chimpanzee
	chimpantu
	chimpando
	chimpan_zee

	134
	picnic
	picnin
	picnib
	picn_ic

	135
	chocolate
	chocolor
	chocolil
	choco_late

	136
	lozenge
	lozeld
	lozex
	loz_enge

	137
	couscous
	couscall
	couscette
	cousc_ous

	138
	broccoli
	broccaroo
	broccato
	brocc_oli

	139
	tempest
	tempeld
	tempeft
	temp_est

	140
	guitar
	guitas
	guitat
	guit_ar

	141
	scoundrel
	scoundrait
	scoundriff
	scound_rel

	142
	vortex
	vortent
	vortest
	vort_ex

	143
	algebra
	algeblu
	algebzi
	algeb_ra

	144
	alien
	aliet
	aliek
	alie_n

	145
	vaccine
	vaccik
	vaccisse
	vacc_ine

	146
	avalanche
	avalaks
	avalast
	aval_anche

	147
	mackintosh
	mackintith
	mackintetch
	mackint_osh

	148
	protocol
	protocare
	protokit
	proto_col

	149
	soluble
	soluba
	solubi
	solub_le

	150
	thermostat
	thermostoob
	thermostiv
	thermo_stat

	151
	kimono
	kimota
	kimodu
	kimo_no

	152
	caramel
	caramen
	caramet
	caram_el

	153
	volcano
	volcagi
	volcashu
	volc_ano

	154
	lament
	lamex
	lameft
	lame_nt

	155
	mayhem
	mayhek
	mayhes
	mayh_em

	156
	pamphlet
	pamphlell
	pamphlove
	pamph_let

	157
	formula
	formubo
	formuta
	form_ula

	158
	sergeant
	sergeast
	sergeax
	serg_eant

	159
	ointment
	ointmex
	ointmeld
	ointm_ent

	160
	penguin
	pengwove
	pengwal
	peng_uin
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Supplementary Information 2
The filler items used in the pause detection task.
	Filler items
	Pause inserted
	
	Filler items
	Pause inserted

	abbey
	abb_ey
	
	button
	b_utton

	abdomen
	ab_domen
	
	cable
	cabl_e

	abrasive
	abra_sive
	
	camouflage
	camoufl_age

	ache
	a_che
	
	carol
	c_arol

	acrobat
	acrob_at
	
	casserole
	casser_ole

	acrylic
	ac_rylic
	
	cedar
	ced_ar

	address
	a_ddress
	
	cellar
	cella_r

	adrift
	adrif_t
	
	cement
	cem_ent

	aerial
	ae_rial
	
	chocolate
	chocolat_e

	aggregate
	aggreg_ate
	
	chrome
	chr_ome

	albino
	alb_ino
	
	cinnamon
	cinn_amon

	alibi
	a_libi
	
	corduroy
	cor_duroy

	alien
	al_ien
	
	circuit
	circ_uit

	aloof
	aloo_f
	
	clique
	cli_que

	amalgam
	a_malgam
	
	cloak
	c_loak

	anchor
	anch_or
	
	cloud
	cl_oud

	antenna
	antenn_a
	
	composite
	comp_osite

	arena
	aren_a
	
	compound
	comp_ound

	aroma
	arom_a
	
	compromise
	co_mpromise

	aside
	as_ide
	
	conjecture
	con_jecture

	atlas
	at_las
	
	console
	consol_e

	avenue
	a_venue
	
	cortex
	cort_ex

	bachelor
	bachel_or
	
	costume
	co_stume

	balance
	balan_ce
	
	crank
	cran_k

	balcony
	balc_ony
	
	crate
	cr_ate

	ballad
	ball_ad
	
	crook
	cr_ook

	banana
	b_anana
	
	crossroads
	crossroad_s

	banjo
	ban_jo
	
	donkey
	don_key

	bankrupt
	b_ankrupt
	
	cubicle
	cubicl_e

	barbecue
	barbec_ue
	
	debate
	deb_ate

	bargain
	barg_ain
	
	decree
	decr_ee

	basket
	b_asket
	
	delinquent
	delinqu_ent

	bench
	ben_ch
	
	diamond
	diam_ond

	bible
	bib_le
	
	dilute
	di_lute

	bikini
	bik_ini
	
	diploma
	di_ploma

	bingo
	bing_o
	
	flimsy
	flims_y

	bishop
	bish_op
	
	discipline
	discipl_ine

	blackmail
	black_mail
	
	discredit
	discred_it

	bourgeois
	bour_geois
	
	disregard
	disre_gard

	brat
	b_rat
	
	domain
	dom_ain
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	broom
	broo_m
	
	groom
	gr_oom

	brush
	b_rush
	
	domestic
	d_omestic

	buffalo
	bu_ffalo
	
	draft
	draf_t

	bungalow
	bun_galow
	
	duplicate
	d_uplicate

	cabaret
	cab_aret
	
	libido
	li_bido

	cargo
	car_go
	
	memento
	mem_ento

	casino
	cas_ino
	
	mildew
	mild_ew

	chassis
	chass_is
	
	placebo
	pla_cebo

	chutney
	chutn_ey
	
	potato
	po_tato

	coyote
	c_oyote
	
	soprano
	sopran_o

	cranny
	cran_ny
	
	tornado
	t_ornado

	curfew
	curf_ew
	
	rescue
	res_cue

	dainty
	d_ainty
	
	viaduct
	viadu_ct

	debut
	de_but
	
	mirror
	m_irror

	derby
	der_by
	
	mortgage
	m_ortgage

	earnest
	ea_rnest
	
	mushroom
	mush_room

	echo
	ech_o
	
	dinosaur
	di_nosaur

	elder
	e_lder
	
	nationwide
	nationwi_de

	embargo
	em_bargo
	
	oblong
	ob_long

	embryo
	embr_yo
	
	platform
	platf_orm

	empire
	em_pire
	
	tuxedo
	tuxe_do

	empty
	emp_ty
	
	occult
	occul_t

	emu
	em_u
	
	octagon
	octag_on

	enamel
	en_amel
	
	octave
	octav_e

	evening
	even_ing
	
	trombone
	tr_ombone

	exhaust
	exh_aust
	
	opera
	o_pera

	fancy
	f_ancy
	
	fugitive
	fug_itive

	fault
	faul_t
	
	optimum
	op_timum

	fiasco
	fia_sco
	
	oracle
	oracl_e

	fiesta
	fi_esta
	
	target
	targ_et

	fist
	fi_st
	
	pagoda
	pag_oda

	flamingo
	flaming_o
	
	paradise
	pa_radise

	flint
	flin_t
	
	parallel
	parall_el

	formula
	formul_a
	
	parasite
	paras_ite

	gent
	g_ent
	
	parasol
	p_arasol

	ghost
	ghos_t
	
	pedigree
	pedi_gree

	goliath
	goli_ath
	
	physique
	physi_que

	goodnight
	goodnigh_t
	
	picnic
	pi_cnic

	gorilla
	gorill_a
	
	pinpoint
	pin_point

	gossip
	go_ssip
	
	pint
	pi_nt

	graffiti
	graff_iti
	
	pirate
	pira_te

	grammar
	gram_mar
	
	plain
	p_lain

	grease
	greas_e
	
	plot
	plo_t

	griffin
	griff_in
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	grotesque
	grotesqu_e
	
	plum
	plu_m

	habitat
	habita_t
	
	plume
	plum_e

	hammer
	hamm_er
	
	prayer
	pray_er

	harlequin
	harl_equin
	
	premier
	pr_emier

	harness
	harn_ess
	
	primary
	prim_ary

	harvest
	harv_est
	
	prose
	pr_ose

	hemp
	he_mp
	
	protestant
	protest_ant

	holiness
	holine_ss
	
	protocol
	pro_tocol

	hook
	h_ook
	
	province
	prov_ince

	intellect
	intell_ect
	
	pumpkin
	pumpk_in

	invalid
	inval_id
	
	puzzle
	puzz_le

	jackdaw
	j_ackdaw
	
	rhythm
	rhy_thm

	jargon
	j_argon
	
	quid
	q_uid

	jersey
	jer_sey
	
	fortune
	fort_une

	jiffy
	jiff_y
	
	lurid
	lur_id

	kiln
	kil_n
	
	quote
	q_uote

	lamp
	l_amp
	
	regulate
	reg_ulate

	lavender
	lav_ender
	
	relinquish
	re_linquish

	lettuce
	lettuc_e
	
	rents
	rent_s

	locust
	l_ocust
	
	reptile
	r_eptile

	maggot
	magg_ot
	
	restaurant
	restaur_ant

	martyr
	mart_yr
	
	riverside
	ri_verside

	mascara
	mascar_a
	
	salad
	sa_lad

	massacre
	massa_cre
	
	sandal
	s_andal

	matron
	m_atron
	
	sapphire
	sapph_ire

	merit
	m_erit
	
	testament
	testa_ment

	metaphor
	met_aphor
	
	tomato
	t_omato

	monkey
	m_onkey
	
	pelvis
	p_elvis

	nephew
	neph_ew
	
	silhouette
	silhoue_tte

	parsley
	parsl_ey
	
	prohibit
	prohib_it

	ratio
	ra_tio
	
	falcon
	fal_con

	rodeo
	rod_eo
	
	banister
	banist_er

	rugby
	rugb_y
	
	gadget
	ga_dget

	scaffold
	scaff_old
	
	trauma
	trau_ma

	scorpion
	sc_orpion
	
	tribe
	tr_ibe

	scout
	sc_out
	
	treasure
	tr_easure

	scrap
	scra_p
	
	tribune
	tribun_e

	screw
	scr_ew
	
	trifle
	t_rifle

	sect
	se_ct
	
	trinity
	tr_inity

	self
	se_lf
	
	trough
	trou_gh

	semester
	se_mester
	
	turquoise
	turqu_oise

	seminar
	semin_ar
	
	twentieth
	twen_tieth

	shanghai
	shan_ghai
	
	umbrella
	umbrell_a

	shower
	sh_ower
	
	vaccine
	v_accine

	shrub
	shr_ub
	
	vanilla
	vanill_a
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	sinister
	s_inister
	
	venom
	ven_om

	sinus
	sin_us
	
	vertigo
	ve_rtigo

	skirt
	skir_t
	
	vigil
	vig_il

	slang
	sl_ang
	
	vitamin
	vitam_in

	slaughter
	slaugh_ter
	
	warrant
	w_arrant

	slave
	sl_ave
	
	whistle
	whistl_e

	slender
	slend_er
	
	worship
	worsh_ip

	snack
	sn_ack
	
	wrench
	wren_ch

	snag
	s_nag
	
	stump
	stu_mp

	soldier
	sol_dier
	
	stunt
	stun_t

	sonata
	so_nata
	
	sublime
	subli_me

	spike
	sp_ike
	
	succulent
	su_cculent

	spire
	spir_e
	
	summons
	su_mmons

	spruce
	sp_ruce
	
	swallow
	s_wallow

	squad
	squ_ad
	
	sweat
	sw_eat

	squire
	s_quire
	
	switch
	sw_itch

	stamina
	stamin_a
	
	symbol
	symb_ol

	statistic
	st_atistic
	
	symptom
	sympto_m

	statue
	stat_ue
	
	tarmac
	tarm_ac

	stem
	st_em
	
	tattoo
	ta_ttoo

	stereo
	stere_o
	
	tennis
	ten_nis

	stiletto
	stil_etto
	
	widow
	wid_ow

	stream
	str_eam
	
	worry
	worr_y

	stress
	stre_ss
	
	zeppelin
	zeppel_in

	stud
	stu_d
	
	
	














Supplementary Information 3
The 32 pictures used as referents for the picture-present words, obtained from a Google image search and the NOUN database (Horst & Hout, 2014). 
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