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#### Abstract

We consider the problem of on-line prediction competitive with a benchmark class of continuous but highly irregular prediction rules. It is known that if the benchmark class is a reproducing kernel Hilbert space, there exists a prediction algorithm whose average loss over the first $N$ examples does not exceed the average loss of any prediction rule in the class plus a "regret term" of $O\left(N^{-1 / 2}\right)$. The elements of some natural benchmark classes, however, are so irregular that these classes are not Hilbert spaces. In this paper we develop Banach-space methods to construct a prediction algorithm with a regret term of $O\left(N^{-1 / p}\right)$, where $p \in[2, \infty)$ and $p-2$ reflects the degree to which the benchmark class fails to be a Hilbert space.


## 1 Introduction

For simplicity, in this introductory section we only discuss the problem of predicting labels $y_{n}$ of objects $x_{n} \in[0,1]$ (this will remain our main example throughout the paper). In this paper we are mainly interested in extending the class of the prediction rules our algorithms are competitive with; in other respects, our assumptions are rather restrictive. For example, we always assume that the labels $y_{n}$ are bounded in absolute value by a known positive constant $Y$ and only consider the problem of square-loss regression (some ideas for extension to a wider range of loss functions can be found in [36]).

Standard methods allow one to construct a "universally consistent" on-line prediction algorithm, i.e., an on-line prediction algorithm whose average loss over the first $N$ examples does not exceed the average loss of any continuous prediction rule plus $o(1)$. (Such methods were developed in, e.g., 9], 20], and, especially, [4], §3.2; for an explicit statement see [37].) More specifically, for any reproducing kernel Hilbert space (RKHS) on $[0,1]$ one can construct an on-line prediction algorithm whose average loss does not exceed that of any prediction rule in the RKHS plus $O\left(N^{-1 / 2}\right)$; choosing a universal RKHS (35], Definition 4) gives universal consistency. In this paper we are interested in extending the latter result, which is much more specific than the $o(1)$ provided by universal
consistency, to wider benchmark classes of prediction rules. First we discuss limitations of RKHS as benchmark classes.

The regularity of a prediction rule $D$ can be measured by its "Hölder exponent" $h$, which is informally defined by the condition that $|D(x+d x)-D(x)|$ scale as $|d x|^{h}$ for small $|d x|$. The most regular continuous functions are those of classical analysis: say, piecewise differentiable with bounded derivatives. For such functions the Hölder exponent is 1. Familiar examples are $x \mapsto \sin x$ and $x \mapsto|x-1 / 2|$. Functions much less regular than those of classical analysis are ubiquitous in probability theory: for example, typical trajectories of the Brownian motion (more generally, of non-degenerate diffusion processes) have Hölder exponent $1 / 2$. Functions with other Hölder exponents $h \in(0,1)$ can be obtained as typical trajectories of the fractional Brownian motion. Three examples with different values of $h$ are shown in Figure 1

The intuition behind the informal notion of a function with Hölder exponent $h$ will be captured using function spaces known as Sobolev spaces. Roughly, the Sobolev spaces $W^{s, p}([0,1])$ (defined formally in the next section), where $p \in(1, \infty], s \in(0,1)$, and $s>1 / p$, can be regarded as different ways of formalizing the notion of a function on $[0,1]$ with Hölder exponent $h>s$.

The most familiar Sobolev spaces are the Hölder spaces $W^{s, \infty}([0,1])$, consisting of the functions $f$ satisfying $|f(x)-f(y)|=O\left(|x-y|^{s}\right)$. The Hölder spaces are nested, $W^{s, \infty}([0,1]) \subset W^{s^{\prime}, \infty}([0,1])$ when $s^{\prime}<s$. (That all Hölder spaces are very different can be seen from the fact that typical trajectories of the fractional Brownian motion $B^{(h)}$, defined in 33 are in $W^{s, \infty}([0,1])$ for $s<h$ and outside $W^{s, \infty}([0,1])$ for $s>h$.) As we will see in a moment, the standard Hilbert-space methods only work for $W^{s, \infty}([0,1])$ with $s>1 / 2$ as benchmark classes; our goal is to develop methods that would work for smaller $s$ as well.

The spaces $W^{s, \infty}([0,1])$ are rather awkward analytically and even poorly reflect the intuitive notion of Hölder exponent: they are defined in terms of $\sup _{x, y}|f(x)-f(y)| /|x-y|^{s}$, and so $f$ 's behavior in the neighborhood of a single point can disqualify it from being a member of $W^{s, \infty}([0,1])$. Replacing sup with the mean (in the sense of $L^{p}$ ) w.r. to a natural "almost finite" measure gives the Sobolev spaces $W^{s, p}([0,1])$ for $p<\infty$. Results for the case $p<\infty$ immediately carry over to $p=\infty$ since, as we will see in the next section, $W^{s, \infty}([0,1]) \subseteq W^{s^{\prime}, p}([0,1])$ whenever $s^{\prime}<s ; s^{\prime}$ can be arbitrarily close to $s$.


Figure 1: Functions with Hölder exponent $h$ for three different values of $h$.

All Sobolev spaces (including the Hölder spaces) are Banach spaces, but $W^{s, 2}([0,1])$ are also Hilbert spaces and, for $s>1 / 2$, even RKHS. Therefore, they are amenable to the standard methods (see the papers mentioned above; the exposition of [37] is especially close to that of this paper, although we wrote $H^{s}$ instead of $W^{s, 2}$ in 37).

The condition $s>1 / p$ appears indispensable in the development of the theory (cf. the reference to the Sobolev imbedding theorem in the next section). Since this paper concentrates on the irregular end of the Sobolev spectrum, $s<1 / 2$, instead of the Hilbert spaces $W^{s, 2}([0,1])$ we now have to deal with the Banach spaces $W^{s, p}([0,1])$ with $p \in(2, \infty)$, which are not Hilbert spaces. The necessary tools are developed in $\S \$ 45$

The methods of 37 relied on the perfect shape of the unit ball in a Hilbert space. If $p$ is not very far from 2 , the unit ball in $W^{s, p}$ is not longer perfectly round but still convex enough to allow us to obtain similar results by similar methods. In principle, the condition $s>1 / p$ is not longer an obstacle to coping with any $s>0$ : by taking a large enough $p$ we can reach arbitrarily small $s$. However, the quality of prediction (at least as judged by our bound) will deteriorate: as we will see (Theorem 1 in the next section), the average loss of our prediction algorithm does not exceed that of any prediction rule in $W^{s, p}([0,1])$ plus $O\left(N^{-1 / p}\right)$. (This gives a regret term of $O\left(N^{-s+\epsilon}\right)$ for the prediction rules in $W^{s, \infty}([0,1])$, where $s<1 / 2$ and $\epsilon>0$.)

## 2 Main result

We consider the following perfect-information prediction protocol:
FOR $n=1,2, \ldots$ :
Reality announces $x_{n} \in \mathbf{X}$.
Predictor announces $\mu_{n} \in \mathbb{R}$.
Reality announces $y_{n} \in[-Y, Y]$.
END FOR.
At the beginning of each round $n$ Predictor is given an object $x_{n}$ whose label is to be predicted. The set of a priori possible objects, the object space, is denoted $\mathbf{X}$; we always assume $\mathbf{X} \neq \emptyset$. After Predictor announces his prediction $\mu_{n}$ for the object's label he is shown the actual label $y_{n} \in[-Y, Y]$. We consider the problem of regression, $y_{n} \in \mathbb{R}$, assuming an upper bound $Y$ on $\left|y_{n}\right|$. The pairs $\left(x_{n}, y_{n}\right)$ are called examples.

Predictor's loss on round $n$ is measured by $\left(y_{n}-\mu_{n}\right)^{2}$, and so his average loss after $N$ rounds of the game is $\frac{1}{N} \sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right)^{2}$. His goal is to have

$$
\frac{1}{N} \sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right)^{2} \lesssim \frac{1}{N} \sum_{n=1}^{N}\left(y_{n}-D\left(x_{n}\right)\right)^{2}
$$

(§ meaning "is less than or approximately equal to") for each prediction rule $D: \mathbf{X} \rightarrow \mathbb{R}$ that is not "too wild".

## Main theorem

Our main theorem will be fairly general and applicable to a wide range of Banach function spaces. Its implications for Sobolev spaces will be explained after its statement.

Let $U$ be a Banach space and $S_{U}:=\left\{u \in U \mid\|u\|_{U}=1\right\}$ be the unit sphere in $U$. Our methods are applicable only to Banach spaces whose unit spheres do not have very flat areas; a convenient measure of rotundity of $S_{U}$ is Clarkson's [10] modulus of convexity

$$
\begin{equation*}
\delta_{U}(\epsilon):=\inf _{\substack{u, v \in S_{U} \\\|u-v\|_{U}=\epsilon}}\left(1-\left\|\frac{u+v}{2}\right\|_{U}\right), \quad \epsilon \in(0,2] \tag{1}
\end{equation*}
$$

(we will be mostly interested in the small values of $\epsilon$ ).
Let us say that a Banach space $\mathcal{F}$ of real-valued functions $f$ on $\mathbf{X}$ (with the standard pointwise operations of addition and scalar multiplication) is a proper Banach functional space (PBFS) on $\mathbf{X}$ if, for each $x \in \mathbf{X}$, the evaluation functional $\mathbf{k}_{x}: f \in \mathcal{F} \mapsto f(x)$ is continuous. We will assume that

$$
\begin{equation*}
\mathbf{c}_{\mathcal{F}}:=\sup _{x \in \mathbf{X}}\left\|\mathbf{k}_{x}\right\|_{\mathcal{F}^{*}}<\infty \tag{2}
\end{equation*}
$$

where $\mathcal{F}^{*}$ is the dual Banach space (see, e.g., 31], Chapter 4).
The following theorem will be proved in $\$ 45$
Theorem 1 Let $\mathcal{F}$ be a proper Banach functional space such that

$$
\begin{equation*}
\forall \epsilon \in(0,2]: \delta_{\mathcal{F}}(\epsilon) \geq(\epsilon / 2)^{p} / p \tag{3}
\end{equation*}
$$

for some $p \in[2, \infty)$. There exists a prediction algorithm producing $\mu_{n} \in[-Y, Y]$ that are guaranteed to satisfy

$$
\begin{equation*}
\frac{1}{N} \sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right)^{2} \leq \frac{1}{N} \sum_{n=1}^{N}\left(y_{n}-D\left(x_{n}\right)\right)^{2}+40 Y \sqrt{\mathbf{c}_{\mathcal{F}}^{2}+1}\left(\|D\|_{\mathcal{F}}+Y\right) N^{-1 / p} \tag{4}
\end{equation*}
$$

for all $N=1,2, \ldots$ and all $D \in \mathcal{F}$.
Conditions (2) and (3) are satisfied for the Sobolev spaces $W^{s, p}(\mathbf{X})$, which we will now define.

## Sobolev spaces

Suppose $\mathbf{X}$ is an open or closed set in $\mathbb{R}^{m}$. (The standard theory assumes that $\mathbf{X}$ is open, but the results we need easily extend to closed $\mathbf{X}$.) We only define the Sobolev spaces $W^{s, p}(\mathbf{X})$ for the cases $s \in(0,1)$ and $p>m / s$; for a more general definition see, e.g., 27] (pp. 57, 61) or [1] (Theorem 7.48 and Remark 7.49).

Let $s \in(0,1)$ and $p>m / s$. For a function $f \in L^{p}(\mathbf{X})$ define

$$
\begin{equation*}
\|f\|_{s, p}:=\left(\int_{\mathbf{X}}|f(x)|^{p} \mathrm{~d} x+\int_{\mathbf{X}} \int_{\mathbf{X}}\left|\frac{f(x)-f(y)}{|x-y|^{s}}\right|^{p} \frac{\mathrm{~d} x \mathrm{~d} y}{|x-y|^{m}}\right)^{1 / p} \tag{5}
\end{equation*}
$$

(we use $|\cdot|$ to denote the Euclidean norm in $\mathbb{R}^{m}$ ). The Sobolev space $W^{s, p}(\mathbf{X})$ is defined to be the set of all $f$ such that $\|f\|_{s, p}<\infty$. The Sobolev imbedding theorem says that, for a wide range of $\mathbf{X}$ (definitely including our main example $\mathbf{X}=[0,1] \subseteq \mathbb{R})$, the functions in $W^{s, p}(\mathbf{X})$ can be made continuous by a change on a set of measure zero; we will always assume that this is true for our object space $\mathbf{X}$ and consider the elements of $W^{s, p}(\mathbf{X})$ to be continuous functions. Let $C(\mathbf{X})$ be the Banach space of continuous functions $f: \mathbf{X} \rightarrow \mathbb{R}$ with finite norm $\|f\|_{C(\mathbf{X})}:=\sup _{x \in \mathbf{X}}|f(x)|$. The Sobolev imbedding theorem also says that the imbedding $W^{s, p}(\mathbf{X}) \hookrightarrow C(\mathbf{X})$ (i.e., the function that maps each $f \in W^{s, p}(\mathbf{X})$ to the same function but considered as an element of $C(\mathbf{X}))$ is continuous, i.e., that

$$
\mathbf{c}_{s, p}:=\mathbf{c}_{W^{s, p}}(\mathbf{X})<\infty:
$$

notice that $\mathbf{c}_{s, p}$ is just the norm of the imbedding $W^{s, p}(\mathbf{X}) \hookrightarrow C(\mathbf{X})$. These conclusions depend on the condition $p>m / s$ (there are other parts of the Sobolev imbedding theorem, dealing with the case where this condition is not satisfied). For a proof in the case $\mathbf{X}=\mathbb{R}^{m}$, see, e.g., [2], Theorems 7.34(c) and $7.47(\mathrm{a}, \mathrm{c})$; this implies the analogous statement for $\mathbf{X}$ with smooth boundary since for such $\mathbf{X}$ every $f \in W^{s, p}(\mathbf{X})$ can be extended to an element of $W^{s, p}\left(\mathbb{R}^{m}\right)$ without increasing the norm more than a constant times (see, e.g., [27, p. 81). We will say "domain" to mean a subset of $\mathbb{R}^{n}$ which satisfies the conditions of regularity mentioned in this paragraph.

The norm (5) (sometimes called the Sobolev-Slobodetsky norm) is only one of the standard norms giving rise to the same topological vector space, and the term "Sobolev space" is usually used to refer to the topology rather than a specific norm; in this paper we will not consider any other norms. The restriction $s \in(0,1)$ is not essential for the results in this paper, but the definition of $\|\cdot\|_{s, p}$ becomes slightly more complicated when $s \geq 1$ (cf. [27]); 2] gives a different but equivalent norm.

For comparison purposes we will also define the spaces $W^{1, p}([0,1]), p \in$ $(1, \infty)$ : set

$$
\|f\|_{1, p}:=\left(\int_{0}^{1}|f(x)|^{p} \mathrm{~d} x+\int_{0}^{1}\left|f^{\prime}(x)\right|^{p} \mathrm{~d} x\right)^{1 / p}
$$

and include in $W^{1, p}([0,1])$ all absolutely continuous functions $f:[0,1] \rightarrow \mathbb{R}$ with $\|f\|_{1, p}<\infty$. We will always assume $\mathbf{X}=[0,1]$ in the case $s=1$.

We can now deduce the following corollary from Theorem It is known that (3) is satisfied for the Sobolev spaces $W^{s, p}(\mathbf{X})$ (see (44)). Let $p \in[2, \infty)$ and $s \in(m / p, 1)$. There exists a constant $C_{s, p}>0$ and a prediction algorithm producing $\mu_{n} \in[-Y, Y]$ that are guaranteed to satisfy

$$
\begin{equation*}
\frac{1}{N} \sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right)^{2} \leq \frac{1}{N} \sum_{n=1}^{N}\left(y_{n}-D\left(x_{n}\right)\right)^{2}+Y C_{s, p}\left(\|D\|_{s, p}+Y\right) N^{-1 / p} \tag{6}
\end{equation*}
$$

for all $N=1,2, \ldots$ and all $D \in W^{s, p}(\mathbf{X})$.
In informal discussions below we will continue to call terms such as the second addend on the right-hand side of (6) the "regret term", and say that the corresponding prediction algorithm is " $R$-competitive", where $R$ is the regret term.

According to (4), we can take

$$
C_{s, p}=40 \sqrt{\mathbf{c}_{s, p}^{2}+1}
$$

but in fact

$$
\begin{equation*}
C_{s, p}=4 \times 8.68^{1-1 / p} \sqrt{\mathbf{c}_{s, p}^{2}+1} \tag{7}
\end{equation*}
$$

will suffice (see (53) below). In the special case $p=2$ one can use Hilbert-space methods to improve (7), which now becomes, approximately,

$$
\begin{equation*}
11.78 \sqrt{\mathbf{c}_{s, 2}^{2}+1} \tag{8}
\end{equation*}
$$

to

$$
\begin{equation*}
2 \sqrt{\mathbf{c}_{s, 2}^{2}+1} \tag{9}
\end{equation*}
$$

(37], Theorem 1); using Banach-space methods we have lost a factor of 5.89. For example, in the case $s=1$, (8) gives $C_{s, p} \approx 17.92$ and (9) gives $C_{s, p} \approx 3.04$ (the value $\mathbf{c}_{1,2}^{2}=$ coth 1 was found in [26]; for further details of the case $s=1, p=2$, see 37, §4).

## Application to the Hölder-continuous functions

An important limiting case of the norm (15) is

$$
\|f\|_{s, \infty}:=\max \left(\sup _{x \in \mathbf{X}}|f(x)|, \sup _{x, y \in \mathbf{X}: x \neq y}\left|\frac{f(x)-f(y)}{|x-y|^{s}}\right|\right)
$$

where $f: \mathbf{X} \rightarrow \mathbb{R}$ is, as usual, assumed continuous. The space $W^{s, \infty}(\mathbf{X})$ consists of the functions $f$ with $\|f\|_{s, \infty}<\infty$, and its elements are called Hölder continuous of order $s$.

The Hölder-continuous functions of order $s$ are perhaps the most intuitive formalization of the functions with Hölder exponent $h \geq s$. Let us see what Theorem 1 gives for them.

Suppose that $\mathbf{X}$ is a bounded domain in $\mathbb{R}^{m}, p \in(1, \infty)$, and $s, s^{\prime} \in(0,1)$
are such that $s^{\prime}<s$. If $f \in W^{s, \infty}(\mathbf{X})$,

$$
\begin{gather*}
\|f\|_{s^{\prime}, p}=\left(\int_{\mathbf{X}}|f(x)|^{p} \mathrm{~d} x+\int_{\mathbf{X}} \int_{\mathbf{X}}\left|\frac{f(x)-f(y)}{|x-y|^{s^{\prime}}}\right|^{p} \frac{\mathrm{~d} x \mathrm{~d} y}{|x-y|^{m}}\right)^{1 / p} \\
\leq\left(C^{p}+\int_{\mathbf{X}} \int_{\mathbf{X}}\left|\frac{C|x-y|^{s}}{|x-y|^{s^{\prime}}}\right|^{p} \frac{\mathrm{~d} x \mathrm{~d} y}{|x-y|^{m}}\right)^{1 / p} \\
=\left(C^{p}+C^{p} \int_{\mathbf{X}} \int_{\mathbf{X}}|x-y|^{-m+s p-s^{\prime} p} \mathrm{~d} x \mathrm{~d} y\right)^{1 / p} \\
\leq\left(C^{p}+C^{p}|\mathbf{X}| \int_{0}^{\operatorname{diam} \mathbf{X}} t^{-m+s p-s^{\prime} p} \frac{d}{d t}\left(\frac{\pi^{m / 2}}{\Gamma(m / 2+1)^{m}} t^{m}\right) \mathrm{d} t\right)^{1 / p} \\
=C\left(1+m \frac{\pi^{m / 2}}{\Gamma(m / 2+1)}|\mathbf{X}| \frac{(\operatorname{diam} \mathbf{X})^{\left(s-s^{\prime}\right) p}}{\left(s-s^{\prime}\right) p}\right)^{1 / p}, \tag{10}
\end{gather*}
$$

where $C:=\|f\|_{s, \infty},|\mathbf{X}|$ stands for the volume (Lebesgue measure) of $\mathbf{X}$, and $\operatorname{diam} \mathbf{X}$ stands for the diameter of $\mathbf{X}$; remember that $\pi^{m / 2} / \Gamma(m / 2+1)$ is the volume of the unit ball in $\mathbb{R}^{m}$. Therefore, (10) gives an explicit bound for the norm of the continuous imbedding $W^{s, \infty}(\mathbf{X}) \hookrightarrow W^{s^{\prime}, p}(\mathbf{X})$.

Fix an arbitrarily small $\epsilon>0$. Applying (6) to $W^{s^{\prime}, p}(\mathbf{X})$ with $p>m / s$ sufficiently close to $m / s$ and to $s^{\prime} \in(m / p, s)$, we can see from (10) that there exists a constant $C_{s, \epsilon}>0$ such that

$$
\begin{equation*}
\frac{1}{N} \sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right)^{2} \leq \frac{1}{N} \sum_{n=1}^{N}\left(y_{n}-D\left(x_{n}\right)\right)^{2}+Y C_{s, \epsilon}\left(\|D\|_{s, \infty}+Y\right) N^{-s / m+\epsilon} \tag{11}
\end{equation*}
$$

holds for all $N=1,2, \ldots$ and all $D \in W^{s, \infty}(\mathbf{X})$.

## 3 Implications for a stochastic Reality

In this section we discuss implications of Theorem $⿴$ for statistical learning theory and filtering of random processes. Surprisingly, even when Reality follows a specific stochastic strategy, competitive on-line results do not trivialize but provide new meaningful information.

## Statistical learning theory

In this section we apply the method of [8 to derive a corollary of Theorem for the statistical learning framework, where $\left(x_{n}, y_{n}\right)$ are assumed to be drawn independently from the same probability distribution on $\mathbf{X} \times[-Y, Y]$.

The risk of a prediction rule (formally, a measurable function) $D: \mathbf{X} \rightarrow \mathbb{R}$
with respect to a probability distribution $P$ on $\mathbf{X} \times[-Y, Y]$ is defined as

$$
\operatorname{risk}_{P}(D):=\int_{\mathbf{X} \times[-Y, Y]}(y-D(x))^{2} P(\mathrm{~d} x, \mathrm{~d} y)
$$

Our current goal is to construct, from a given sample, a prediction rule whose risk is competitive with the risk of small-norm prediction rules in $W^{s, p}(\mathbf{X})$.

Fix an on-line prediction algorithm and a sequence $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots$ of examples. For each $n=1,2, \ldots$ and each $x \in \mathbf{X}$, define $H_{n}(x)$ to be the prediction $\mu_{n} \in \mathbb{R}$ output by the algorithm when fed with $\left(x_{1}, y_{1}\right), \ldots,\left(x_{n-1}, y_{n-1}\right), x$. We will assume that the functions $H_{n}$ are always measurable (they are for our algorithm, constructed in the following two sections). The prediction rule

$$
\bar{H}_{N}(x):=\frac{1}{N} \sum_{n=1}^{N} H_{n}(x)
$$

will be said to be obtained by averaging from the prediction algorithm.
The following result is an easy application of the method of [8] to (6]) we refrain from stating the analogous result based on (11).
Corollary 1 Let $\mathbf{X}$ be a domain in $\mathbb{R}^{m}, p \geq 2, s \in(m / p, 1)$, and let $\bar{H}_{N}$, $N=1,2, \ldots$, be the prediction rule obtained by averaging from some prediction algorithm guaranteeing (6). For any $D \in W^{s, p}(\mathbf{X})$, any probability distribution $P$ on $\mathbf{X} \times[-Y, Y]$, any $N=1,2, \ldots$, and any $\delta>0$,

$$
\begin{equation*}
\operatorname{risk}_{P}\left(\bar{H}_{N}\right) \leq \operatorname{risk}_{P}(D)+Y C_{s, p}\left(\|D\|_{s, p}+Y\right) N^{-1 / p}+4 Y^{2} \sqrt{2 \ln \frac{2}{\delta}} N^{-1 / 2} \tag{12}
\end{equation*}
$$

with probability at least $1-\delta$.
Proof Without loss of generality we assume that $D(x) \in[-Y, Y]$ for all $x \in \mathbf{X}$ and that $H_{n}(x) \in[-Y, Y]$ for all $x \in \mathbf{X}$ and $n$. Outside an event of probability

$$
\begin{equation*}
\delta:=2 \exp \left(-\frac{\epsilon^{2} N}{8 Y^{4}}\right) \tag{13}
\end{equation*}
$$

we have (some steps will be explained later on)

$$
\begin{align*}
\operatorname{risk}_{P}\left(\bar{H}_{N}\right) & \leq \frac{1}{N} \sum_{n=1}^{N} \operatorname{risk}_{P}\left(H_{n}\right)  \tag{14}\\
& \leq \frac{1}{N} \sum_{n=1}^{N}\left(y_{n}-H_{n}\left(x_{n}\right)\right)^{2}+\epsilon  \tag{15}\\
& \leq \frac{1}{N} \sum_{n=1}^{N}\left(y_{n}-D\left(x_{n}\right)\right)^{2}+Y C_{s, p}\left(\|D\|_{s, p}+Y\right) N^{-1 / p}+\epsilon  \tag{16}\\
& \leq \frac{1}{N} \sum_{n=1}^{N} \operatorname{risk}_{P}(D)+Y C_{s, p}\left(\|D\|_{s, p}+Y\right) N^{-1 / p}+2 \epsilon  \tag{17}\\
& =\operatorname{risk}_{P}(D)+Y C_{s, p}\left(\|D\|_{s, p}+Y\right) N^{-1 / p}+2 \epsilon \tag{18}
\end{align*}
$$

The first inequality, (14), follows from the convexity of the function $t \mapsto t^{2}$. Inequalities (15) and (17) follow from Hoeffding's martingale inequality (16]; see also [11, Theorem 9.1 on p. 135). Either of (15) and (17) holds with probability at least $1-\delta / 2$; therefore, both will hold with probability at least $1-\delta$. Finally, inequality (16) follows from (6).

Our goal, (12), follows from the inequality between the extreme terms of (14)-(18) if we substitute

$$
\begin{equation*}
\epsilon=2 Y^{2} \sqrt{2 \ln \frac{2}{\delta}} N^{-1 / 2} \tag{19}
\end{equation*}
$$

(which is a different way of writing (131).
For a fixed $\delta$, the regret term (the sum of the second and third addends on the right-hand side) of (12) grows as $N^{-1 / p}$. For a discussion of related results in statistical learning theory, see [37] (versions 1 and 2), $\S 5$.

## Filtering of random processes

Suppose we are interested in the value of a "signal" $\Theta:[0,1] \rightarrow \mathbb{R}$ sequentially observed at moments $t_{n}:=n / N, n=1, \ldots, N$, where $N$ is a large positive integer; let $\theta_{n}:=\Theta\left(t_{n}\right)$. The problem is that our observations of $\theta_{n}$ are imperfect, and in fact we see $y_{n}=\theta_{n}+\xi_{n}$, where each noise random variable $\xi_{n}$ has zero expectation given the past. We assume that $\Theta$ belongs to $W^{s, p}([0,1])$ (but do not make any assumptions about the mechanism, deterministic, stochastic, or other, that generated it) and that $\theta_{n}, y_{n} \in[-Y, Y]$ for a known constant $Y$. Let us use the $\mu_{n}$ from Theorem as estimates of the true values $\theta_{n}$. The elementary equality

$$
\begin{equation*}
a^{2}=(a-b)^{2}-b^{2}+2 a b \tag{20}
\end{equation*}
$$

implies

$$
\begin{equation*}
\sum_{n=1}^{N}\left(\mu_{n}-\theta_{n}\right)^{2}=\sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right)^{2}-\sum_{n=1}^{N}\left(y_{n}-\theta_{n}\right)^{2}+2 \sum_{n=1}^{N}\left(y_{n}-\theta_{n}\right)\left(\mu_{n}-\theta_{n}\right) \tag{21}
\end{equation*}
$$

Hoeffding's inequality in the martingale form shows that, for any $C>0$,

$$
\mathbb{P}\left\{2 \sum_{n=1}^{N}\left(y_{n}-\theta_{n}\right)\left(\mu_{n}-\theta_{n}\right) \geq C\right\} \leq \exp \left(-\frac{C^{2}}{128 Y^{4} N}\right)
$$

Substituting this (with $C$ expressed via the right-hand side, denoted $\delta$ ) and (6) into (21), we obtain the following corollary, which we state somewhat informally.

Corollary 2 Let $p \geq 2$, $s \in(1 / p, 1)$, and $\delta>0$. Suppose that $\Theta \in W^{s, p}([0,1])$ and $y_{n}=\theta_{n}+\xi_{n} \in[-Y, Y]$, where $\theta_{n}:=\Theta(n / N) \in[-Y, Y]$ and $\xi_{n}$ are random variables whose expectation given the past (including $\theta_{n}$ ) is zero. With
probability at least $1-\delta$ the $\mu_{n}$ of (6) satisfy

$$
\begin{equation*}
\frac{1}{N} \sum_{n=1}^{N}\left(\mu_{n}-\theta_{n}\right)^{2} \leq Y C_{s, p}\left(\|\Theta\|_{s, p}+Y\right) N^{-1 / p}+8 Y^{2} \sqrt{2 \ln \frac{1}{\delta}} N^{-1 / 2} \tag{22}
\end{equation*}
$$

The constant $C_{s, p}$ in (22) is the one in (7). From (11), we can also see that, if we assume $\Theta \in W^{s, \infty}([0,1])$,

$$
\begin{equation*}
\frac{1}{N} \sum_{n=1}^{N}\left(\mu_{n}-\theta_{n}\right)^{2} \leq Y C_{s, \epsilon}\left(\|\Theta\|_{s, \infty}+Y\right) N^{-s+\epsilon}+8 Y^{2} \sqrt{2 \ln \frac{1}{\delta}} N^{-1 / 2} \tag{23}
\end{equation*}
$$

will hold with probability at least $1-\delta$.
It is important that the function $\Theta$ in (22) and (23) does not have to be chosen in advance: it can be constructed "step-wise", with $\Theta(t)$ for $t \in$ $(n / N,(n+1) / N]$ chosen at will after observing $\xi_{n}$ and taking into account all other information that becomes available before and including time $n / N$. A clean formalization of this intuitive picture seems to require the game-theoretic probability of 32] (although we can get the picture "almost right" using the standard measure-theoretic probability).

In the case where $\Theta$ is generated from a diffusion process, it will almost surely belong to $W^{(1-\epsilon) / 2, \infty}([0,1])$ (this follows from standard results about the Brownian motion, such as Lévy's modulus theorem: see, e.g., 19, Theorem $9.25)$, and so the regret term in (22) and (23) can be made $O\left(N^{-1 / 2+\epsilon}\right)$, for an arbitrarily small $\epsilon>0$. The Kalman filter, which is stochastically optimal, gives a somewhat better regret, $O\left(N^{-1 / 2}\right)$. Corollary 2 however, does not depend on the very specific assumptions of the Kalman filter: we do not require the linearity, Gaussianity, or even stochasticity of the model; the assumption about the noise $\xi_{n}$ is minimal (zero expectation given the past). Instead, we have the assumption that all $\theta_{n}$ and $y_{n}$ are chosen from $[-Y, Y]$. It appears that in practice the interval to which the $\theta_{n}$ and $y_{n}$ are assumed to belong should change slowly as new data are processed. This is analogous to the situation with the Kalman filter, which, despite assuming linear systems, has found its greatest application to non-linear systems [34; what is usually used in practice is the "extended Kalman filter", which relies on a slowly changing linearization of the non-linear system.

Until the end of this section we will discuss in more detail the standard stochastic approach to the problem of filtering ([17]; see also [34], [33], §VI.7, and, for a continuous-time version, [18, [25], §10.1). The signal is now modeled as a random process $\Theta_{t}, t \in[0,1]$, governed by the stochastic differential equation

$$
\begin{equation*}
d \Theta_{t}=\left(a_{0}(t)+a_{1}(t) \Theta_{t}\right) d t+b(t) d B_{t} \tag{24}
\end{equation*}
$$

where $B_{t}$ is the standard Brownian motion (a zero-mean Gaussian continuous stochastic process on $[0,1]$ such that $B_{0}=0$ and the variance of each increment $B_{t_{1}}-B_{t_{2}}$ is $\left.\left|t_{1}-t_{2}\right|\right)$ and $a_{0}, a_{1}, b:[0,1] \rightarrow \mathbb{R}$ are bounded Borel functions. The process starts from a random value $\Theta_{0}$ (modeled as a Gaussian random
variable independent of $B_{t}$ ) and, as before, is observed at points $t_{n}:=n / N$; $\theta_{n}:=\Theta\left(t_{n}\right)$. The observed sequence is $y_{n}=\theta_{n}+\sigma \xi_{n}$ (neither $\theta_{n}$ nor $y_{n}$ are assumed to be bounded by a known constant), where $\sigma$ is a positive constant and $\xi_{n}$ are standard Gaussian random variables independent between themselves and of the initial position $\Theta_{0}$ and the Brownian motion $B_{t}$. In some important respects this is a simplification of the usual filtering problems; e.g., we consider scalar rather than vector $\Theta_{t}$ and $y_{n}$.

Earlier we discussed the possibility of positive contributions of competitive on-line results, such as Theorem to the problem of filtering, and now we will briefly explore the connection in the opposite direction: limitations on competitive on-line prediction following from the known optimality properties of the Kalman filter. According to (11), there is a prediction algorithm $O\left(N^{-s+\epsilon}\right)$ competitive with $W^{s, \infty}([0,1])$, for any $\epsilon>0$. It remains an open problem to show that the rate $N^{-s+\epsilon}$ (we will disregard plus or minus $\epsilon$ in the rest of this section) cannot be improved, but the following considerations make it likely in the case $s \approx 1 / 2$. (For an alternative argument, see, e.g., Theorem 4 in 37.)

Suppose the prediction rule $D:[0,1] \rightarrow \mathbb{R}$ is generated randomly as the trajectory of the stochastic process (24) with $\Theta_{0}=0, a_{0}(t) \equiv 0, a_{1}(t) \equiv 0$, and $b(t) \equiv c>0$ (i.e., $D(t)=c B_{t}$, where $B$ is the standard Brownian motion). The positive constant $c$ is chosen small as compared to $Y$, so that $D(t)$ is unlikely to take values approaching $-Y$ or $Y$. It is clear that the observations $y_{n}$ are generated independently (given $B$ ) from the normal distribution $N\left(D\left(t_{n}\right), \sigma^{2}\right)$ with mean $D\left(t_{n}\right)$ and variance $\sigma^{2}$; if $y_{n}$ falls outside $[-Y, Y]$, it is truncated to $Y \operatorname{sign} y_{n}$. The variance $\sigma^{2}>0$ is assumed to be small enough for the probability of $\left|y_{n}\right|<Y$ to be close to 1 for each $n$ (or we can even take $c$ and $\sigma$ slightly, say logarithmically, dependent on $N$ so that $\max _{n}\left|y_{n}\right|<Y$ with a probability tending to 1). According to the standard properties of the Kalman filter (see, e.g., 25], Theorem 13.4, or [33], Theorem VI.7.1), the variance $\gamma_{n}$ of the best estimate of $\theta_{n}$ (which is also the best estimate of $y_{n}$ ), $n>1$, given $y_{1}, \ldots, y_{n-1}$ satisfies the recurrent equation

$$
\gamma_{n+1}=\gamma_{n}+\frac{c^{2}}{N}-\frac{\gamma_{n}^{2}}{\sigma^{2}+\gamma_{n}}
$$

It is clear that $\gamma_{n}$ is an increasing sequence tending, as $n \rightarrow \infty$, to a limit equal to

$$
\frac{c^{2}+\sqrt{c^{4}+4 c^{2} \sigma^{2} N}}{2 N}>\frac{c \sigma}{\sqrt{N}},
$$

and that it will move significantly towards this limit already during the first $\sqrt{ } N$ rounds (cf. Figure 2). By Hoeffding's inequality, the excess of the total loss of the stochastically best algorithm (the Kalman filter) over the total loss of $D$ will be of order $N^{1 / 2}$, and so the excess of its average loss will be of order $N^{-1 / 2}$ (with probability very close to 1 ).

Since the sample paths of diffusion processes almost surely belong to $W^{s, \infty}([0,1])$ for all $s \in(0,1 / 2)$, we can see that no prediction algorithm can be $O\left(N^{-1 / 2-\epsilon}\right)$-competitive with $W^{1 / 2-\epsilon, \infty}([0,1])$. Therefore, if we disregard the


Figure 2: The growth of the Kalman filter's error $\gamma_{n}, n=1, \ldots, N$, for $c=$ $\sigma^{2}=1$ and $N=100$; the final value $\gamma_{N}$ is approximately $N^{-1 / 2}$.
epsilons, our algorithm achieves the optimal rate of decay in $N$ of the regret term for $s \approx 1 / 2$.

A similar argument might have also worked in the case $s<1 / 2$ had we known an analogue of the Kalman filter result for the fractional Brownian motion, where $B$ is replaced with a stochastic process $B^{(h)}, h \in(0,1 / 2)$, defined in the same way except that the variance of each increment $B_{t_{1}}^{(h)}-B_{t_{2}}^{(h)}$ is $\left|t_{1}-t_{2}\right|^{2 h}$ (notice that $B=B^{(1 / 2)}$ ). Unfortunately, we know of no such result, although a step in this direction is made in [29].

## 4 More geometry of Banach spaces

In the proof of Theorem we will need not only Clarkson's modulus of convexity (11) but a whole range of different moduli of convexity and smoothness. In our description we will often follow [23] for information about other moduli and further references, see [13]. We will only consider Banach spaces of dimension at least 2 .

## Moduli of convexity and smoothness

A natural modification of Clarkson's modulus of convexity was proposed by Gurary [14]:

$$
\begin{equation*}
\delta_{U}^{\dagger}(\epsilon):=\inf _{\substack{u, v \in S_{U} \\\|u-v\|_{U}=\epsilon}}\left(1-\inf _{t \in[0,1]}\|t u+(1-t) v\|_{U}\right) . \tag{25}
\end{equation*}
$$

It is clear that

$$
\delta_{U}(\epsilon) \leq \delta_{U}^{\dagger}(\epsilon) \leq 2 \delta_{U}(\epsilon)
$$

(cf. the proof of Lemma 2 below), and it was shown recently [7] that this relation cannot be improved.

The standard modulus of smoothness was proposed by Lindenstrauss [22]:

$$
\begin{equation*}
\rho_{U}(\tau):=\sup _{u, v \in S_{U}}\left(\frac{\|u+\tau v\|_{U}+\|u-\tau v\|_{U}}{2}-1\right), \quad \tau>0 \tag{26}
\end{equation*}
$$

Lindenstrauss also established a simple but very useful relation of conjugacy (cf. [30], $\S 12$, although $\delta$ is not always convex [24]) between $\delta$ and $\rho$ :

$$
\begin{equation*}
\rho_{U^{*}}(\tau)=\sup _{\epsilon \in(0,2]}\left(\frac{\epsilon \tau}{2}-\delta_{U}(\epsilon)\right) \tag{27}
\end{equation*}
$$

we can see that $2 \rho_{U^{*}}$ is the Fenchel transform of $2 \delta_{U}$.
The following inequality will be the basis of the proof of Theorem in the next section. Suppose a PBFS $\mathcal{F}$ satisfies the condition (3) of Theorem By (27) we obtain for the dual space $\mathcal{F}^{*}$ to $\mathcal{F}$, assuming $\tau \in(0,1]$ :

$$
\begin{equation*}
\rho_{\mathcal{F}^{*}}(\tau) \leq \sup _{\epsilon \in(0,2]}\left(\frac{\epsilon \tau}{2}-(\epsilon / 2)^{p} / p\right)=\tau^{q} / q \tag{28}
\end{equation*}
$$

where $q:=p /(p-1)$ (the supremum in (28) is attained at $\left.\epsilon=2 \tau^{1 /(p-1)}\right)$.
The Banach space $U$ is called uniformly convex if $\delta_{U}(\epsilon)>0$ for all $\epsilon \in(0,2]$, and it is called uniformly smooth if $\rho_{U}(\tau) \rightarrow 0$ as $\tau \rightarrow 0$. All uniformly convex and all uniformly smooth Banach spaces $U$ are reflexive (i.e., $U^{* *}=U$; see, e.g., [23], Proposition 1.e. 3 on p. 61).

If $V$ is a Hilbert space, the "parallelogram identity"

$$
\begin{equation*}
\|u+v\|_{V}^{2}+\|u-v\|_{V}^{2}=2\|u\|_{V}^{2}+2\|v\|_{V}^{2} \tag{29}
\end{equation*}
$$

immediately gives

$$
\delta_{V}(\epsilon)=1-\sqrt{1-(\epsilon / 2)^{2}} \geq \epsilon^{2} / 8
$$

and

$$
\begin{equation*}
\rho_{V}(\tau)=\sqrt{1+\tau^{2}}-1 \leq \tau^{2} / 2 \tag{30}
\end{equation*}
$$

Nördlander [28] proved that the unit balls in Hilbert spaces are most convex and smooth: if $U$ is a Banach space and $V$ is a Hilbert space,

$$
\begin{align*}
& \delta_{U}(\epsilon) \leq \delta_{V}(\epsilon)=1-\sqrt{1-(\epsilon / 2)^{2}}  \tag{31}\\
& \rho_{U}(\tau) \geq \rho_{V}(\tau)=\sqrt{1+\tau^{2}}-1
\end{align*}
$$

The original definitions (11) and (26) of the moduli of convexity and smoothness look very different, and Banaś [5] proposed a definition of modulus of smoothness similar to (11):

$$
\begin{equation*}
\rho_{U}^{\dagger}(\tau):=\sup _{\substack{u, v \in S_{U} \\\|u-v\|_{U}=\tau}}\left(1-\left\|\frac{u+v}{2}\right\|_{U}\right), \quad \tau \in(0,2) \tag{32}
\end{equation*}
$$



Figure 3: Relation between $\rho$ and $\rho^{\dagger}$.

The difference $\rho_{U}^{\dagger}(\epsilon)-\delta_{U}(\epsilon)$ measures the degree to which (the unit ball in) $U$ is deformed [6] (it is always zero for Hilbert spaces). What we will need in this paper is the modification of (32) in the direction of (25):

$$
\begin{equation*}
\rho_{U}^{\ddagger}(\tau):=\sup _{\substack{u, v \in S_{U} \\\|u-v\|_{U}=\tau}} \sup _{t \in[0,1]}\left(1-\|t u+(1-t) v\|_{U}\right), \quad \tau \in(0,2) . \tag{33}
\end{equation*}
$$

Since the standard results about moduli of convexity and smoothness are about the definitions (11) and (26), we first need to establish connections between (26) and (33). The first of these results appears in [5] (but we still prove it since [5] is less easily accessible than most other papers in our bibliography).
Lemma 1 ([5]) For all $\tau \in(0,2)$,

$$
\begin{equation*}
\frac{\rho_{U}^{\dagger}(\tau)}{1-\rho_{U}^{\dagger}(\tau)} \leq \rho_{U}\left(\frac{\tau}{2\left(1-\rho_{U}^{\dagger}(\tau)\right)}\right) \tag{34}
\end{equation*}
$$

Proof Let $c<\rho_{U}^{\dagger}(\tau)$ be such that, for some $u, v \in S_{U}$ satisfying $\|u-v\|_{U}=\tau$,

$$
\left\|\frac{u+v}{2}\right\|_{U}=1-c
$$

(it is clear that $c$ can be chosen as close to $\rho_{U}^{\dagger}(\tau)$ as we wish). Set

$$
u^{\prime}:=\frac{1}{1-c} \frac{u+v}{2}, \quad v^{\prime}:=\frac{v-u}{\|u-v\|_{U}}, \quad \tau^{\prime}:=\frac{1}{1-c} \frac{\tau}{2}
$$

(cf. Figure 3] where $\overrightarrow{O A}=u, \overrightarrow{O B}=v, \overrightarrow{O E}=(u+v) / 2, \overrightarrow{O F}=u^{\prime}$, and $\left.\overrightarrow{F D}=\tau^{\prime} v^{\prime}\right)$. Since $u^{\prime}, v^{\prime} \in S_{U}$, we have

$$
\rho_{U}\left(\tau^{\prime}\right) \geq \frac{\left\|u^{\prime}+\tau^{\prime} v^{\prime}\right\|_{U}+\left\|u^{\prime}-\tau^{\prime} v^{\prime}\right\|_{U}}{2}-1=\frac{1}{1-c}-1
$$

which can be rewritten as

$$
\rho_{U}\left(\frac{\tau}{2(1-c)}\right) \geq \frac{c}{1-c}
$$

Letting $c \rightarrow \rho_{U}^{\dagger}(\tau)$ completes the proof (the modulus of smoothness is continuous by, e.g., [23], Proposition 1.e. 5 on p. 64).

Corollary 3 For all $\tau \in(0,1]$,

$$
\begin{equation*}
\rho_{U}^{\dagger}(\tau) \leq \rho_{U}(\tau) \tag{35}
\end{equation*}
$$

Proof Let $\tau \in(0,1]$. Following [5], proof of Lemma 1, we obtain

$$
\begin{aligned}
\rho_{U}^{\dagger}(\tau)= & \sup _{\substack{u, v \in S_{U} \\
\|u-v\|_{U}=\tau}}
\end{aligned} \begin{aligned}
2 & \frac{2\|u\|_{U}-\|u+v\|_{U}}{2} \\
& \leq \sup _{\substack{u, v \in S_{U} \\
\|u-v\|_{U}=\tau}} \frac{\|u+v\|_{U}+\|u-v\|_{U}-\|u+v\|_{U}}{2}=\frac{\tau}{2} \leq \frac{1}{2} .
\end{aligned}
$$

We can now easily deduce (35) from (34) and the fact that $\rho_{U}$ is a non-decreasing function ([23], Proposition 1.e.5):

$$
\rho_{U}^{\dagger}(\tau) \leq \frac{\rho_{U}^{\dagger}(\tau)}{1-\rho_{U}^{\dagger}(\tau)} \leq \rho_{U}\left(\frac{\tau}{2\left(1-\rho_{U}^{\dagger}(\tau)\right)}\right) \leq \rho_{U}(\tau)
$$

Lemma 2 For all $\tau \in(0,2)$,

$$
\rho_{U}^{\ddagger}(\tau) \leq 2 \rho_{U}^{\dagger}(\tau) .
$$

Proof Suppose $\rho_{U}^{\ddagger}(\tau)>c$. Let $u, v \in S_{U}$ and $t \in[0,1]$ be such that $\|u-v\|_{U}=$ $\tau$ and

$$
\|t u+(1-t) v\|_{U}<1-c
$$

Without loss of generality we assume $t \leq 1 / 2$. Since

$$
\begin{array}{r}
\left\|\frac{u+v}{2}\right\|_{U}=\left\|\frac{1-2 t}{2-2 t} u+\frac{1}{2-2 t}(t u+(1-t) v)\right\|_{U} \\
\leq \frac{1-2 t}{2-2 t}\|u\|_{U}+\frac{1}{2-2 t}\|t u+(1-t) v\|_{U}<\frac{1-2 t}{2-2 t}+\frac{1}{2-2 t}(1-c) \\
=\frac{2-2 t-c}{2-2 t} \leq \frac{2-c}{2}=1-\frac{c}{2}
\end{array}
$$

we have $\rho_{U}^{\dagger}(\tau)>c / 2$.

## Direct sums of uniformly smooth spaces

If $U_{1}$ and $U_{2}$ are two Banach spaces, their weighted direct sum $U_{1} \oplus U_{2}$ is defined to be the Cartesian product $U_{1} \times U_{2}$ with the operations of addition and multiplication by scalar defined by

$$
\left(u_{1}, u_{2}\right)+\left(u_{1}^{\prime}, u_{2}^{\prime}\right):=\left(u_{1}+u_{1}^{\prime}, u_{2}+u_{2}^{\prime}\right), \quad c\left(u_{1}, u_{2}\right):=\left(c u_{1}, c u_{2}\right)
$$

we will equip it with the norm

$$
\begin{equation*}
\left\|\left(u_{1}, u_{2}\right)\right\|_{U_{1} \oplus U_{2}}:=\sqrt{a_{1}\left\|u_{1}\right\|_{U_{1}}^{2}+a_{2}\left\|u_{2}\right\|_{U_{2}}^{2}} \tag{36}
\end{equation*}
$$

where $a_{1}$ and $a_{2}$ are positive constants (to simplify formulas, we do not mention them explicitly in our notation for $U_{1} \oplus U_{2}$ ). The operation of weighted direct sum provides a means of merging different Banach spaces, which plays an important role in our proof technique (cf. [37, Corollary 4). The "Euclidean" definition (36) of the norm in the direct sum suggests that the sum will be as smooth as the components; this intuition is formalized in the following lemma (essentially a special case of Proposition 17 in [12], p. 132).

Lemma 3 If $U_{1}$ and $U_{2}$ are Banach spaces and $f:(0,1] \rightarrow \mathbb{R}$,

$$
\begin{aligned}
\left(\forall \tau \in(0,1]: \rho_{U_{1}}(\tau) \leq f(\tau) \& \rho_{U_{2}}(\tau)\right. & \leq f(\tau)) \\
& \Longrightarrow\left(\forall \tau \in(0,1]: \rho_{U_{1} \oplus U_{2}}(\tau) \leq 4.34 f(\tau)\right)
\end{aligned}
$$

Proof We will follow the proof of Proposition 17 in [12], which is based on the following weak form of the parallelogram identity (29), valid for all Banach spaces:

$$
\begin{align*}
&\|u+v\|_{U}^{2}+\|u-v\|_{U}^{2}-2\|u\|_{U}^{2}-2\|v\|_{U}^{2} \\
& \leq 2\|u\|_{U}\left(\|u+v\|_{U}+\|u-v\|_{U}-2\|u\|_{U}\right) \tag{37}
\end{align*}
$$

(see [12], Lemma 16 on p. 132); it is clear that (37) implies

$$
\begin{equation*}
\|u+v\|_{U}^{2}+\|u-v\|_{U}^{2}-2\|u\|_{U}^{2}-2\|v\|_{U}^{2} \leq 4\|u\|_{U}^{2} \rho_{U}\left(\|v\|_{U} /\|u\|_{U}\right) . \tag{38}
\end{equation*}
$$

Let $u^{\dagger}=\left(u_{1}, u_{2}\right)$ and $v^{\dagger}=\left(v_{1}, v_{2}\right)$ be arbitrary norm one vectors in $U_{1} \oplus U_{2}$. Applying (38) to $(u, v):=\left(u_{1}, \tau v_{1}\right)$ and $(u, v):=\left(u_{2}, \tau v_{2}\right)$, we obtain

$$
\begin{align*}
&\left\|u_{1}+\tau v_{1}\right\|_{U_{1}}^{2}+\left\|u_{1}-\tau v_{1}\right\|_{U_{1}}^{2}-2\left\|u_{1}\right\|_{U_{1}}^{2}-2 \tau^{2}\left\|v_{1}\right\|_{U_{1}}^{2} \\
& \leq 4\left\|u_{1}\right\|_{U_{1}}^{2} \rho_{U_{1}}\left(\tau\left\|v_{1}\right\|_{U_{1}} /\left\|u_{1}\right\|_{U_{1}}\right) \tag{39}
\end{align*}
$$

and

$$
\begin{align*}
\left\|u_{2}+\tau v_{2}\right\|_{U_{2}}^{2}+\left\|u_{2}-\tau v_{2}\right\|_{U_{2}}^{2}-2 \| & \left\|u_{2}\right\|_{U_{2}}^{2}-2 \tau^{2}\left\|v_{2}\right\|_{U_{2}}^{2} \\
& \leq 4\left\|u_{2}\right\|_{U_{2}}^{2} \rho_{U_{2}}\left(\tau\left\|v_{2}\right\|_{U_{2}} /\left\|u_{2}\right\|_{U_{2}}\right) \tag{40}
\end{align*}
$$

Multiplying (39) by $a_{1}$ and (40) by $a_{2}$ and summing now gives

$$
\begin{align*}
&\left\|u^{\dagger}+\tau v^{\dagger}\right\|_{U_{1} \oplus U_{2}}^{2}+\left\|u^{\dagger}-\tau v^{\dagger}\right\|_{U_{1} \oplus U_{2}}^{2}-2-2 \tau^{2} \\
& \leq 4 \sum_{j=1}^{2} a_{j}\left\|u_{j}\right\|_{U_{j}}^{2} \rho_{U_{j}}\left(\tau\left\|v_{j}\right\|_{U_{j}} /\left\|u_{j}\right\|_{U_{j}}\right) . \tag{41}
\end{align*}
$$

To estimate the sum over $j=1,2$, notice that:

- when $\left\|v_{j}\right\|_{U_{j}} \leq\left\|u_{j}\right\|_{U_{j}}$,

$$
\rho_{U_{j}}\left(\tau\left\|v_{j}\right\|_{U_{j}} /\left\|u_{j}\right\|_{U_{j}}\right) \leq \rho_{U_{j}}(\tau)\left\|v_{j}\right\|_{U_{j}} /\left\|u_{j}\right\|_{U_{j}}
$$

(by the convexity of $\rho$, following from the convexity of the Fenchel transform, (27), and the reflexivity of all uniformly convex and all uniformly smooth spaces);

- when $\left\|v_{j}\right\|_{U_{j}}>\left\|u_{j}\right\|_{U_{j}}$,

$$
\rho_{U_{j}}\left(\tau\left\|v_{j}\right\|_{U_{j}} /\left\|u_{j}\right\|_{U_{j}}\right) \leq L \rho_{U_{j}}(\tau)\left(\left\|v_{j}\right\|_{U_{j}} /\left\|u_{j}\right\|_{U_{j}}\right)^{2}
$$

(where $L<3.18$ is a constant satisfying $\rho(\sigma) / \sigma^{2} \leq L \rho(\tau) / \tau^{2}$ for all positive $\tau \leq \sigma$; see [12], Proposition 10 on p. 128 and the remark after its proof).

Using the Cauchy-Schwarz inequality, the sum can be bounded above as follows:

$$
\begin{align*}
& \sum_{j=1}^{2} a_{j}\left\|u_{j}\right\|_{U_{j}}^{2} \rho_{U_{j}}\left(\tau\left\|v_{j}\right\|_{U_{j}} /\left\|u_{j}\right\|_{U_{j}}\right) \\
& \leq \sum_{j=1}^{2} a_{j}\left\|v_{j}\right\|_{U_{j}} \rho_{U_{j}}(\tau) \max \left(\left\|u_{j}\right\|_{U_{j}}, L\left\|v_{j}\right\|_{U_{j}}\right) \\
& \leq\left(\sum_{j=1}^{2} a_{j}\left\|v_{j}\right\|_{U_{j}}^{2}\right)^{1 / 2}\left(\sum_{j=1}^{2} a_{j}\left(\rho_{U_{j}}(\tau)\right)^{2}\left(\left\|u_{j}\right\|_{U_{j}}^{2}+L^{2}\left\|v_{j}\right\|_{U_{j}}^{2}\right)\right)^{1 / 2} \\
& \leq\left(\sum_{j=1}^{2} f^{2}(\tau) a_{j}\left(\left\|u_{j}\right\|_{U_{j}}^{2}+L^{2}\left\|v_{j}\right\|_{U_{j}}^{2}\right)\right)^{1 / 2}=\sqrt{L^{2}+1} f(\tau) \tag{42}
\end{align*}
$$

(the last line assuming $\tau \in(0,1])$. Now we have all we need to deduce the conclusion of the lemma (some steps will be explained after the equation): when
$\tau \in(0,1]$,

$$
\begin{aligned}
& \frac{1}{2}\left(\left\|u^{\dagger}+\tau v^{\dagger}\right\|_{U_{1} \oplus U_{2}}+\left\|u^{\dagger}-\tau v^{\dagger}\right\|_{U_{1} \oplus U_{2}}\right) \\
& \leq\left(\frac{1}{2}\left(\left\|u^{\dagger}+\tau v^{\dagger}\right\|_{U_{1} \oplus U_{2}}^{2}+\left\|u^{\dagger}-\tau v^{\dagger}\right\|_{U_{1} \oplus U_{2}}^{2}\right)\right)^{1 / 2} \\
& \leq\left(1+\tau^{2}+2 \sqrt{L^{2}+1} f(\tau)\right)^{1 / 2} \leq\left(1+\tau^{2}\right)^{1 / 2}+\sqrt{L^{2}+1} f(\tau) \\
& \leq 1+f(\tau)+\sqrt{L^{2}+1} f(\tau)=1+\left(1+\sqrt{L^{2}+1}\right) f(\tau)
\end{aligned}
$$

(the first inequality follows from the convexity of the function $t \mapsto t^{2}$, the second from (41) and (42), the third from the mean-value theorem, and the fourth from Nördlander's bound (31)). It remains to compare the resulting inequality with the definition of the modulus of convexity and remember that $L<3.18$.

## Convexity and smoothness for Sobolev spaces

It was shown by Clarkson [10] (§3) that, for $p \in[2, \infty)$,

$$
\delta_{L^{p}}(\epsilon) \geq 1-\left(1-(\epsilon / 2)^{p}\right)^{1 / p}
$$

(And this bound was shown to be optimal in 15.) A quick inspection of the standard proofs (see, e.g., [2], 2.34-2.40) shows that the underlying measurable space $\Omega$ and measure $\mu$ of $L^{p}=L^{p}(\Omega, \mu)$ can be essentially arbitrary (only the degenerate case where $\operatorname{dim} L^{p}<2$ should be excluded), although this generality is usually not emphasized.

It is easy to see (cf. [2], 3.5-3.6) that the modulus of convexity of each Sobolev space $W^{s, p}(\mathbf{X}), s \in(0,1)$ and $p \in[2, \infty)$, also satisfies

$$
\begin{equation*}
\delta_{W^{s, p}(\mathbf{X})}(\epsilon) \geq 1-\left(1-(\epsilon / 2)^{p}\right)^{1 / p} \tag{43}
\end{equation*}
$$

Indeed, with each $f \in W^{s, p}(\mathbf{X})$ we can associate a function $\bar{f}: \mathbf{X} \cup \mathbf{X}^{2} \rightarrow \mathbb{R}$ (we regard the sets $\mathbf{X}$ and $\mathbf{X}^{2}$ as disjoint) such that

$$
\begin{aligned}
\bar{f}(x) & =f(x) & & \text { for } x \in \mathbf{X} \\
\bar{f}(x, y) & =\frac{f(x)-f(y)}{|x-y|^{s}} & & \text { for }(x, y) \in \mathbf{X}^{2}
\end{aligned}
$$

the measure on $\mathbf{X} \cup \mathbf{X}^{2}$ coincides with the Lebesgue measure on the measurable subsets of $\mathbf{X}$ and with the measure whose density is $(x, y) \in \mathbf{X}^{2} \mapsto|x-y|^{-m}$, with respect to the Lebesgue measure, on the measurable subsets of $\mathbf{X}^{2}$. The
bound (43) can now be deduced from Clarkson's result as follows:

$$
\begin{aligned}
& \delta_{W^{s, p}(\mathbf{X})}(\epsilon):= \inf _{\substack{f, g \in S_{W^{s, p}(\mathbf{X})} \\
\|f-g\|_{W^{s, p}(\mathbf{X})}=\epsilon}}\left(1-\left\|\frac{f+g}{2}\right\|_{W^{s, p}(\mathbf{X})}\right) \\
&=\inf _{\substack{f, g: \mathbf{X} \rightarrow \mathbb{R} \\
\bar{f}, \bar{g} \in L^{p}\left(\mathbf{X} \cup \mathbf{X}^{2}\right)}}\left(1-\left\|\frac{\bar{f}+\bar{g}}{2}\right\|_{L^{p}\left(\mathbf{X} \cup \mathbf{X}^{2}\right)}\right) \\
& \geq \inf _{\substack{u, v \in L^{p}\left(\mathbf{X} \cup \mathbf{X}^{2}\right)}}\left(1-\left\|\frac{u+v}{2}\right\|_{L^{p}\left(\mathbf{X} \cup \mathbf{X}^{2}\right)}=\epsilon\right. \\
&\|u-v\|_{L^{p}\left(\mathbf{X} \cup \mathbf{X}^{2}\right)=\epsilon} \\
&=\delta_{L^{p}\left(\mathbf{X} \cup \mathbf{X}^{2}\right)}(\epsilon) \geq 1-\left(1-(\epsilon / 2)^{p}\right)^{1 / p}
\end{aligned}
$$

Since, for $t \in[0,1]$ and $p \geq 1,(1-t)^{1 / p} \leq 1-t / p$ (the left-hand side is a concave function of $t$, and the values and derivatives of the two sides match when $t=0$ ), we have

$$
\begin{equation*}
\delta_{W^{s, p}(\mathbf{X})}(\epsilon) \geq(\epsilon / 2)^{p} / p \tag{44}
\end{equation*}
$$

Therefore, as we said in $\$ 2$ the Sobolev spaces indeed satisfy the condition (3) of Theorem 1

## 5 Proof of Theorem 1

In this section we partly follow the proof of Theorem 1 in 37 (§6).

## The BBK29 algorithm

Let $U$ be a Banach space. We say that a function $\Phi:[-Y, Y] \times \mathbf{X} \rightarrow U$ is forecast-continuous if $\Phi(\mu, x)$ is continuous in $\mu \in[-Y, Y]$ for every fixed $x \in \mathbf{X}$. For such a $\Phi$ the function

$$
\begin{align*}
& f_{n}(y, \mu):=\left\|\sum_{i=1}^{n-1}\left(y_{i}-\mu_{i}\right) \Phi\left(\mu_{i}, x_{i}\right)+(y-\mu) \Phi\left(\mu, x_{n}\right)\right\|_{U} \\
&-\left\|\sum_{i=1}^{n-1}\left(y_{i}-\mu_{i}\right) \Phi\left(\mu_{i}, x_{i}\right)\right\|_{U} \tag{45}
\end{align*}
$$

is continuous in $\mu \in[-Y, Y]$.
Banach-space Balanced K29 algorithm (BBK29)
Parameter: forecast-continuous $\Phi:[-Y, Y] \times \mathbf{X} \rightarrow U$, with $U$ a Banach space
FOR $n=1,2, \ldots$ :
Read $x_{n} \in \mathbf{X}$.

Define $f_{n}:[-Y, Y]^{2} \rightarrow \mathbb{R}$ by (45).
Output any root $\mu \in[-Y, Y]$ of $f_{n}(-Y, \mu)=f_{n}(Y, \mu)$ as $\mu_{n}$;
if there are no such roots, output $\mu_{n} \in\{-Y, Y\}$ such that $\sup _{y \in[-Y, Y]} f_{n}\left(y, \mu_{n}\right) \leq 0$.
Read $y_{n} \in[-Y, Y]$.
END FOR.

The validity of this description depends on the existence of $\mu \in\{-Y, Y\}$ satisfying $\sup _{y \in[-Y, Y]} f_{n}(y, \mu) \leq 0$ when the equation $f_{n}(-Y, \mu)=f_{n}(Y, \mu)$ does not have roots $\mu \in[-Y, Y]$. The existence of such a $\mu$ is easy to check: if $f_{n}(-Y, \mu)<f_{n}(Y, \mu)$ for all $\mu \in[-Y, Y]$, take $\mu:=Y$ to obtain

$$
f_{n}(-Y, \mu)<f_{n}(Y, \mu)=0
$$

and, hence, $\sup _{y \in[-Y, Y]} f_{n}(y, \mu) \leq 0$ by the convexity of (45) in $y$; if $f_{n}(-Y, \mu)>$ $f_{n}(Y, \mu)$ for all $\mu \in[-Y, Y]$, setting $\mu:=-Y$ leads to

$$
f_{n}(Y, \mu)<f_{n}(-Y, \mu)=0
$$

and, hence, $\sup _{y \in[-Y, Y]} f_{n}(y, \mu) \leq 0$. The parameter $\Phi$ of the BBK29 algorithm will sometimes be called the feature mapping.

Theorem 2 Let $\Phi$ be a forecast-continuous mapping from $[-Y, Y] \times \mathbf{X}$ to a Banach space $U$ and set $\mathbf{c}_{\Phi}:=\sup _{\mu \in[-Y, Y], x \in \mathbf{X}}\|\Phi(\mu, x)\|_{U}$. Suppose $\rho_{U}(\tau) \leq$ $a \tau^{q}, \forall \tau \in(0,1]$, for some constants $q \geq 1$ and $a \geq 1 / q$. The BBK29 algorithm with parameter $\Phi$ outputs $\mu_{n} \in[-Y, Y]$ such that

$$
\begin{equation*}
\left\|\sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right) \Phi\left(\mu_{n}, x_{n}\right)\right\|_{U} \leq 2 Y \mathbf{c}_{\Phi}(2 a q N)^{1 / q} \tag{46}
\end{equation*}
$$

always holds for all $N=1,2, \ldots$.
Proof Set

$$
S_{N}:=\left\|\sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right) \Phi\left(\mu_{n}, x_{n}\right)\right\|_{U} ;
$$

our goal is to prove

$$
S_{N} \leq 2 Y \mathbf{c}_{\Phi}(2 a q N)^{1 / q}
$$

For $N=1$, this follows from

$$
2 Y \mathbf{c}_{\Phi} \leq 2 Y \mathbf{c}_{\Phi}(2 a q N)^{1 / q}
$$

which in turn follows from $2 a q \geq 1$, which in turn follows from the condition $a \geq 1 / q$. It remains to prove that

$$
S_{N-1} \leq 2 Y \mathbf{c}_{\Phi}(2 a q(N-1))^{1 / q}
$$

implies

$$
\begin{equation*}
S_{N} \leq 2 Y \mathbf{c}_{\Phi}(2 a q N)^{1 / q} \tag{47}
\end{equation*}
$$

for $N \geq 2$. Without loss of generality we assume that $f_{N}\left(-Y, \mu_{N}\right)=f_{N}\left(Y, \mu_{N}\right)$ and replace $S_{N}$ in (47) by $f_{N}:=f_{N}\left(Y, \mu_{N}\right)$.

Fix $N \geq 2$. We will assume that

$$
\begin{equation*}
S_{N-1} \leq 2 Y \mathbf{c}_{\Phi}(2 a q(N-1))^{1 / q} \quad \& \quad f_{N}>2 Y \mathbf{c}_{\Phi}(2 a q N)^{1 / q} \tag{48}
\end{equation*}
$$

and arrive at a contradiction. By the definition of $\rho^{\ddagger}$,

$$
S_{N-1} \geq f_{N}\left(1-\rho_{U}^{\ddagger}\left(\frac{2 Y\left\|\Phi\left(\mu_{N}, x_{N}\right)\right\|}{f_{N}}\right)\right)
$$

(cf. Figure 3). Since $f_{N}>2 Y \mathbf{c}_{\Phi}$ (remember that we are assuming (48)), by Corollary 3 and Lemma 2 this implies

$$
S_{N-1} \geq f_{N}\left(1-2 a\left(\frac{2 Y\left\|\Phi\left(\mu_{N}, x_{N}\right)\right\|}{f_{N}}\right)^{q}\right)
$$

As the right-hand side is a monotonically increasing function of $f_{N}$ (which can be checked by differentiation), in combination with (48) the last inequality gives

$$
2 Y \mathbf{c}_{\Phi}(2 a q(N-1))^{1 / q}>2 Y \mathbf{c}_{\Phi}(2 a q N)^{1 / q}\left(1-2 a\left((2 a q N)^{-1 / q}\right)^{q}\right)
$$

i.e.,

$$
(N-1)^{1 / q}>N^{1 / q}\left(1-\frac{1}{q N}\right) .
$$

It remains to rewrite the last inequality as

$$
\begin{equation*}
N^{1 / q}-(N-1)^{1 / q}<\frac{1}{q} N^{1 / q-1} \tag{49}
\end{equation*}
$$

and notice that, by the mean-value theorem, the left-hand side of (49) equals

$$
\frac{1}{q}(N-\theta)^{1 / q-1}
$$

for some $\theta \in(0,1)$ : as $1 / q-1 \leq 0$, we have the required contradiction.

## The feature mapping for the proof of Theorem $\mathbb{1}$

In the proof of Theorem 1 we will need two feature mappings from $[-Y, Y] \times \mathbf{X}$ to different Banach spaces: first, $\Phi_{1}(\mu, x):=\mu$ (mapping to the Banach space $\mathbb{R}$ ), and second, $\Phi_{2}:[-Y, Y] \times \mathbf{X} \rightarrow \mathcal{F}^{*}$ such that $\Phi_{2}(\mu, x)$ is the evaluation functional $\mathbf{k}_{x}: f \mapsto f(x), f \in \mathcal{F}$. We combine them into one feature mapping

$$
\begin{equation*}
\Phi(\mu, x):=\left(\Phi_{1}(\mu, x), \Phi_{2}(\mu, x)\right) \tag{50}
\end{equation*}
$$

to the weighted direct sum $U:=\mathbb{R} \oplus \mathcal{F}^{*}$, with the weights $a_{1}$ and $a_{2}$ to be chosen later. By Lemma (38), and (30), $\rho_{U}(\tau) \leq a \tau^{q}$, where $a:=4.34 / q$. With the help of Theorem [2] we obtain for the BBK29 algorithm with parameter $\Phi$ :

$$
\begin{align*}
&\left|\sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right) \mu_{n}\right|=\left\|\sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right) \Phi_{1}\left(\mu_{n}, x_{n}\right)\right\|_{\mathbb{R}} \\
& \leq \frac{1}{\sqrt{a_{1}}}\left\|\sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right) \Phi\left(\mu_{n}, x_{n}\right)\right\|_{U} \leq \frac{1}{\sqrt{a_{1}}} 2 Y \mathbf{c}_{\Phi}(2 a q N)^{1 / q} \tag{51}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right) D\left(x_{n}\right)\right|=\left|\sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right) \mathbf{k}_{x_{n}}(D)\right|=\left|\left(\sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right) \mathbf{k}_{x_{n}}\right)(D)\right| \\
& \quad \leq\left\|\sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right) \mathbf{k}_{x_{n}}\right\|_{\mathcal{F}^{*}}\|D\|_{\mathcal{F}}=\left\|\sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right) \Phi_{2}\left(\mu_{n}, x_{n}\right)\right\|_{\mathcal{F}^{*}}\|D\|_{\mathcal{F}} \\
& \leq \frac{1}{\sqrt{a_{2}}}\left\|\sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right) \Phi\left(\mu_{n}, x_{n}\right)\right\|_{U}\|D\|_{\mathcal{F}} \leq \frac{1}{\sqrt{a_{2}}} 2 Y \mathbf{c}_{\Phi}(2 a q N)^{1 / q}\|D\|_{\mathcal{F}} \quad(52 \tag{52}
\end{align*}
$$

for each function $D \in \mathcal{F}$.

## Proof proper

The proof is based on the inequality

$$
\begin{aligned}
& \sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right)^{2} \\
& =\sum_{n=1}^{N}\left(y_{n}-D\left(x_{n}\right)\right)^{2}+2 \sum_{n=1}^{N}\left(D\left(x_{n}\right)-\mu_{n}\right)\left(y_{n}-\mu_{n}\right)-\sum_{n=1}^{N}\left(D\left(x_{n}\right)-\mu_{n}\right)^{2} \\
& \leq \sum_{n=1}^{N}\left(y_{n}-D\left(x_{n}\right)\right)^{2}+2 \sum_{n=1}^{N}\left(D\left(x_{n}\right)-\mu_{n}\right)\left(y_{n}-\mu_{n}\right)
\end{aligned}
$$

(immediately following from (20)). Using this inequality and (51)-(52) with $a_{1}:=Y^{-2}$ and $a_{2}:=1$, we obtain for the $\mu_{n} \in[-Y, Y]$ output by the BBK29 algorithm with $\Phi$ as parameter:

$$
\begin{aligned}
& \sum_{n=1}^{N}\left(y_{n}-\mu_{n}\right)^{2} \\
& \leq \sum_{n=1}^{N}\left(y_{n}-D\left(x_{n}\right)\right)^{2}+2\left|\sum_{n=1}^{N} \mu_{n}\left(y_{n}-\mu_{n}\right)\right|+2\left|\sum_{n=1}^{N} D\left(x_{n}\right)\left(y_{n}-\mu_{n}\right)\right| \\
& \leq \sum_{n=1}^{N}\left(y_{n}-D\left(x_{n}\right)\right)^{2}+4 Y \mathbf{c}_{\Phi}(2 a q N)^{1 / q}\left(\|D\|_{\mathcal{F}}+Y\right)
\end{aligned}
$$

Since

$$
\mathbf{c}_{\Phi} \leq \sqrt{a_{1} Y^{2}+a_{2} \mathbf{c}_{\mathcal{F}}^{2}}=\sqrt{\mathbf{c}_{\mathcal{F}}^{2}+1}
$$

we can see that (4) holds with

$$
\begin{equation*}
4(2 a q)^{1 / q}=4 \times 8.68^{1 / q} \tag{53}
\end{equation*}
$$

in place of 40

## 6 Banach kernels

An RKHS can be defined as a PBFS in which the norm is expressed via an inner product as $\|f\|=\sqrt{ }\langle f, f\rangle$. It is well known that all information about an RKHS $\mathcal{F}$ on $Z$ is contained in its "reproducing kernel", which is a symmetric positive definite function on $Z^{2}$ ([3], §§I.1-I.2). The reproducing kernel can be regarded as the constructive representation of its RKHS, and it is the reproducing kernel rather than the RKHS itself that serves as a parameter of various machinelearning algorithms. In this section we will introduce a similar constructive representation for PBFS.

A Banach kernel $B$ on a set $Z$ is a function that maps each finite non-empty sequence $z_{1}, \ldots, z_{n}$ of distinct elements of $Z$ to a seminorm $\|\cdot\|_{B\left(z_{1}, \ldots, z_{n}\right)}$ on $\mathbb{R}^{n}$ and satisfies the following conditions (familiar from Kolmogorov's existence theorem [21, §III.4):

- for each $n=1,2, \ldots$, each sequence $z_{1}, \ldots, z_{n}$ of distinct elements of $Z$, each sequence $\left(t_{1}, \ldots, t_{n}\right) \in \mathbb{R}^{n}$, and each permutation $\left(\begin{array}{cccc}1 & 2 & \ldots & n \\ i_{1} & i_{2} & \ldots & i_{n}\end{array}\right)$,

$$
\left\|\left(t_{i_{1}}, \ldots, t_{i_{n}}\right)\right\|_{B\left(z_{i_{1}}, \ldots, z_{i_{n}}\right)}=\left\|\left(t_{1}, \ldots, t_{n}\right)\right\|_{B\left(z_{1}, \ldots, z_{n}\right)}
$$

- for each $n=1,2, \ldots$, each $k=1, \ldots, n$, each sequence $z_{1}, \ldots, z_{n}$ of distinct elements of $Z$, and each sequence $\left(t_{1}, \ldots, t_{k}\right) \in \mathbb{R}^{k}$,

$$
\left\|\left(t_{1}, \ldots, t_{k}\right)\right\|_{B\left(z_{1}, \ldots, z_{k}\right)}=\left\|\left(t_{1}, \ldots, t_{k}, 0, \ldots, 0\right)\right\|_{B\left(z_{1}, \ldots, z_{n}\right)} .
$$

The Banach kernel of a mapping $\Phi: Z \rightarrow U$ to a Banach space $U$ is the Banach kernel $B$ defined by

$$
\left\|\left(t_{1}, \ldots, t_{n}\right)\right\|_{B\left(z_{1}, \ldots, z_{n}\right)}:=\left\|t_{1} \Phi\left(z_{1}\right)+\cdots+t_{n} \Phi\left(z_{n}\right)\right\|_{U} .
$$

Proposition 1 For each Banach kernel B on $Z$ there exists a Banach space $U$ and a mapping $\Phi: Z \rightarrow U$ such that $B$ is the Banach kernel of $\Phi$.

Proposition 1 is a special case of the following Proposition 2 but we still need to prove it as the proof of Proposition 2 depends on it.

Proof of Proposition 1; Let $U_{1}$ be the set of all formal linear combinations $t_{1} z_{1}+$ $\cdots+t_{n} z_{n}$, where $n \in\{0,1,2, \ldots\},\left(t_{1}, \ldots, t_{n}\right) \in(\mathbb{R} \backslash\{0\})^{n}$, and $z_{1}, \ldots, z_{n}$ are distinct elements of $Z$. (There is only one linear combination, denoted 0 , corresponding to $n=0$.) We do not distinguish linear combinations if they have the same addends (perhaps listed in different orders). The set $U_{1}$ is a linear space with the obvious operations of addition and multiplication by scalar: in the sum the addends that are multiples of the same $z \in Z$ should be grouped together (and removed if the resulting coefficient is zero) and multiplication by 0 gives 0 .

For each linear combination $t_{1} z_{1}+\cdots+t_{n} z_{n} \in U_{1}, n>0$, its seminorm is defined to be $\left\|\left(t_{1}, \ldots, t_{n}\right)\right\|_{B\left(z_{1}, \ldots, z_{n}\right)}$, and the seminorm of $0 \in U_{1}$ is defined to be 0 ; it is easy to check that this is indeed a seminorm (it is well defined because of the first condition in the definition of Banach kernel, and the triangle inequality follows from the second condition). Two linear combinations are said to be equivalent if their difference has zero seminorm (this is indeed an equivalence relation because of the second condition). Let $U_{2}$ be the set of all equivalence classes.

The norm of $u \in U_{2}$ can be defined as the seminorm of any element of the equivalence class $u$. It remains to take the completion of $U_{2}$ as $U$ and to define $\Phi: Z \rightarrow U$ so that $\Phi(z)$ is the equivalence class containing $1 z \in U_{1}$.

The Banach kernel of a PBFS $\mathcal{F}$ on $Z$ is the Banach kernel $B$ defined by

$$
\left\|\left(t_{1}, \ldots, t_{n}\right)\right\|_{B\left(z_{1}, \ldots, z_{n}\right)}:=\left\|t_{1} \mathbf{k}_{z_{1}}+\cdots+t_{n} \mathbf{k}_{z_{n}}\right\|_{\mathcal{F}^{*}},
$$

where $\mathbf{k}_{z}: \mathcal{F} \rightarrow \mathbb{R}, z \in Z$, is the evaluation functional $f \in \mathcal{F} \mapsto f(z)$.
Proposition 2 For each Banach kernel B on $Z$ there exists a proper Banach functional space $\mathcal{F}$ on $Z$ such that $B$ is the Banach kernel of $\mathcal{F}$.

Proof Let $\Phi: Z \rightarrow U$ be a mapping to a Banach space $U$ such that $B$ is the Banach kernel of $\Phi$ (such a $\Phi$ exists by Proposition (1). Without loss of generality we will assume that $\Phi(Z)$ spans $U$. Define $\mathcal{F}$ to be the set of all functions $f: Z \rightarrow \mathbb{R}$ of the form

$$
\begin{equation*}
f(z):=\phi(\Phi(z)) \tag{54}
\end{equation*}
$$

where $\phi$ is a continuous linear functional on $U, \phi \in U^{*}$. The norm of the function (54) is $\|f\|_{\mathcal{F}}:=\|\phi\|_{U^{*}}$. We will prove that $\mathcal{F}$ is a PBFS and that $B$ is the Banach kernel of $\mathcal{F}$.

It is obvious that $\mathcal{F}$ is a linear space (under the usual pointwise operations of addition and multiplication by scalar) and that $\|f\|_{\mathcal{F}}$ is well-defined (i.e., does not depend on the choice of $\phi$ satisfying (54): there is only one such $\phi$ ). All defining properties of a norm are clearly satisfied for $\|\cdot\|_{\mathcal{F}}$; in particular, $\|f\|_{\mathcal{F}}=0$ implies $f=0$. The completeness of $\mathcal{F}$ follows from the completeness of $U^{*}$. The boundedness of the evaluation functionals for $\mathcal{F}$ means that, for each fixed $z \in Z$,

$$
\sup _{\phi:\|\phi\|_{U^{*}} \leq 1}|\phi(\Phi(z))|<\infty
$$

this immediately follows from the definition of $\|\cdot\|_{U^{*}}$. This completes the proof that $\mathcal{F}$ is a PBFS.

It remains to check that $B$ is the Banach kernel of $\mathcal{F}$, i.e., that

$$
\begin{equation*}
\left\|\left(t_{1}, \ldots, t_{n}\right)\right\|_{B\left(z_{1}, \ldots, z_{n}\right)}=\left\|\phi \mapsto t_{1} \phi\left(\Phi\left(z_{1}\right)\right)+\cdots+t_{n} \phi\left(\Phi\left(z_{n}\right)\right)\right\|_{U^{* *}} \tag{55}
\end{equation*}
$$

for all $n=1,2, \ldots$, all $\left(t_{1}, \ldots, t_{n}\right) \in(\mathbb{R} \backslash\{0\})^{n}$, and all distinct $z_{1}, \ldots, z_{n} \in Z$. We can rewrite (55) as

$$
\left\|\left(t_{1}, \ldots, t_{n}\right)\right\|_{B\left(z_{1}, \ldots, z_{n}\right)}=\left\|\phi \mapsto \phi\left(t_{1} \Phi\left(z_{1}\right)+\cdots+t_{n} \Phi\left(z_{n}\right)\right)\right\|_{U^{* *}}
$$

since $B$ is the Banach kernel of $\Phi$, this is equivalent to

$$
\left\|t_{1} \Phi\left(z_{1}\right)+\cdots+t_{n} \Phi\left(z_{n}\right)\right\|_{U}=\left\|\phi \mapsto \phi\left(t_{1} \Phi\left(z_{1}\right)+\cdots+t_{n} \Phi\left(z_{n}\right)\right)\right\|_{U^{* *}}
$$

The last equality follows from the fact that the canonical imbedding of $U$ into $U^{* *}$ is an isometry ( $31, \S 4.5$ ).

Remark A Banach kernel $B$ on $Z$ can be visualized as a family $b\left(z_{1}, \ldots, z_{n}\right) \subseteq$ $\mathbb{R}^{n}, n$ ranging over $\{1,2, \ldots\}$ and $z_{1}, \ldots, z_{n}$ over sequences of distinct elements of $Z$, of balanced convex sets containing a neighborhood of zero. Such a family can be obtained from $B$ by replacing each seminorm $\|\cdot\|_{B\left(z_{1}, \ldots, z_{n}\right)}$ with the unit ball in that seminorm; it is well known that the seminorm and the corresponding unit ball carry the same information (see, e.g., 31, Theorems 1.34 and 1.35). Of course, the sets $b\left(z_{1}, \ldots, z_{n}\right)$ should satisfy the two conditions of consistency analogous to those in the definition of a Banach kernel; e.g., the second condition becomes: for all $n=1,2, \ldots$, all $k=1, \ldots, n$, and all $\left(z_{1}, \ldots, z_{n}\right) \in Z^{n}$ whose elements are all different, the set $b\left(z_{1}, \ldots, z_{k}\right)$ is the intersection of $b\left(z_{1}, \ldots, z_{n}\right)$ and the hyperplane $z_{k+1}=\cdots=z_{n}=0$.

Now we can state more explicitly the prediction algorithm described above and guaranteeing (4). Following (45) (with $\Phi$ defined by (50)), define

$$
\begin{align*}
f_{n}(y, \mu): & =\left(\frac{1}{Y^{2}}\left(\sum_{i=1}^{n-1}\left(y_{i}-\mu_{i}\right) \mu_{i}+(y-\mu) \mu\right)^{2}\right. \\
+ & \left.\left\|\left(y_{1}-\mu_{1}, \ldots, y_{n-1}-\mu_{n-1}, y-\mu\right)\right\|_{B\left(x_{1}, \ldots, x_{n-1}, x_{n}\right)}^{2}\right)^{1 / 2} \\
& -\left(\frac{1}{Y^{2}}\left(\sum_{i=1}^{n-1}\left(y_{i}-\mu_{i}\right) \mu_{i}\right)^{2}\right. \\
& \left.+\left\|\left(y_{1}-\mu_{1}, \ldots, y_{n-1}-\mu_{n-1}\right)\right\|_{B\left(x_{1}, \ldots, x_{n-1}\right)}^{2}\right)^{1 / 2} \tag{56}
\end{align*}
$$

This allows us to give the kernel representation of BBK29 with $\Phi$ defined by (50); its parameter is a Banach kernel on the object space $\mathbf{X}$.

## Algorithm guaranteeing (4)

Parameter: Banach kernel $B$ of $\mathcal{F}$
FOR $n=1,2, \ldots$ :
Read $x_{n} \in \mathbf{X}$.
Define $f_{n}:[-Y, Y]^{2} \rightarrow \mathbb{R}$ by (56).
Output any root $\mu \in[-Y, Y]$ of $f_{n}(-Y, \mu)=f_{n}(Y, \mu)$ as $\mu_{n}$;
if there are no such roots, output $\mu_{n} \in\{-Y, Y\}$
such that $\sup _{y \in[-Y, Y]} f_{n}\left(y, \mu_{n}\right) \leq 0$.
$\operatorname{Read} y_{n} \in[-Y, Y]$.
END FOR.
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