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Abstract

A distinct difference configuration is a set of elements contained in a (finite or infinite)

group such that the differences between those elements are pairwise distinct. Such config-

urations may be used to create key predistribution schemes for wireless sensor networks.

After detailing preliminary results and describing the applications, we consider distinct

difference configurations in the free group. This has applications to networks distributed

in a tree-like structure in addition to being an extreme case combinatorially speaking and

therefore mathematically interesting in its own right. Furthermore, our results on the

free group inform our results on other groups. We provide upper bounds on the number

of elements contained in a distinct difference configuration in the free group, in addition

to constructions which provide lower bounds. We then consider distinct difference con-

figurations in all groups before looking at the group Zn, rather than restricting ourselves

to the group Z2 as much of the existing literature does. Next, we consider a natural

generalisation of a distinct difference configuration which we call a difference from unique

pair configuration. We describe the relation between these two objects and their appro-

priateness for use in key predistribution in wireless sensor networks. Finally, we outline

some open problems which are worthy of further study.
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Notation

We provide a table defining the notation used throughout the thesis, including where it

first appears.

Notation Definition Page
G An arbitrary group. 22
S A generating set of a group G. 22
m The number of elements in a configuration. 11
r The maximum distance between a pair of elements in a set. 12
n The cardinality of the generating set (not including inverses). 45
Fn The free group with n generating elements. 45
X The generating set of Fn (not including inverses). 45
X±1 The generating set of Fn (including inverses). 37
e The identity element in a group G. 31

D(x, y) The difference between two elements x, y with D(x, y) = x−1y. 22
d(x, y) The distance between two elements x, y. 22
BL BL = {g ∈ G|g = g1 · g2 · · · gk where gi ∈ S and k ≤ L}. 34
SL SL = {g ∈ G|d(e, g) = L}. 34
BL(x) BL(x) = {g ∈ G|g = x · g1 · g2 · · · gk where gi ∈ S and k ≤ L}. 34
SL(x) SL(x) = {g ∈ G|d(x, g) = L}. 34
BL(x, y) BL(x, y) = {g ∈ G|g = x · g1 · g2 · · · gk where gi ∈ S and k ≤

bLc} ∪ {g ∈ G|y · g1 · g2 · · · gl where gi ∈ S and l ≤ bLc}.
54

SL(x, y) SL(x, y) = {g ∈ G|d(x, g) = bLc and d(y, g) = bLc + 1} ∪ {g ∈
G|d(y, g) = bLc and d(x, g) = bLc+ 1}.

54
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Notation Definition Page

DD(G,S,m, r)

A set of cardinality m contained in a group G with generating
set S such that the distance between a pair of elements in the
set is of length at most r and the differences between any two
different pairs of distinct elements are pairwise distinct.

24

Dx In a DD(G,S,m, 4), Dx = {x′ ∈ X±1 : xx′ ∈ D, xx′ reduced}. 59

Dx In a DD(G,S,m, r), Dx = {x′ : xx′ ∈ D, xx′ reduced}. 79

D̃D(G,S,m, r)

A set of cardinality m contained in a group G with generating
set S such that the distance between a pair of elements in the
set is of length at most r and every difference corresponds to
a unique pair of elements.

116
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Chapter 1

Introduction

1.1 Wireless Sensor Networks

A wireless sensor network consists of a large number of low-power nodes with limited

communication range used to measure and/or analyse complex physical phenomena [38].

Data is typically transmitted frequently between nodes within the network, and cryptog-

raphy may be used to provide confidentiality, integrity, and authentication for transmitted

data. Nodes are generally assumed not to possess enough computational power to per-

form public-key cryptography, and so symmetric keys must be used. Symmetric keys

must therefore be pre-loaded onto the nodes prior to their distribution. This has given

rise to a rich body of research literature on key predistribution, discussing issues such

as the number of different keys required in a network and how to distribute these keys

between the nodes. See [13], [29], [30] for a survey of key predistribution schemes. There

are numerous applications of wireless sensor networks, such as monitoring habitat [37]
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and weather conditions [23], and tracking animal migration [27].

While it is generally assumed that nodes are randomly distributed (for example, they

may be dropped from an aeroplane), there are cases where the distribution is known in

advance, and it is these instances that we are concerned with. Furthermore, we assume

the nodes to be in a fixed position, rather than mobile. The motivation for exisiting work

on this subject has arisen from grid-based networks, such as those in [2], [3]. Examples of

such networks include those used to develop efficient irrigation techniques [21], monitor

air pollution [28], and monitor landslides [25]. Distinct difference configurations can be

used to construct key predistribution schemes for grid-based networks, and such networks

may be represented by the square model. We now outline how this is done.

1.2 Applications to Grid-Based Networks

Square model: We tile the Z2 plane with unit squares, and view the points in Z2 as

being the centres of these tiles. We consider two points to be adjacent exactly when

their squares share an edge. The distance between neighbouring points is therefore 1,

and the neighbourhood of a point (i, j) ∈ Z2 is the set of points {(i− 1, j), (i, j − 1), (i+

1, j), (i, j+ 1)}. The Manhattan distance between two points (i1, j1) and (i2, j2) is defined

as d((i1, j1), (i2, j2)) = |i2 − i1|+ |j2 − j1|.

We follow the notation of [3] in Definition 1.2.1.

Definition 1.2.1. A distinct difference configuration DD(m, r) is a set of m dots placed
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on a (possibly infinite) square grid such that the following two conditions hold:

1) Any pair of dots in the configuration is of Manhattan distance at most r apart,

2) All
(
m
2

)
straight lines between pairs of dots are distinct in either length or gradient.

If we select a square on the grid to be the origin, then we can consider the dots to be a

set of distinct vectors {v1,v2, . . . ,vm} in Z2. For the dots to form a DD(m, r), we require

that for any pairs of vectors vi,vj and vk,vl such that i 6= j and k 6= l, if vi−vj = vk−vl

then i = k and j = l. Furthermore, ||vi − vj|| ≤ r. We do not permit the pair vi = vj in

general.1

Let K be a finite set, where each element of K corresponds to a key, N a set of nodes

(each of which is capable of storing m keys), and W a wireless sensor network formed by

the nodes in N after deployment.

Definition 1.2.2. A key predistribution scheme for W is a map N → Km that assigns

at most m keys in K to each node in N .

In [2] Blackburn et al. create a key predistribution scheme on the Z2 grid in which

N = Z2 (so that every square in the grid contains a node) as follows:

Construction 1.2.3. [2] Let D = {d1,d2, . . . ,dm} be a distinct difference configuration,

and label every node in N by its position. For every shift u ∈ Z2 generate a key ku, and

assign ku to the nodes labelled u + di, where i = 1, 2, . . . ,m.

Remark 1.2.4. If the grid is not infinite, ‘edge cases’ appear. This means that keys

are assigned to positions outside the grid, and leads to some nodes storing a key which

1Note that there are m(m − 1) difference vectors, as order matters when the dots are considered as
vectors.
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is shared with fewer than m − 1 (possibly zero) other nodes, leading to inefficient key

storage. However, such edge cases will typically represent a very small proportion of the

network, and so for the simplification of analysis we ignore such cases.

In Example 1.2.5 below, we give an example of a distinct difference configuration and

how it may be used to distribute keys in a grid-based network using Construction 1.2.3.

Example 1.2.5. The set of dots {(1,0), (0,1), (2,2)} forms a DD(3, 3).

Vectors Manhattan Dist. Grad.
(0, 1), (1, 0) 2 -1
(0, 1), (2, 2) 3 1/2
(1, 0), (2, 2) 3 2

•
•
•

Figure 1.1: A DD(3, 3).

S H K M D
F Z Q C I N O
α D H A L
C R F P G I B
Q A β T D U
γ C B E G J
T A X Y
P δ ε U V B E W

Figure 1.2: Distribution of keys based on Fig-
ure 1.1 and Construction 1.2.3.

We begin by setting the node in the bottom left corner of the grid to be at (0, 0) and

superimposing the dots in Figure 1.1 onto the grid. Assign the key A to the nodes which

coincide with our initial placement of the dots. Shift the dots by (1, 0) and assign the key

B to the nodes which coincide with the new placement of the dots. We continue in this

way for all possible shifts, assigning a different letter to each key. After all such shifts are

completed, each node has been assigned 3 keys. The node at (2, 2) stores the keys {A, G,
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H}, the node at (3, 1) stores the keys {G, J, U}, and the node at (1, 3) stores the keys {H,

K, Q}. Thus, the node at (2, 2) can communicate with the nodes at (1, 3) and (3, 1) as

they share the key H and G respectively. However, the nodes at (1, 3) and (3, 1) cannot

communicate with each other as they do not share a key and are at distance 4 apart.

Lemma 1.2.6. [2] Let D = {d1,d2, . . . ,dm} be the set of positions of dots in a distinct

difference configuration. Suppose D is translated by a vector v in the lattice Z2 and

let D′ = {d1 + v,d2 + v, . . . ,dm + v} be the set of positions of dots in the translated

configuration. Then if v 6= 0, we have |D ∩D′| ≤ 1.

This lemma ensures that a pair of nodes share at most one key.

Theorem 1.2.7. [2] If Construction 1.2.3 is applied to a DD(m, r), then the resulting

key predistribution scheme has the following properties:

1) Each node is assigned m different keys.

2) Each key is assigned to m different nodes.

3) Any two sensors have at most one key in common.

4) The distance between two sensors which have a common key is at most r.

5) Each node can communicate with at most m(m− 1) other nodes.

Proof.

1) There are m dots in a DD(m, r). For each dot, there is exactly one shift u ∈ Z2

such that the dot is placed over a given node in the network. Placing a dot over a node

assigns one key to that node, and so m dots means each node stores m keys. As each shift
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corresponds to a different key, the keys assigned to a given node are pairwise distinct, and

so each node stores m different keys.

2) A key ku is assigned to m positions in the grid, namely those that coincide with

the dots after a shift by u.

3) Let D = {v1,v2, . . . ,vm} be a DD(m, r). Suppose towards a contradiction that we

have two different nodes at positions x and y that share two keys, ku1 and ku2 . Then we

have the following:

x = u1 + v1 for some v1 ∈ D, as x stores ku1 , (1.1)

x = u2 + v2 for some v2 ∈ D, as x stores ku2 , (1.2)

y = u1 + v3 for some v3 ∈ D, as y stores ku1 , (1.3)

y = u2 + v4 for some v4 ∈ D, as y stores ku2 . (1.4)

Therefore, y − x = v4 − v2 and y − x = v3 − v1. As u1 6= u2, equations (1.3) and

(1.4) imply that v4 6= v3. Similarly, (1.1) and (1.2) imply that v1 6= v2. But the distinct

difference property implies that if v4 − v2 = v3 − v1 and v4 6= v2 and v3 6= v1, then

v4 = v3 and v2 = v1. As v4 6= v3 and v4 − v2 = v3 − v1, this implies v4 = v2 or

v3 = v1. In either case, we have x = y. But x and y are different nodes, and so we have

a contradiction. Thus, any two sensors have at most one key in common.
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4) This follows directly from the limit on the distances between dots in a DD(m, r).

5) Each node stores m keys, each of which is shared with at most (m − 1) other nodes.

We say ‘at most’ as it is possible that there is an ‘edge case’, where the key is assigned to

a position outside the grid. By 3), any two nodes have at most one key in common. Each

node thus shares a key with m(m− 1) nodes. By 4), nodes which share a key are within

distance r of each other. Therefore, a given node shares a key with m(m − 1) different

nodes within distance r, and so can communicate securely (due to sharing a key) with

m(m− 1) other nodes.

We now explain why the properties in Theorem 1.2.7 are desirable. If the maximum

number of keys a node in our network can store is m, then by property 1 we can use

a distinct difference configuration with m dots to maximise the number of keys stored

whilst increasing the number of nodes each node can communicate with (as this grows

with m by property 5). Now, consider property 3. If a pair of nodes have at most one key

in common then we don’t waste memory space by having a pair of nodes store multiple

identical keys when only one shared key is needed to communicate. We get this property

from the fact that translated distinct difference configurations overlap in at most one

place. Finally, consider property 4. We can set r to be the communication range of the

nodes, ensuring two nodes which share a key are never out of communication range. This

prevents nodes from needlessly storing keys required to communicate with other nodes

which are out of range. So we are storing as many keys as possible in as efficient a manner

as possible. Note that we take optimal to mean that the value of m is as large as possible

given the parameter r. This is because the greater the value of m, the greater the number
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of nodes in the network that a given node can communicate with, and we typically wish

to maximise this. Our constructions therefore seek to maximise the value of m. Note that

there is a trade-off with the amount of memory storage used if we maximise m. However,

as very little memory space is generally required to store keys we assume throughout that

this is not an issue.

1.3 Other Related Work and our Contribution

There is an extensive body of literature regarding sets with distinct differences. In [5],

Bose constructed a set of q elements in a finite field Fq2 whose (additive) differences are

distinct. If a subset D of a group G is such that every non-identity element of G occurs

an equal number of times as the difference of elements of D, then D is a difference set.

Difference sets in both the abelian and non-abelian case are studied in [10].

Specific classes of distinct difference configurations have been investigated extensively. In

[18], Golomb considers a set of integers A = {a1, a2, . . . , am} with the property that all

differences ai − aj with 1 ≤ i ≤ m, 1 ≤ j ≤ m and i 6= j and i, j ∈ {1, 2, . . . ,m} are

pairwise distinct. Such a set is called a Golomb ruler. This is a 1-dimensional distinct

difference configuration. If |A| = k then we say the Golomb ruler has order k, and the

length of the Golomb ruler is the largest difference between any two elements of A. A

ruler that measures all distances up to its length is said to be perfect. It has been proved

that no perfect ruler of order 5 or greater exists [9]. A related definition is that of a Sidon

set, which is a set of positive integers B = {b1, b2, . . . ...bm} such that all sums bu+ bv with

1 ≤ u ≤ m, 1 ≤ v ≤ m and u 6= v and u, v ∈ {1, 2, . . . ,m} are pairwise distinct. The
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central problem concerning Sidon sets is to find how many terms a Sidon set may contain

for a given upper bound k on the elements in the sequence. This problem is studied (for

example) in [14]. All Sidon sets are Golomb rulers, and vice-versa. To see this, suppose

towards a contradiction that B is a Sidon set and not a Golomb ruler. Then there exist

bi, bj, bk, bl ∈ B such that bi−bj = bk−bl. Then we have bi+bl = bk+bj, which contradicts

our assumption that B is a Sidon set. Thus, a Sidon set is also a Golomb ruler. A similar

argument proves the reverse implication, namely that all Golomb rulers are Sidon sets.

In [19], Golomb and Taylor consider an n × n square grid with exactly one dot in each

row and column such that all difference vectors are pairwise distinct (a Costas array).

Golomb and Taylor showed that Costas arrays exist for n = p−1, n = q−2, n = q−3 and

sometimes exist when n = q − 4 and n = q − 5, where p is a prime number and q is the

power of a prime. In [15], Erdős et al. consider an n×m square grid with exactly one point

in each column such that all difference vectors are pairwise distinct (a sonar sequence).

Erdős et al. showed that, for fixed n, the maximal m for which a sonar sequence exists sat-

isfies n−Cn11/20 < m < n+4n2/3 for all n and m > n+clognloglogn for infinitely many n.

The square model is not the only model. The Hexagonal Model, in which we tile the

R2 plane with regular hexagons with side lengths of 1√
3
, has also been studied (see [2],

[3]). Similarly to the square model, the dots are the centre of these hexagons, and two

dots are adjacent if and only if their hexagons share an edge and the distance between

neighbouring dots is 1. The hexagonal distance between two dots x and y is the smallest

r such that there exists a path p1p2 . . . pr+1, where x = p1, y = pr+1 and pi and pi+1 are

adjacent dots. It is shown in [3] that the square model and hexagonal model are isomor-

18



phic. Honeycomb arrays, defined by Golomb and Taylor in [19], are a hexagonal analogue

of Costas arrays, and are investigated in [4] and [32]. Additional classes of distinct dif-

ference configurations using the square and hexagonal model with different definitions of

distance are discussed in [3]. We provide examples of a Golomb ruler, Costas array, sonar

sequence, and honeycomb array in Figures 1.3, 1.4, 1.5, and 1.6 respectively.

1 2 5 7

Figure 1.3: A perfect Golomb ruler of order
4.

· ··
Figure 1.4: A Costas array forming a
DD(3, 3).

· · ·
Figure 1.5: A sonar sequence forming a
DD(3, 3).

·
·
·

Figure 1.6: A honeycomb array of size 3

In [2], Blackburn et al. consider k-hop coverage in distinct difference configurations

using the square model. The k-hop coverage of a distinct difference configuration is the

number of distinct vectors that can be expressed as the sum of k or fewer difference

vectors. The motivation for considering this parameter stems from its applications in

wireless sensor networks. The greater the k-hop coverage, the greater the (expected)

number of nodes which can be reached via a path of length k in the network. This has

benefits in a wireless sensor network as it increases how efficiently data can be transmitted

within a network. If fewer hops are required to transmit data throughout the network,

19



then fewer transmissions are required – this is particularly useful given our assumption

that the nodes have limited power. The case where k = 2 has been studied by Stinson and

Lee in [26], and in [12] Du et al. consider using two-hop paths as a secure means of data

transmission between two nodes out of communication range in a wireless sensor network,

rather than simply increasing the communication range of the nodes. In [16], Eschenauer

and Gligor describe how multi-hop paths may be used to establish secure connections for

the transmission of data where random key distribution is used. Using multi-hop paths

with random key distribution as a means of secure communication is also discussed in [8].

In [7], Camtepe et al. consider multi-hop paths in the context of randomly distributed

nodes with a deterministic key predistribution scheme.

1.3.1 Structure of the Thesis

The structure of this thesis is as follows. In Chapter 2, we give definitions of difference

and distinct difference configurations which are applicable to all groups, rather than Z2

only. We also outline a key predistribution scheme analogous to that set out in Con-

struction 1.2.3 which may be applied to any distinct difference configuration, rather than

restricting ourselves to grid-based configurations. We then provide some preliminary re-

sults and background material on Cayley graphs which we make use of throughout the

thesis. In Chapters 3, 4, 5, and 6 we consider distinct difference configurations in the

free group. We include motivation for focussing on the free group in addition to back-

ground material required to understand the results. Our primary result states that for

a distinct difference configuration in a free group with n generators and maximum dis-

tance r, there exists an upper bound on the number of elements m contained in the
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distinct difference configuration such that m ≤ n2r(2n − 1)
r+5
3
−2 + O(rnr/3) if r is even

and m ≤ n2(r + 1)(2n− 1)
r+5
3
−2 +O(rn

r+1
3 ) if r is odd. In Chapter 7, we provide results

which are applicable to distinct difference configurations contained in any given group.

In Chapter 8, we consider the group Zn, and show that results which hold true in Z2 do

not necessarily extend to Zn, in addition to providing our own results and constructions.

These results are then applied to the dihedral group. Chapter 9 introduces the concept of

a difference from unique pair configuration, a generalisation of our definition of a distinct

difference configuration. We describe the relation between the two concepts, in addition to

showing that difference from unique pair configurations are not as appropriate as distinct

difference configurations for our applications to wireless sensor networks.
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Chapter 2

Preliminaries

This chapter provides results we make use of throughout the thesis, in addition to some

notation and background material required to understand the results and their applica-

tions. We begin with definitions and results which are a group-theoretic analogue of those

which focus on the square grid discussed in Chapter 1.

2.1 Differences and DDCs

Definition 2.1.1. Let G be a group and S a generating set of G that is closed under

inverses. For two elements g1, g2 ∈ G we define the left difference, denoted DL(g1, g2),

between g1 and g2 to be g1 · g−12 , and the right difference, denoted DR(g1, g2), to be

g−11 · g2. The distance between g1 and g2, denoted d(g1, g2), is the minimum number of

elements (counting multiplicity) of the generating set in the representation of g1 · g−12

(when considering left differences) or g−11 · g2 (when considering right differences) as a

product of generators and their inverses.
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Remark 2.1.2. While the convention is to consider left differences (see [11], [17], [24],

[35], [39], for example), we will typically concern ourselves with right differences. We

have a geometric justification for the use of right differences which we provide later in the

chapter. We show below in Theorem 2.4.3 that choosing to use left or right differences

does not affect any of our results.

Definition 2.1.3. Let G be a group, and let D ⊆ G. We say that D is a distinct difference

configuration if, for every pair of elements d1, d2 ∈ D such that d1 6= d2, if there exists

another pair of elements d3, d4 ∈ D such that d3 6= d4 and d−13 · d4 = d−11 · d2 then d3 = d1

and d4 = d2.

We now provide a small example of a distinct difference configuration.

Example 2.1.4. Let D = {(0, 1, 2), (1, 2, 0), (1, 0, 2)} ⊆ Z3 and label these elements as

a, b, c respectively. We show that D forms a distinct difference configuration. Observe

that a−1 = (−a) = (0,−1,−2), b−1 = (−b) = (−1,−2, 0), c−1 = (−c) = (−1, 0,−2). The

difference between a pair of elements in D is therefore one of the following:

Elements Difference Vector
a− b (−1,−1, 2)
a− c (−1, 1, 0)
b− a (1, 1,−2)
b− c (0, 2,−2)
c− a (1,−1, 0)
c− b (0,−2, 2)

These difference vectors are all pairwise distinct, so if for a pair of elements d1, d2 ∈ D

where d1 6= d2 there exists another pair of elements d3, d4 ∈ D where d3 6= d4 such
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that d−13 d4 = d−11 d2, then d3 = d1 and d4 = d2. Hence, D forms a distinct difference

configuration.

We now define some notation. Let S be a generating set of G that is closed under

inverses. If |D| = m and D is a distinct difference configuration then we say that D

is a DD(G,S,m). Furthermore, if the maximum distance between any pair of elements

d1, d2 ∈ D is r, then we say that D is a DD(G,S,m, r). We omit G and S from the

notation where they are clear from the context.

Remark 2.1.5. By our definition of ‘maximum distance’, there is no requirement that a

DD(G,S,m, r) actually contains a pair of nodes at distance r apart. A DD(G,S,m, r) is

also a DD(G,S,m, r′) for all r′ ≥ r.

Before providing our key predistribution scheme, we require some background material

on Cayley graphs, which we now provide.

2.2 Cayley Graphs

Definition 2.2.1. A graph Γ is a finite, non-empty set of vertices, together with a

(possibly empty) set of unordered pairs of vertices of Γ, known as edges. The vertex

set of Γ is denoted V (Γ), and the edge set of Γ is denoted by E(Γ).1

Definition 2.2.2. A graph in which the pairs of vertices corresponding to edges are

ordered is a directed graph, and the edges are directed edges. The first vertex in the pair

is called the initial vertex, and the second vertex the terminal vertex. Furthermore, the

1Note that our definition does not allow for loops, which are not needed for our application as a node
need not communicate with itself – we therefore consider simple graphs throughout the thesis.

24



elements in the pair must be pairwise distinct. We also allow pairs of opposite directed

edges – that is, edges containing the same pair of vertices but with the order reversed.

Remark 2.2.3. We use the notation (a, b) to denote a directed edge with initial vertex a

and terminal vertex b. We do not allow multiple edges with the same initial and terminal

vertex.

Let S be a finite generating set for a group G. We can construct a graph ΓG,S in

which the vertices correspond to elements of G and for each g ∈ G and s ∈ S, we insert

a directed edge with initial vertex g and terminal vertex g · s.

Definition 2.2.4. Let S be a finite generating set for a group G. We call the directed

graph ΓG,S the Cayley graph of G with respect to S (or simply Cayley graph when G and

S are clear from the context).

Sometimes, it will be convenient to draw parallel directed edges (i.e. two directed

edges with the same pair of initial and terminal vertices, but opposite orderings) as an

undirected edge (as in Figure 2.1).

Remark 2.2.5. Note that as we typically consider finite generating sets which are closed

under inverses, if (a, b) is an edge in ΓG,S then (b, a) is also an edge. To see this, observe

that we must have a · s = b for some s ∈ S when (a, b) is an edge. As S is closed under

inverses, we have s−1 ∈ S. Furthermore, a = b ·s−1 and so (b, a) ∈ E(Γ). We can therefore

think of the Cayley graph in this case as a simple graph.

Example 2.2.6. Set S = {(12), (123), (132)}. This generates the symmetric group S3 =

{e, (12), (13), (23), (123), (132)}, where e is the identity element. We give the Cayley graph

in Figure 2.1.
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(13)

(123)

e

(12)

(132)

(23)

Figure 2.1: Cayley graph of S3 and generating set S = {(12), (123), (132)}

Lemma 2.2.7. Let G be a group and S a finite generating set of G. The Cayley graph

ΓG,S is connected.

Proof. Let u, v ∈ V (ΓG,S). Observe that u−1v ∈ G, and so can be written as the product

of elements of S – say, u−1v = si1 · si2 · . . . · sik . Now, u−1v corresponds to a path in

the Cayley graph from u to v, namely the path with vertex sequence (u, u · si1 , u · si1 ·

si2 , . . . , u · si1 · si2 · . . . · sik). That is, u(si1 · si2 · . . . · sik) = u(u−1v) = v, and so we have a

path from u to v. Thus, the Cayley graph is connected.

Remark 2.2.8. Note that the case where G = Z2 and S = {(±1, 0), (0,±1)} produces a

Cayley graph in the form of a square grid. This is why distinct difference configurations

contained in Z2 have applications in grid-based networks.
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2.3 Key Predistribution Scheme

We now provide a key predistribution scheme analogous to Construction 1.2.3. Our

scheme is applicable to any distinct difference configuration contained in any group, rather

than being restricted to Z2. A more generalised approach is useful as nodes are not nec-

essarily arranged in a grid-like fashion as is the case with Z2. For example, a distinct

difference configuration contained in Z3 introduces elevation. It is commonplace for nodes

in a network to be at different heights due to the environment they are deployed in (such

as hilly terrain), and so a scheme which takes account of this is likely to produce a key

distribution which is closer to optimal in some circumstances. Furthermore, nodes may

be distributed in a variety of patterns, rather than in the uniform pattern seen in the

square grid. We see this in our study of the free group in Chapter 3, in which we consider

nodes distributed in a tree-like pattern. A linear distribution of nodes is also plausible

(for example, on a bridge) and so a distinct difference configuration in Z is likely to be a

more appropriate group for such an application. Thus, it is useful to have a generalised

predistribution scheme which can be adapted to a particular circumstance, rather than

relying on the grid-based approach.

We use the following definition. For a group G, we can place a sensor node in every

vertex in the Cayley graph of G. Denote the set of nodes by N . Two nodes are adjacent

if their corresponding elements are adjacent in the Cayley graph. The distance between

adjacent nodes is 1. The distance between a pair of nodes is the length of the short-

est path between those nodes. This is equivalent to the definition of distance given in

Definition 2.1.1.
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Construction 2.3.1. Let G be a group and let D = {d1, d2, . . . , dm} be a DD(G,S,m, r).

Label every node in N by its corresponding element in G. For every element g ∈ G,

generate a key kg and assign kg to the nodes labelled g · di where i ∈ {1, 2, . . . ,m}.

Theorem 2.3.2. If Construction 2.3.1 is applied to a DD(G,S,m, r), then the resulting

key predistribution scheme has the following properties:

1) Each node is assigned m different keys.

2) Each key is assigned to m different nodes.

3) Any two sensors have at most one key in common.

4) The distance between two sensors which have a common key is at most r.

5) Each node can communicate with at most m(m− 1) other nodes.

Proof. The proof is similar to that of Theorem 1.2.7, however we include it for complete-

ness.

1) There are m elements in a DD(G,S,m, r). For each element, there is exactly one

shift g ∈ G such that the element is mapped to a given node in the network. Mapping an

element of the configuration to a node assigns one key to that node, and so m elements

means each node stores m keys. As each shift corresponds to a different key, the keys

assigned to a given node are pairwise distinct, and so each node stores m different keys.

2) A key kg is assigned to m positions in the network, namely those that coincide with

the elements in the DD(G,S,m, r) after multiplication by g (which are pairwise distinct).
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3) Let D = {d1, d2, . . . , dm} be a DD(G,S,m, r). Suppose towards a contradiction that

there are two different nodes corresponding to x, y ∈ G that share two keys kg1 and kg2 .

Then we have the following equations:

x = g1 · d1 for some d1 ∈ D as x stores kg1 , (1)

x = g2 · d2 for some d2 ∈ D as x stores kg2 , (2)

y = g1 · d3 for some d3 ∈ D as y stores kg1 , (3)

y = g2 · d4 for some d4 ∈ D as y stores kg2 . (4)

Therefore, y−1x = d−14 g−12 g2d2 = d−14 d2 and y−1x = d−13 g−11 g1d1 = d−13 d1. As g1 6= g2,

equations (3) and (4) imply that d3 6= d4. Similarly, (1) and (2) imply that d1 6= d2. But

the distinct difference property implies that if d−14 d2 = d−13 d1 and d4 6= d2 and d3 6= d1,

then d4 = d3 and d2 = d1. As d4 6= d3 and d−14 d2 = d−13 d1, this implies d4 = d2 or

d3 = d1. In both cases, we have x = y. But x and y are different nodes, and so we have

a contradiction. Thus, any two sensors have at most one key in common.

4) This follows directly from the limit on the distances between elements in a DD(G,S,m, r).

5) Each node stores m keys, each of which is shared with at most (m − 1) other nodes.

By property 3, any two nodes have at most one key in common. Each node thus shares

a key with m(m − 1) other nodes. By property 4, nodes which share a key are within

distance r of each other. Therefore, a given node shares a key with m(m − 1) different

nodes within distance r, and so can communicate with m(m− 1) other nodes.

These properties are desirable for precisely the same reasons as in the grid-based case.
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Note that with infinite groups, there are no ‘edge cases’.

2.4 Preliminary Results

Theorem 2.4.1. Let G be a group, g ∈ G, and D ⊆ G. Then D is a distinct difference

configuration if and only if gD is a distinct difference configuration.

Proof. We firstly prove the forward implication. Suppose D = {d1, d2, . . . , dm} is a dis-

tinct difference configuration. Then gD = {g · d1, g · d2, . . . , g · dm}. Suppose two dif-

ferences in gD are equal. Then there exist g · di, g · dj, g · dk, g · dl ∈ gD such that

(g · di)−1g · dj = (g · dk)−1g · dl where i, j, k, l ∈ {1, 2, . . . ,m}. Then d−1i dj = d−1k dl. But

di, dj, dk, dl ∈ D. As D is a distinct difference configuration, di, dj, dk, dl must be such that

di = dk and dj = dl or di = dj and dk = dl (in which case we have the trivial difference).

If di = dk and dj = dl, then g · di = g · dk and g · dj = g · dl. Thus, if the differences

between two pairs of elements in gD are equal, then either the pairs are the same or each

pair consists of the same element twice, and so gD is a distinct difference configuration.

We now prove the reverse implication. Suppose D = {d1, d2, . . . , dm} and that gD =

{g · d1, g · d2, . . . , g · dm} is a distinct difference configuration. By the forward implication,

if gD is a distinct difference configuration, then g−1(gD) = D is also a distinct difference

configuration. Hence, if gD is a distinct difference configuration then D is a distinct

difference configuration and the result follows.

Theorem 2.4.1 ensures that when we translate a distinct difference configuration by

multiplying every element in the configuration by an element g of the group it is contained
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in, the set gD forms a distinct difference configuration. This is analogous to performing

‘shifts’ in the grid case. Note that we use e to denote the identity element.

Theorem 2.4.2. Let D = {d1, d2, . . . , dm} be a DD(G,m, r). Suppose D is translated by

an element g ∈ G to produce a distinct difference configuration gD = {g · d1, g · d2, . . . , g ·

dm}. If g 6= e, then |D ∩ gD| ≤ 1.

Proof. Suppose there exists di, dj, dk, dl ∈ D such that gdk = di and gdl = dj, so that

|D ∩ gD| ≥ 2 and gdi, gdj, gdk, gdl ∈ gD. Then we have D(gdk, gdl) = D(di, dj) = d−1i dj

and D(gdi, gdj) = d−1i g−1gdj = d−1i dj. So D(gdk, gdl) = D(gdi, gdj). By Theorem 2.4.1,

gD is a distinct difference configuration. So gdi = gdk and gdj = gdl. Then di = dk and

dj = dl, and so g = e.

Theorem 2.4.2 shows that when we translate a distinct difference configuration D, the

resulting distinct difference configuration gD overlaps in at most one element. This is

analogous to Lemma 1.2.6 in the context of groups. As in the Z2 case, this ensures that a

pair of nodes share at most one key after distribution. A pair of nodes need share only one

key in order to communicate, and so this ensures that storage is not wasted by allowing

a pair of nodes to share multiple identical keys.

We now provide a theorem which shows that a set of elements is a distinct difference

configuration with respect to left differences if and only if it is a distinct difference con-

figuration with respect to right differences. This means that the bound on the number

of elements contained in a distinct difference configuration is unaffected by whether we

consider right or left differences, and constructions which produce a distinct difference
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configuration with respect to right differences also produce a distinct difference configu-

ration with respect to left differences.

Lemma 2.4.3. Let G be a group, and let D ⊆ G. Then D is a distinct difference configu-

ration with respect to left differences if and only if D is a distinct difference configuration

with respect to right differences.

Proof. We firstly prove the forward implication. Suppose D is a distinct difference con-

figuration with respect to left differences. Let d1, d2, d3, d4 ∈ D such that d−11 d2 = d−13 d4

so that two pairs of elements in D have equal differences with respect to right differences.

Then d3d
−1
1 d2 = d4 and so d3d

−1
1 = d4d

−1
2 . But D is a distinct difference configuration

with respect to left differences, and so either d3 = d4 and d1 = d2 or d1 = d3 and d2 = d4.

Thus, if the differences between two pairs of elements in D are equal with respect to right

differences, then either the pairs are the same or the difference between the elements in

each pair is the trivial difference e. Thus, if D forms a distinct difference configuration

with respect to left differences, then D forms a distinct difference configuration with re-

spect to right differences.

The proof of the converse implication is similar.

The following example illustrates why right difference is the more ‘natural’ definition

from a geometric perspective.

Example 2.4.4. Let G be a group, S a generating set of G, and let a, b, c ∈ S where

a 6= b, a 6= c, b 6= c and a 6= b−1, a 6= c−1, b 6= c−1. Then we have the subgraph of the

Cayley graph ΓG,S shown in Figure 2.2.
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a

ac

ab

abc

Figure 2.2: Subgraph of ΓG,S

We have the following differences:

DR(ac, abc) = c−1a−1abc = c−1bc

DR(abc, ac) = c−1b−1a−1ac = c−1b−1c

DL(ac, abc) = acc−1b−1a−1 = ab−1a−1

DL(abc, ac) = abcc−1a−1 = aba−1.

When considering right differences, the difference formed by a pair of elements corresponds

to the edges in the path from the first element in the pair to the second. When considering

left differences, the difference between a pair of elements corresponds to a path from the

second element to the first. Thus, we see from the Cayley graph that from a geometric

perspective it is more intuitive to consider right differences.

Remark 2.4.5. Observe that the size of the balls and spheres of radius r are unaffected

by where the centre of the ball or sphere is.
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2.5 Maximum Distance and Balls of Radius r

We finish with a result that shows that a distinct difference configuration with maximum

distance r is contained in a ball of radius r about an element of the group. We make use of

this result in forming upper bounds on the number of elements m contained in a distinct

difference configuration, and hence the number of nodes each node can communicate with

and the number of keys assigned to each node. We begin by defining a sphere of radius L,

and a related object, a ball of radius L.

Definition 2.5.1. Let G be a group, S a generating set of G, and x ∈ G. The sphere of

radius L about x is defined as SL(x) = {g ∈ G|d(x, g) = L}.

Definition 2.5.2. Let G be a group, S a generating set of G, and x ∈ G. The ball of

radius L about x is defined as BL(x) = {g ∈ G|d(x, g) ≤ L}.

Note that we use SL and BL to denote the sphere of radius L about the identity

element and ball of radius L about the identity element respectively.

Lemma 2.5.3. Let G be a group and D ⊆ G where the maximum distance between a pair

of elements in D is r. Then D is contained in a ball of radius r.

Proof. Consider an element d ∈ D. As the maximum distance between a pair of elements

in D is r, every element in D is at distance at most r from d. Thus, every element in D

is contained in the ball of radius r with centre d.

Corollary 2.5.4. Let G be a group and S a generating set of G. If D is a DD(G,S,m, r),

then D is contained in a ball of radius r.

Proof. As D is a subset of G the result follows immediately from Lemma 2.5.3.
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Remark 2.5.5. Observe that for all vertices x, y in a Cayley graph, we have |SL(x)| =

|SL(y)| and |BL(x)| = |BL(y)|.
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Chapter 3

The Free Group

We now consider distinct difference configurations in the free group. A widely known

theorem states that the Cayley graph of a free group (on a free generating set) is a tree

(see 3.1.20). Thus, if we wish to distribute the sensors in our network in the form of a tree

(or a tree-like structure), then it is natural to consider free groups. A further motivation

for the study of free groups is the following. In Chapter 6, we use the fact that all finitely

generated groups can be written as the quotient of a free group to show that given a

distinct difference configuration in a non-free group, we can produce a distinct difference

configuration containing at least an equal number of elements in the free group. Finally,

the free group is an ‘extreme’ case, combinatorially. So looking at the free group and

understanding the tree structure is a natural combinatorial problem to consider when

trying to understand distinct difference configurations in all finitely generated groups.

We therefore focus on distinct difference configurations in free groups, before considering

other types of groups.
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We begin by providing some background material on the free group in Section 3.1. We

then provide some preliminary results on the free group before considering configurations

in which the maximum distance is small in Chapters 4 and 5. Finally, we consider the case

where the maximum distance is of arbitrary size and provide upper and lower bounds on

the number of elements contained in an optimal distinct difference configuration, in addi-

tion to providing a construction for a distinct difference configuration with 2n(2n−1)b
r
4
c−1

elements in Chapter 6.

3.1 Background on the Free Group

We now provide some standard facts of the free group, some of which are taken from [34].

Definition 3.1.1. Let X be a non-empty set, and choose a set X−1 = {x−1|x ∈ X} which

is disjoint from X with |X−1| = |X| where x−1 denotes the formal inverse of x. A word

in X is a finite sequence xε11 x
ε2
2 · · ·xεrr where xi ∈ X and εi = ±1 for i ∈ {1, 2, . . . , r}, and

r ≥ 0. If r = 0 then this is the empty word, denoted e.

We denote the setX∪X−1 byX±1. Two words w = xε11 x
ε2
2 · · · xεrr and v = yµ11 y

µ2
2 · · · yµss

are equal if and only if elements in corresponding positions are equal – that is, w = v if

and only if xεii = yµii for all i ∈ {1, 2, . . . , r} and r = s.

The product of two words is defined by concatenation. So, wv = xε11 x
ε2
2 · · ·xεrr y

µ1
1 y

µ2
2 · · · yµss

with we = ew = w. Furthermore, the inverse of w, denoted w−1, is given by w−1 =

x−εrr · · ·x−ε22 x−ε11 , and e−1 = e.
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Let W denote the set of all words in X. We now define an equivalence relation on

W . Two words w = xε11 x
ε2
2 · · ·xεrr , v = yµ11 y

µ2
2 · · · yµss are equivalent if it is possible to

transform one to the other by applying a finite sequence of the following operations:

i) insertion of xx−1 or x−1x where x ∈ X as consecutive elements of a word,

ii) deletion of xx−1 or x−1x as consecutive elements.

We denote such a relation by w∼v.

Theorem 3.1.2. The relation w∼v is an equivalence relation.

Proof. We first show that the relation is reflexive – that is, w∼w. Applying the empty

sequence of the above operations transforms w to w, and so w∼w.

We now show that the relation is symmetric – that is, if w∼v, then v∼w. If w∼v, then we

can apply some finite sequence of the above operations to transform w to v. If we now

replace every instance of an insertion of xx−1 in the sequence with a deletion of xx−1 (and

vice-versa) and every instance of an insertion of an x−1x in the sequence with a deletion

of x−1x (and vice-versa), and reverse the order in which the operations were applied, we

obtain a sequence which transforms v to w. Therefore, v∼w.

We now show that the relation is transitive – that is, if w∼v and v∼u, then w∼u. If

w∼v, then there is some finite sequence of the above operations oi1oi2 · · · oik that trans-

forms w to v. If v∼u, then there exists some finite sequence of the above operations
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oj1oj2 · · · ojl that transforms v to u. If we concatenate these two sequences to obtain

oi1oi2 · · · oikoj1oj2 · · · ojl and apply this sequence of operations to w, then w is transformed

to u via v, and so w∼u.

The relation w∼v is therefore reflexive, symmetric, and transitive. Thus, it is an equiva-

lence relation.

The equivalence class to which a word w belongs is the set of all words which are

equivalent to w, and is denoted [w].

Definition 3.1.3. Let X be a non-empty set, F a group, σ : X → F a function, and G

a group. Then (F, σ) (or simply ‘F ’) is free on X if for each function α : X → G there is

a unique corresponding homomorphism β : F → G such that α = σβ. A group which is

free on some set is a free group.

X

F

G

σ

α

β

Figure 3.1: The relationship between sets and functions in a free group.

Theorem 3.1.4. The function σ : X → F is injective.

Proof. Suppose towards a contradiction that σ is not injective, so there exist x1, x2 ∈ X

such that x1 6= x2 and σ(x1) = σ(x2). Let G be a group with at least two distinct elements
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g1, g2 and choose a function α : X → G such that α(x1) = g1 and α(x2) = g2. Then

β(σ(x1)) = β(σ(x2)), and β(σ(x1)) = α(x1) and β(σ(x2)) = α(x2), and so α(x1) = α(x2).

But then g1 = g2, a contradiction. Thus, σ is injective.

Definition 3.1.5. Let A and B be sets with A ⊆ B. The injection f : A→ B defined by

f(a) = a for all a ∈ A is the inclusion map, denoted Im f .

Theorem 3.1.6. [34] If X is a non-empty set, then there exists a group F and a function

σ : X → F such that (F, σ) is free on X and F = 〈Im σ〉.

Proof. Define F to be the set of all equivalence classes of words in X. We now make

F into a group. Observe that if w∼w′ and v∼v′, then wv∼w′v′. We can therefore de-

fine the product of [w] and [v] as [w][v] = [wv]. Then we have [w][e] = [e][w] = [w]

and [w][w−1] = [ww−1] = [e], and so [e] is the identity and the inverse of [w] is [w−1].

We now show that the product is associative. As concatenation is associative, we have

(wv)u = w(vu) and so ([w][v]) · [u] = [(wv)u] = [w(vu)] = [w] · ([v][u]). Thus, F is a group

with respect to this binary operation.

Now, define a function σ : X → F by σ(x) = [x]. Let G be a group and suppose

α : X → G is a function. Construct a function β with domain the set of all words in

X and range G which maps xε11 x
ε2
2 · · · xεrr to gε11 g

ε2
2 · · · gεrr where gi = α(xi). If w∼v,

then β(w) = β(v), as gg−1 = g−1g = eG, where eG denotes the identity element in

G. Therefore, we can now define a function β : F → G by β([w]) = β(w). Then

β(([w][v])) = β([wv]) = β(wv) = β(w)β(v). Hence, β([w][v]) = β([w])β([v]) and β is

a homomorphism from F to G. Furthermore, β(σ(x)) = β([x]) = β(x) = α(x) for all
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x ∈ X.

We now show that β is unique. If φ : F → G is a homomorphism such that φσ = α,

then φσ = βσ and φ and β agree on Im σ. By Theorem 3.1.2, every word in X generates

the equivalence class it is contained in through a finite sequence of insertions or deletions

of xx−1 or x−1x as consecutive elements with x ∈ X, and so F = 〈Im σ〉. Thus, φ = β

and so β is unique. Therefore, (F, σ) is free on X.

Definition 3.1.7. Let X be a non-empty set, and w a word in X. We say that w is

reduced if it does not contain a pair of consecutive symbols of the form xx−1 or x−1x

where x ∈ X. The empty word is considered reduced.

Example 3.1.8. Let X be a non-empty set, and let x, y ∈ X with x 6= y. The word

xyx−1y−1 is reduced, but the word xyy−1x is not.

Theorem 3.1.9. [34] Let X be a non-empty set. Each equivalence class of words in X

contains a unique reduced word.

Proof. Let w be a word in X. We can delete all consecutive pairs of symbols xx−1 or

x−1x in w (if any exist) to obtain an equivalent word. As words are of finite length, we

can repeat this procedure finitely many times to obtain a reduced word equivalent to w.

Thus, each equivalence class contains at least one reduced word. We now show that such

a word is unique.

Let R be the set of all reduced words, u ∈ X±1, and define a function u′ : R → R
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by:

u′(xε11 x
ε2
2 · · · xεrr ) =

 xε11 x
ε2
2 · · · xεrr u if u 6= x−εrr

xε11 x
ε2
2 · · ·x

εr−1

r−1 if u = x−εrr

where xε11 x
ε2
2 · · ·xεrr is reduced.

Observe that as (u−1)′ is the inverse of u′, we have that u′ is a permutation of R. Consider

the function from X to SR (the symmetric group of R) defined by x 7→ x′, and let F be

the free group on R. Then by the defining property of a free group there exists a unique

homomorphism θ : F → SR such that θ([x]) = x′.

Let w and v be equivalent reduced words. Then [w] = [v] and θ([w]) = θ([v]). If

w = xε11 x
ε2
2 · · ·xεrr , then [w] = [xε11 ][xε22 ] · · · [xεrr ] and θ([w]) = (xε11 )′(xε22 )′ · · · (xεrr )′. If we

apply θ([w]) to the empty word, then we obtain xε11 x
ε2
2 · · ·xεrr = w, as this is reduced.

Similarly, θ([v]) maps the empty word to v. Therefore v = w, and so the reduced word

must be unique.

By Theorem 3.1.9, every element of the constructed free group F can be written in

the form [w], where w = xε11 x
ε2
2 · · · xεrr , with εi = ±1, i ∈ {1, 2, . . . , r}, r ≥ 0 is a reduced

word. By the definition of multiplication in F , we have [w] = [x1]
ε1 [x2]

ε2 · · · [xr]εr . If we

multiply consecutive terms involving the same element xi, then after relabelling the xi’s

we see that [w] can be written in the form

[w] = [x1]
l1 [x2]

l2 · · · [xs]ls
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where s ≥ 0, xi 6= xi+1, and li is a non-zero integer. As the original reduced word can be

reassembled from this, this expression is unique.

Simplifying notation, identify w with [w]. By this convention, each element of F can

be uniquely written in the form

w = xl11 x
l2
2 · · ·xlss

where s ≥ 0, li 6= 0, and xi 6= xi+1. This is the normal form of w.

Example 3.1.10. Let X be a non-empty set, and x, y ∈ X with x 6= y. Consider the

word w = xxxxyyx−1x−1 in X. The normal form of w is x4y2x−2.

Theorem 3.1.11. [34] Let G be a group and X a set with X ⊆ G, and assume that each

element g ∈ G can be uniquely written in the form g = xl11 x
l2
2 · · ·xlss , where xi ∈ X, li 6=

0, xi 6= xi+1, i ∈ {1, 2, . . . , s}, and s ≥ 0. Then G is free on X.

Proof. Let F be a free group on X with σ : X → F the associated injection. By the

mapping property, there is a homomorphism β : F → G such that σβ : X → G is the

inclusion map. As G = 〈X〉 and F contains all reduced words in X, we have that β is

surjective. The function β is injective as each reduced word has a unique corresponding

normal form.

We now provide an example of a free group.

Example 3.1.12. [34] Consider the functions α, β on the set C ∪ {∞} defined by

α(x) = x+ 2 and β(x) =
x

2x+ 1
,
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where ∞ is subject to the rules 1/0 = ∞ and ∞/∞ = 1. As α and β have inverses,

namely α−1(x) = x− 2 and β−1(x) = x/(1− 2x), they are bijections. Therefore, α and β

generate a group of permutations F of C ∪ {∞}.

See page 48 of [34] for a geometric argument that no word can equal 1, and that every

element of F has a unique expression as a reduced word. By Theorem 3.1.11, F is free

on {α, β}.

Theorem 3.1.13. [34] Let F1 be free on X1 and F2 be free on X2 (where F1 and F2 denote

arbitrary free groups). If |X1| = |X2|, then F1
∼= F2.

Proof. Let σ1 : X1 → F1 and σ2 : X2 → F2 be the given injections and α : X1 → X2 be a

bijection. Then we have the following commutative diagrams:

X1

F1

F2

σ1

σ2α

β1

X2

F2

F1

σ2

σ1α
−1

β2

where β1, β2 are homomorphisms. Hence, σ1β1β2 = ασ2β2 = αα−1σ1 = σ1. We therefore

have the following commutative diagram:

X1

F1

F1

σ1

σ1

β2β1
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Replacing β2β1 with the identity map eF1 will make this diagram commute. As F1 is free

on X, the map β2β1 is the unique map such that β2β1σ1 = σ1, and so β2β1 = eF1 . By a

similar argument, β1β2 = eF2 . Thus, β1 is an isomorphism and F1
∼= F2.

Theorem 3.1.14. Let F1 be free on X1 and F2 be free on X2 (where F1 and F2 denote

arbitrary free groups). If F1
∼= F2, then |X1| = |X2|.

Remark 3.1.15. We assume throughout that the generating set of a free group F is the

standard one – that is, for each element x in the generating set there is a unique corre-

sponding formal inverse x−1, and each inverse element corresponds to a single generating

element.

Definition 3.1.16. Let F be a group which is free on a set X, with |X| = n. Then F

has n generating elements, and we say that F has rank n. We denote this by Fn.

Remark 3.1.17. Note that in the case of the free group Fn, we can replace G and S in

our DD(G,S,m, r) notation and instead use DD(Fn,m, r).

Theorem 3.1.18. For l ≥ 1, the number of reduced words of length l in Fn is 2n(2n −

1)l−1.

Proof. We have 2n ‘letters’ – n generators, and n inverses. The first letter of a word can

be any of these 2n letters, and the only condition on each subsequent letter is that it must

not be the inverse of the letter immediately before it (in order for the word to be reduced).

Therefore, at each position in the word after the first letter there are (2n−1) possibilities

– we may have any letter except the inverse of the letter in the position immediately

before. In a reduced word of length l, therefore, we have one letter (the first) for which
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there are 2n possibilities, and (l − 1) letters for which there are (2n − 1) possibilities.

Thus, the number of reduced words of length l is 2n(2n− 1)l−1.

Remark 3.1.19. Every vertex in the Cayley graph of a free group Fn has 2n ‘in’ edges

and 2n ‘out’ edges – one for each generator, and one for each generator’s inverse. To

see this, observe that for a pair of vertices v1 and v2 = v1x where x ∈ X±1, there is an

edge with initial vertex v1 and terminal vertex v2, and a corresponding edge with v2 as

the initial vertex and v1 as the terminal vertex which represents multiplication of v2 by

x−1. Therefore, each vertex is incident to exactly 4n directed edges. See Figure 3.2 as an

example of this.

Lemma 3.1.20. Let F be a group and X a generating set of F . If F is a free group then

the Cayley graph ΓF,X is a tree.

Proof. If F is a group which is free on a set X, then every element g ∈ F may be written

in the form xε11 x
ε2
2 . . . xεkk where xi ∈ X, εi = ±1, i ∈ {1, 2, . . . , k}, k ≥ 0, and εi = εi+1 if

xi = xi+1. By Lemma 2.2.7, the Cayley graph ΓF,X is connected as X generates F .

Suppose towards a contradiction that ΓF,X is not a tree. Then ΓF,X contains a circuit, and

so for some vertex v1 ∈ V (ΓF,X) there is a non-trivial path from v1 to v1, say v1v2 . . . vlv1

where l ≥ 2, which corresponds to v1 · xj1xj2 · · ·xjl−1
where xjt ∈ X±1, xjt 6= x−1jt+1

, t ∈

{1, 2, . . . , l − 1}.

As edges come in pairs, there are two different paths from v1 to vl – namely v1v2 . . . vl

and v1vl, so that v1 · y = vl for some y ∈ X±1 where y 6= xj1 . Then we have the following
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equation:

v1xj1xj2 · · · xjl−1
= v1 · y.

Left multiplying by (v1)
−1, we obtain

xj1xj2 · · · xjl−1
= y.

Left multiplying by y−1, we obtain

y−1xj1xj2 · · ·xjl−1
= e.

Then as y 6= xj1 we have a non-empty reduced word which is equivalent to the empty

word. As each equivalence class has a unique reduced word in the free group, the group

is not free, a contradiction. Thus, the graph ΓF,X must be a tree.
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Figure 3.2: The Cayley graph of F2
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Chapter 4

Small Maximum Distances in the

Free Group

We now consider distinct difference configurations contained in the free group. This chap-

ter is concerned with distinct difference configurations in which the maximum distance

between a pair of points is small. Considering configurations in which the maximum dis-

tance is small has applications in wireless sensor networks in which the communication

range of the sensors is small. In addition to being interesting in their own right, the

results for small distances can typically be extended to configurations with larger (includ-

ing arbitrarily large) maximum distances. Note that the distance between a pair of nodes

corresponds to the number of nodes on the unique shortest path between the nodes in the

pair, and so smaller distances equates to fewer ‘hops’.
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4.1 Maximum Distance 2 in the Free Group

This section is concerned with the case where the maximum distance between a pair of

points in a distinct difference configuration contained in the free group is 2 (note that the

cases where the maximum distances are 0 and 1 are trivial as these produce configurations

of a single element and a single pair of elements respectively). We show that a distinct

difference configuration where the maximum distance between a pair of points is r is

contained in a ball of radius r/2, and so a distinct difference configuration with maximum

distance 2 is contained in a ball of radius 1. Furthermore, we provide an upper bound on

the number of elements contained in such a configuration and describe the structure of a

distinct difference configuration which meets this bound.

Theorem 4.1.1. Let D be a DD(Fn,m, r). Then D is contained in a ball of radius r/2.

Proof. We can assume there exists a pair of elements (d1, d2) ∈ D such that d(d1, d2) = r

(if no such pair exists then we are in the maximum distance r − 1 case). Denote the

unique shortest path from d1 to d2 by Pd1,d2 , and label the mid-point of Pd1,d2 as α so that

d(d1, α) = d(d2, α) = r
2
. Note that α is the centre of an edge if r is odd. We regard paths

as a subset of vertices (so edges are not counted).

Let d3 ∈ D be such that d1 6= d3 and d2 6= d3. If |Pd1,d2 ∩ Pd1,d3| = r + 1 or |Pd1,d2 ∩

Pd2,d3| = r + 1, then d2 = d3 and d1 = d3 respectively, a contradiction. Furthermore,

if |Pd1,d2 ∩ Pd1,d3| = 0, then d3 is only reachable from d2 via d1 and so d(d2, d3) > r,

a contradiction. Similarly, if |Pd1,d2 ∩ Pd2,d3| = 0, then d(d1, d3) > r, a contradiction.

Thus, r > |Pd1,d2 ∩ Pd1,d3| > 0.
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Let |Pd1,d2∩Pd1,d3 | = k+1, and p be the point such that d(d1, p) = k and p ∈ Pd1,d2 . There

are two possibilities: either 0 < k ≤ r/2 or r/2 < k ≤ r. We consider each of these in turn.

0 < k ≤ r/2: As k ≤ r/2, we have d(d2, p) ≥ r/2 and α ∈ Pd2,d3 (note that α is

the mid-point of an edge between two points on the path if r is odd). As α ∈ Pd2,d3 and

d(d2, d3) ≤ r and d(d2, α) = r/2, we have d(d3, α) ≤ r/2. Thus, if 0 < k ≤ r/2 then

d3 ∈ Br/2(α).

r/2 < k ≤ r : We employ a similar argument. As k > r/2, we have d(d1, p) > r/2

and α ∈ Pd1,d3 (again, α is the centre of an edge on the path if r is odd). As α ∈ Pd1,d3

and d(d1, d3) ≤ r and d(d1, α) = r/2, we have d(d3, α) ≤ r/2. Thus, if r/2 < k ≤ r then

d3 ∈ Br/2(α).

Hence, d3 ∈ Br/2(α), and so D ⊆ Br/2(α).

We now present a lemma which states that if a DD(Fn,m, 2) contained in a ball of

radius 1 about an element g ∈ Fn contains g (the element at the centre of the ball), then

the upper bound on the number of elements in the configuration m is n+1. Furthermore,

distinct difference configurations which meet this bound exist.

Lemma 4.1.2. Let D be a DD(Fn,m, 2) where D ⊆ B1(g) and g ∈ Fn. If g ∈ D,

then m ≤ n+ 1, where the bound is tight.

Proof. We begin by showing that m ≤ n + 1. By Theorem 2.4.1 we can translate any

DD(Fn,m, 2) contained in B1(e) so that it is contained in B1(g) (and vice-versa), whilst
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retaining the distinct difference property. We can therefore assume without loss of gen-

erality that the centre of the ball is the identity element e. We have B1(e) = e ∪ X±1.

Consider a, a−1 ∈ X±1. We have D(e, a) = a and D(a−1, e) = a. Thus, for every generat-

ing element and it’s corresponding inverse, D can contain at most one of those elements.

As there are n generating elements (and inverses) in X±1, D can contain at most n ele-

ments from X±1, in addition to e. Hence, if D contains the element at the centre of the

ball then D contains at most n+ 1 elements and so m ≤ n+ 1.

We now prove that there exists a DD(Fn,m, 2), say D∗, contained in B1(g) with g ∈ D∗

and |D∗| = n + 1. Again, we can assume g = e. Set D∗ = e ∪X, so that |D∗| = n + 1.

We now show that D∗ forms a DD(Fn,m, 2). A pair of elements in D∗ is either of the

form (e, a) where a ∈ X or (b, c) where b, c ∈ X. As above, we have D(e, a) = a and

D(a, e) = a−1. Thus, the difference between a pair of elements containing e is of length 1

and uniquely defined by the corresponding generating element. Therefore, the difference

between two different pairs of elements where both pairs contain e cannot be equal. Now,

we have D(b, c) = b−1c and D(c, b) = c−1b. Thus, the difference between a pair of distinct

generating elements is of length 2, and so cannot be equal to the difference between a pair

of elements containing e. Finally, consider the case in which two pairs of elements in X

are equal where each pair consists of two distinct elements. Then for some p, q, r, s ∈ X

we have D(p, q) = D(r, s). Then p−1q = r−1s. Left multiplying by p, we obtain q = pr−1s.

As q ∈ X, we have that q is of length 1. Thus, either p = r or r = s. If p = r, then q = s,

and so (p, q) = (r, s) and the pairs are the same. If r = s, then p = q and so we have

the trivial difference in both pairs. Thus, D∗ forms a DD(Fn,m, 2). As |D∗| = n+ 1 the
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bound is tight.

We now show that a large DD(Fn,m, 2) is contained in the sphere S1(g) for some

g ∈ Fn.

Theorem 4.1.3. Let D be a DD(Fn,m, 2) where n > 1. Then m ≤ 2n, and m = 2n if

and only if D = S1(g) for some g ∈ Fn. Furthermore, if n+ 1 < m ≤ 2n then D ⊆ S1(g)

for some g ∈ Fn.

Proof. We first prove that m ≤ 2n. By Theorem 4.1.1, D ⊆ B1(g) for some g ∈ Fn. By

Lemma 4.1.2, if g ∈ D then m ≤ n+ 1. We have B1(g) = g ∪ S1(g), and so if m > n+ 1

we must have g /∈ D and so D ⊆ S1(g). As |S1(g)| = 2n, we have m ≤ 2n and equality

can hold only if D = S1(g).

We now show that S1(g) forms a DD(Fn,m, 2). If S1(g) does not form a DD(Fn,m, 2),

then there exist two pairs of elements (a, b) ∈ S1(g) and (c, d) ∈ S1(g) such that D(a, b) =

D(c, d) where a 6= b and c 6= d. By Theorem 2.4.1 we can assume without loss of generality

that g = e, so a, b, c, d ∈ X±1. We have a−1b = c−1d. Left multiplying by a we obtain

b = ac−1d. As b ∈ X±1, we have that b is of length 1. Thus, either a = c or c = d. If

a = c then b = d and so (a, b) = (c, d) and the pairs are the same. If c = d then a = b and

so we have the trivial difference in both pairs. Thus, S1(e) (and therefore S1(g)) forms a

DD(Fn,m, 2) with m = 2n.

Remark 4.1.4. Note that in Theorem 4.1.3 we restrict ourselves to the case where n > 1

as we have n + 1 = 2n when n = 1. If n = 1, then inspection of the Cayley graph will

show that a DD(F1,m, 2) is such that m ≤ 2. If n = 1 and m = 2 then the configuration
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consists of a pair of nodes at distance either 1 or 2 apart. Furthermore, note that in the

proof of Lemma 4.1.2 we have an example of a DD(Fn,m, 2) where m = n+ 1 such that

D /∈ S1(e) but D ⊆ B1(e) as e ∈ D. This is in contrast to the result for larger values of m

in Theorem 4.1.3.

4.2 Maximum Distance 3 in a Free Group

This section is concerned with the case where the maximum distance between a pair of

points in a distinct difference configuration contained in the free group is 3. We begin by

providing an upper bound on the number of elements contained in such a configuration.

We then provide some results describing the form of a configuration with size close to this

bound.

We first define what we mean by a ball which has centre the mid-point of an edge

contained in a group G with generating set S. The ball of radius L with centre the

mid-point of the edge (a, b), denoted BL(a, b), is defined as BL(a, b) = {g ∈ G|a · g1 ·

g2 · · · gk where gi ∈ S and k ≤ bLc} ∪ {g ∈ G|b · g1 · g2 · · · gl where gi ∈ S and l ≤ bLc}.

Similarly, we define the sphere of radius L about the mid-point of the edge (a, b), denoted

SL(a, b), as SL(a, b) = {g ∈ G|d(a, g) = bLc and d(b, g) = bLc + 1} ∪ {g ∈ G|d(b, g) =

bLc and d(a, g) = bLc+ 1}.

Theorem 4.2.1. Let D be a DD(Fn,m, 3). Then m ≤ 2n+ 1, and the bound is tight.

Proof. By Theorem 2.4.1 and Theorem 4.1.1 we can assume without loss of generality

that D is contained in B1.5(e, a) for some a ∈ X±1. We first show that m ≤ 2n + 1. We
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have that B1.5(e, a) = X±1 ∪ aX±1, and so |B1.5(e, a)| = 4n. We can therefore partition

B1.5(e, a) into n quadruples of the form {x, x−1, ax, ax−1} where x ∈ X. Observe that

D(x, x−1) = x−1x−1 = D(ax, ax−1). Thus, D cannot contain such a quadruple, and so

must contain at most 3 elements from every such quadruple. As there are n such quadru-

ples and D can contain at most 3 elements from every quadruple, it follows that m ≤ 3n.

Now, observe that for y, z ∈ X±1 where y 6= z, we have D(y, z) = y−1z = D(ay, az).

Therefore, D can contain at most one pair of elements of the form {y, ay}. For every

quadruple {y, y−1, ay, ay−1}, any subset of size 3 contained in this quadruple contains

either {y, ay} or {y−1, ay−1}. As D can contain at most one such pair of elements, D

must contain at most 2 elements from every such quadruple but one, which contains at

most 3 elements. As there are n quadruples, we have m ≤ 2(n − 1) + 3 = 2n + 1. This

establishes the upper bound. We now show that a configuration with m = 2n+ 1 exists,

and so the bound is tight.

Consider the set X±1 ∪ {aa}, which has size 2n + 1. We show that this set forms a

DD(Fn,m, 3) with m = 2n + 1. The only differences of length 1 are D(a, aa) = a and

D(aa, a) = a−1, which are pairwise distinct. The differences of length 2 are between pairs

of elements (u, v) where u, v ∈ X±1. By Theorem 4.1.3, we have that all the differences of

length 2 are pairwise distinct. The differences of length 3 are between pairs of elements

of the form (u, aa) where u ∈ X\{a}. Suppose towards a contradiction that there exist

two different such pairs whose differences are equal. Then we have u, v ∈ X±1 with either

D(u, aa) = D(v, aa) or D(u, aa) = D(aa, v). If D(u, aa) = D(v, aa) then u−1aa = v−1aa

and so u = v. But then the pairs are not different, a contradiction. If D(u, aa) = D(aa, v)
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then u−1aa = a−1a−1v. Left multiplying by aa we obtain aau−1aa = v. But the reduced

form of aau−1aa is of length at least 3, whereas v is of length 1 as v ∈ X±1, and so we

have a contradiction. Thus, two differences of length 3 formed by two different pairs of

elements cannot be equal. Hence, X±1 ∪ aa forms a DD(Fn,m, 3) with m = 2n + 1, and

so the bound is tight.

We now provide a theorem which describes a condition that a large DD(Fn,m, 3) must

satisfy. Our proof of this theorem outlines the form a DD(Fn,m, 3) must take.

Theorem 4.2.2. Let D be a DD(Fn,m, 3) where D ⊆ B1.5(g1, g2) and m > n + 1. Then

either g1 /∈ D or g2 /∈ D.

Proof. By Theorem 2.4.1 and Theorem 4.1.1 we can assume without loss of generality

that D is contained in B1.5(e, a) for some a ∈ X±1. This is because by Theorem 4.1.1 D

is contained in a ball of radius 1.5 about the mid-point of an edge. Furthermore, by The-

orem 2.4.1 we can translate a distinct difference configuration contained in B1.5(g1, g2)

so that it is contained in B1.5(e, a) (without affecting the distinct difference property),

with g1 translated to e and g2 translated to a. We have that B1.5(e, a) = X±1 ∪ aX±1,

and so |B1.5(e, a)| = 4n. We can therefore partition B1.5(e, a) into n quadruples of the

form {x, x−1, ax, ax−1} where x ∈ X. Suppose towards a contradiction that e, a ∈ D and

m > n+ 1. We now show that for each such quadruple (except {a, a−1, aa, e}), if e, a ∈ D

then D can contain at most one element from that quadruple.

For each quadruple, there are
(
4
2

)
= 6 subsets of size 2. We consider each of these in

turn:
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(x, ax) : D(a, ax) = x = D(e, x). Therefore D cannot contain both x and ax.

(x, x−1) : D(e, x) = x = D(x−1, e). Therefore D cannot contain both x and x−1.

(x, ax−1) : D(a, ax−1) = x−1 = D(x, e). Therefore D cannot contain both x and ax−1.

(ax, x−1) : D(x−1, e) = x = D(a, ax). Therefore D cannot contain both ax and x−1.

(ax, ax−1) : D(a, ax) = x = D(ax−1, a). Therefore D cannot contain both ax and ax−1.

(x−1, ax−1) : D(e, x−1) = x−1 = D(a, ax−1). Therefore D cannot contain both x−1 and

ax−1.

Hence, D cannot contain any subsets of size 2 contained in any of the n − 1 quadru-

ples. Therefore D contains at most one element from each of the n− 1 such quadruples.

Now, we have that D(a, e) = a−1 = D(e, a−1), and so if e, a ∈ D then D cannot contain

a−1. Similarly, we have D(e, a) = a = D(a, aa), and so if e, a ∈ D then aa /∈ D. Thus, if

e, a ∈ D then D contains at most n− 1 + 2 = n + 1 elements, a contradiction. Hence, if

m > n+ 1 then either e /∈ D or a /∈ D. The result follows by Theorem 2.4.1.

Remark 4.2.3. The proof of Theorem 4.2.1 shows the form that every DD(Fn,m, 3) with

m = 2n + 1 must take. Suppose such a configuration is contained in B1.5(e, a) for some

a ∈ X±1. Then the configuration consists of at most n − 1 pairs of elements from n − 1

disjoint quadruples of the form {x, x−1, ax, ax−1} for some x ∈ X±1 and one triple from

the quadruple {y, y−1, ay, ay−1} for some y ∈ X±1.
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Chapter 5

Maximum Distance 4 in a Free

Group

This chapter is concerned with the case where the maximum distance between a pair of

points in a distinct difference configuration contained in the free group is 4. We separate

this from the cases where the maximum distance is 2 or 3 as having a larger maximum

distance allows us to formulate results and constructions which were either not possible

with, or not applicable to, smaller distances. These results can also be extended to larger

maximum distances. We begin with a theorem which states an if and only if condition

a subset contained in a sphere of radius 2 about an element of the group must satisfy in

order to form a distinct difference configuration. We use this condition in tandem with

an upper bound on the number of edges in a bipartite graph with no 4-cycles to give an

upper bound on the number of elements contained in such a configuration. We briefly

describe affine planes and their properties as these are needed for our construction. We
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then provide our construction, which we show produces a distinct difference configuration

with the number of elements m close to the upper bound. Our construction is therefore

useful for distributing keys in a network where we wish to maximise the number of nodes

each node in the network can communicate with, as each node can communicate with

m(m− 1) other nodes. Thus, it gives near-maximum connectivity.

We now introduce some notation. Let D be a DD(Fn,m, 4). By Theorem 4.1.1, we

have D ⊆ B2(g) for some g ∈ Fn. Let D ⊆ S2(g) = B2(g)\B1(g). Define the following for

every x ∈ B1(g) :

Dx = {x′ ∈ X±1 : xx′ ∈ D, xx′ reduced}.

Theorem 5.0.1. Let D ⊆ S2(g) for some g ∈ Fn. Then D is a distinct difference

configuration if and only if |Dx ∩Dy| ≤ 1 for all x, y ∈ B1(g) where x 6= y.

Proof. We first prove the forward implication. That is, if |Dx ∩ Dy| ≥ 2 for some

x, y ∈ B1(g) where x 6= y, then D does not form a distinct difference configuration.

If |Dx ∩ Dy| ≥ 2, then there exist elements xz, xw, yz, yw ∈ D where w, z ∈ Dx and

w, z ∈ Dy and w 6= z. As these words are reduced, they are pairwise distinct. But

D(xz, xw) = z−1w = D(yz, yw), so the differences are not pairwise distinct and D does

not form a distinct difference configuration. Thus, if |Dx ∩Dy| ≥ 2 then D does not form

a distinct difference configuration.

We now prove the reverse implication. That is, if |Dx ∩ Dy| ≤ 1 for all x, y ∈ B1(g)

then D forms a distinct difference configuration. Note that Dg is the empty set, and

so |Dg ∩ Dh| = 0 for all h ∈ B1(g). We now consider the elements in S1(g). Every pair

of elements in D is of the form (xx′, yy′) where x′, y′ ∈ X±1. There are three possible cases.
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(i) If x = y and x′ 6= y′, then D(xx′, yy′) = D(xx′, xy′) = x′−1xxy′ = x′−1y′, which

has length 2.

(ii) If x 6= y, then D(xx′, yy′) = x′−1x−1yy′, which has length 4.

(iii) If x = y and x′ = y′, then D(xx′, yy′) = e, the trivial difference.

We now consider when a pair of differences can be equal. There are three possibilities;

two differences of the form (i) are equal, one difference of the form (i) and one difference

of the form (ii) are equal, or two differences of the form (ii) are equal. We consider each

of these cases in turn. Note that if two different pairs of elements produce the trivial

difference, this does not prevent D being a distinct difference configuration.

1 – two differences from (i) : If two differences of the form (i) are equal, then for some

x, z ∈ B1(g) and x′, y′, z′, w′ ∈ X±1 we have D(xx′, xy′) = x′−1y′ = z′−1w′ = D(zz′, zw′).

Left multiplying by x′, we obtain y′ = x′z′−1w′. As y′ is of length 1, either x′ = z′ or

z′ = w′. We consider each of these possibilities in turn.

If x′ = z′, then y′ = w′. Therefore x′, y′ ∈ Dx ∩ Dz. As |Dx ∩ Dz| ≤ 1 if x 6= z, we

must have either x = z or x′ = y′. If x = z then since x′ = z′ and y′ = w′ we see that

xx′ = zz′ and xy′ = zw′, and so the pairs are equal. If x′ = y′, then x′ = y′ = z′ = w′

and D(xx′, xy′) = D(xx′, xx′) = D(zz′, zw′) = D(zz′, zz′) = e, the trivial difference.
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If z′ = w′, then x′ = y′ and so xx′ = xy′ and zz′ = zw′. Therefore D(xx′, xy′) =

D(zz′, zw′) = e, the trivial difference.

Thus, if the differences between two pairs of elements of the form (i) are equal, then ei-

ther the pairs must be equal or the difference between each pair of elements is the identity.

2 – one from (i) and one from (ii) : Differences of the form in (i) are of length 2, and

differences of the form (ii) are of length 4. Therefore, two such differences cannot be equal.

3 – two from (ii) : Recall that g is the centre of the sphere with D ⊆ S2(g), and so for a

pair of elements xx′ ∈ D and yy′ ∈ D we have xx′ ∈ S2(g) and yy′ ∈ S2(g). We therefore

have d(g, xx′) = d(g, yy′) = 2, and so xx′ = gx∗x′ and yy′ = gy∗y′ for some x∗, y∗ ∈ X±1

with x∗ 6= y∗. We therefore have D(xx′, yy′) = x′−1x∗−1g−1gy∗y′ = x′−1x∗−1y∗y, and this

is reduced as the difference is of length 4. This difference therefore corresponds uniquely

to the ordered pair of elements gx∗x′ = xx′ and gy∗y′ = yy′. Thus, every difference of

length 4 between elements in D corresponds to a unique ordered pair of elements, and so

the differences are pairwise distinct.

Hence, if |Dx ∩ Dy| ≤ 1 for all x, y ∈ B1(g) with x 6= y, then the differences formed

by distinct pairs of elements in D are pairwise distinct, and so D forms a distinct differ-

ence configuration.
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Hence, D is a distinct difference configuration if and only if |Dx ∩ Dy| ≤ 1 for all

x, y ∈ B1(g) where x 6= y.

We now state a preliminary theorem we make use of in giving our upper bound.

Theorem 5.0.2. [33] Let Γ be a bipartite graph with parts A and B where |A| = |B| = k.

If Γ contains no 4-cycles, then |E(Γ)| ≤ k
2
(1 +

√
4k − 3).

Theorem 5.0.3. If D is a DD(Fn,m, 4), then m ≤ n(3 +
√

8n− 3).

Proof. By Theorem 4.1.1, D is contained in B2(g) for some g ∈ Fn. The number of ele-

ments contained in B2(g)\S2(g) (that is, B1(g)) is 2n+1. By Theorem 4.1.3, the maximum

number of elements in a distinct difference configuration contained in B1(g) is 2n. Thus,

if M is an upper bound on the number of elements in a distinct difference configuration

contained in S2(g), then the number of elements m in a DD(Fn,m, 4) has an upper bound

of at most M + 2n. We now show that n(1 +
√

8n− 3) is an upper bound on M .

Construct a bipartite graph β with parts A and B where |A| = |B| = 2n as follows.

Label the vertices in A by the elements in X±1, and label the vertices in B by the sets

Dx, where x ∈ S1(g). Insert an (undirected) edge incident to a vertex v ∈ A and a vertex

Dx ∈ B if xv ∈ D. Note that xv ∈ D if and only if v ∈ Dx. The number of edges in β

is therefore equal to |D ∩ S2(g)|. Now, by Theorem 5.0.1, we must have |Dx ∩ Dy| ≤ 1

for all x, y ∈ S1(g) where x 6= y. Observe that there exists a 4-cycle in β if and only if

|Dx ∩Dy| = 2 for some x, y ∈ S1(g) where x 6= y. As D is a DD(Fn,m, 4), there does not

exist such a pair of elements x and y. Thus, β contains no 4-cycles. By Theorem 5.0.2,

62



we have |E(β)| ≤ 2n
2

(1 +
√

4(2n)− 3) = n(1 +
√

8n− 3). Thus, M ≤ n(1 +
√

8n− 3).

As m ≤M + 2n, we have m ≤ n(1 +
√

8n− 3) + 2n = n(3 +
√

8n− 3).

Remark 5.0.4. For sufficently large n, the upper bound in Theorem 5.0.3 approximates

to n
√

8n+ 3n = 2
√

2n3/2 + 3n.

Our construction makes use of affine planes. We therefore provide some background

on affine planes, including some standard results and notation which we make use of in

our construction.

Definition 5.0.5. Let A consist of a set of points P and a set of blocks which are subsets

of P , and let two blocks be parallel if they are equal or disjoint. We say that A forms an

affine plane if the following conditions are satisfied:

• Any two distinct points lie in a unique block,

• Each block contains at least two points,

• Given a point and a block, there is a unique block which contains that point and is

parallel to the given block,

• There exist three points such that no block contains all three points.

Lemma 5.0.6. [6] Let A be an affine plane containing a finite number of points. If there

exists a block containing k points in A, then the following are true:

• Each block contains k points,

• Each point is contained in k + 1 blocks,

• There are k2 points in A,

• There are a total of k2 + k blocks.
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We refer to the number k in Lemma 5.0.6 as the order of A.

Lemma 5.0.7. [6] Let k be a prime power. Then there exists an affine plane of order k.

5.1 Construction for 2n = q2

We begin with our construction for the case where 2n = q2. This is the ideal case, and

we present a more complex version of this construction in the following section which

produces a distinct difference configuration for the case where 2n ≥ q2.

We now define some notation. Let A be an affine plane of order q, where q is a prime

power. So A contains q2 points and q(q + 1) blocks of size q. Let P denote the set of

points and L denote the set of blocks. Choose a class of parallel blocks, call these the

blocks of infinite gradient, and denote the class by L∞. Let L\L∞ denote L minus the

blocks of infinite gradient. So |L\L∞| = q2.

Lemma 5.1.1. If A is an affine plane of order q with q2 points where q2 = 2n for some

n ∈ Z, then n ≥ q.

Proof. Suppose towards a contradiction that n < q. Then, as 2n = q2, we have q2 < 2q,

and so q < 2. Then q is at most 1. But n < q, and so n < 1. Then n = 0 and q2 = 0 and

so n = q = 0, a contradiction. Thus, n ≥ q.

We now define further notation before providing our construction. Let γ : P → X±1

and ϕ : X±1 → L\L∞ be bijections; note that ϕ(x) is a block in A, so ϕ(x) ⊆ P . As each

point in the block is mapped to an element of X±1 by γ, we have the set γ(ϕ(x)) ⊆ X±1.
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We say that a pair of bijections (γ, ϕ) is inverse-avoiding if x−1 /∈ γ(ϕ(x)) for all x ∈ X±1.

We show below in Theorem 5.1.4 that an inverse-avoiding pair (γ, ϕ) always exists.

Construction 5.1.2. Let (γ, ϕ) be inverse-avoiding. Set D =
⋃

x∈X±1

x · γ(ϕ(x)).1

Theorem 5.1.3. Construction 5.1.2 produces a DD(Fn, 2
√

2n3/2, 4).

Proof. We first prove that our construction produces a distinct difference configuration D.

As γ(ϕ(x)) ⊆ X±1 and all elements in X±1 are of length 1, and x−1 /∈ γ(ϕ(x)), all el-

ements in the set x · γ(ϕ(x)) are of length 2. Thus, D ⊆ S2(e). Note that Dx = ϕ(B)

where B = ϕ(x) is a block. As the points contained in a pair of blocks intersect in at

most one place in an affine plane, and γ is a bijection, |Dx ∩Dy| ≤ 1 for all x, y ∈ X±1

where x 6= y. By Theorem 5.0.1, D forms a distinct difference configuration.

We now show that D has size 2
√

2n3/2. For each x ∈ X±1, we have Dx = γ(ϕ(x)).

As each block in A is of size q =
√

2n, we have |γ(ϕ(x))| = |Dx| =
√

2n for all x ∈ X±1.

As |X±1| = 2n and the sets xDx are disjoint, D contains |
⋃

x∈X±1

x ·Dx| = q3 = 2n
√

2n =

2
√

2n3/2 elements.

Theorem 5.1.4. A pair of inverse-avoiding bijections (γ, ϕ) with γ : P → X±1 and

ϕ : X±1 → L\L∞ always exists.

Proof. We begin by providing an outline of the proof, which is in several stages. We first

define a set Q which consists of q different pairs of elements of the form {x, x−1} and

1During the thesis examination, it was pointed out that it is possible to use a projective plane rather
than an affine plane for our construction. As projective planes have greater intersection, for many values
of n they will produce a larger distinct difference configuration. However, they never have an even number
of points, and so this may not be the case for all values of n.
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Q ⊆ X±1. We then show that there exist q pairs of distinct points {p, p′} ∈ P where no

pairs have a point in common such that the points p, p′ are contained in a block of infinite

gradient (and therefore not contained together in any other blocks). Further, using the

fact that there exists a subset Q ⊆ X±1 containing q different pairs of elements of the

form {x, x−1}, there exists a bijection γ : P → X±1 such that γ(p) = x and γ(p′) = x−1

for some x ∈ X±1 for each of the q pairs of distinct points {p, p′}. We then seek to show

that once we have a map γ with this property, we can find a map ϕ such that (γ, ϕ) is

inverse-avoiding. We do this by partitioning X±1 and forming a preliminary bijection ϕ̂

which makes use of our partition. We can then use ϕ̂ to formulate a bijection ϕ such

that (γ, ϕ) is inverse-avoiding. The maps ϕ̂ and ϕ are essentially similar as they map the

elements of X±1 to the same parallel classes, however ϕ maps the elements of X±1 to the

blocks within the parallel classes using a matching method which we describe in the proof.

Define Q = {x1, x2, . . . , xq, x−11 , x−12 , . . . , x−1q }, so that Q consists of q different pairs of

distinct elements of the form {x, x−1} and Q ⊆ X±1. As q is a prime power we have

q ≥ 2, so each block contains at least one pair of points. As the blocks in L∞ are disjoint,

we can choose a pair of points {p, p′} from each of the q blocks in L∞ and set γ(p) = x

and γ(p′) = x−1, where x, x−1 ∈ Q and different pairs of points are mapped to different

pairs of elements in Q. By the definition of an affine plane, if a pair of points {p, p′} are

contained together in a block then that block has infinite gradient. As each block in L∞

intersects each block in L\L∞ in at most one point, blocks in L\L∞ contain at most one

point in each of the q pairs of points in Q.
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We now show that there exists a bijection ϕ : X±1 → L\L∞ such that x−1 /∈ γ(ϕ(x))

for all x ∈ X±1, where γ is as above.

As there are q pairs of elements of the form {x, x−1} in Q, we can partition X±1 into

subsets R1, R2, . . . , Rq such that for all i ∈ {1, 2, . . . , q}, the set Ri contains a pair of ele-

ments of the form x, x−1 ∈ Q and |Ri| = q. Label the parallel classes in A not of infinite

gradient (of which there are q) as C1, C2, . . . , Cq. We now define a bijection ϕ̂ which can be

thought of as an approximation to ϕ, which we then use to show how to construct a map ϕ

such that (γ, ϕ) is inverse-avoiding. Define ϕ̂ : X±1 → L\L∞ by requiring ϕ̂(Ri) = Ci, so

that each element in Ri is mapped to a block in Ci, where different elements are mapped

to different blocks so that ϕ̂ is a bijection.

Fix R ∈ {R1, R2, . . . , Rq} and let C denote the parallel class such that ϕ̂(R) = C, so

C ∈ {C1, C2, . . . , Cq}. Construct a bipartite graph with bipartitions of R and C as follows.

The vertices in C are the blocks in C, and the vertices in R are the elements of R. Join

x ∈ R to a block B ∈ C if x−1 /∈ γ(B). Consider x ∈ R, and recall that as the blocks in C

are disjoint they partition the q2 points in X±1. Thus, there exists a unique B′ ∈ C such

that x−1 ∈ γ(B′) for all x ∈ X±1. Hence, x is adjacent to all B ∈ C with B 6= B′. As

|C| = q, we have that every x ∈ R has degree q − 1.

We now show that an R-saturating matching in our bipartite graph exists. By Hall’s

Marriage Theorem [22], such a matching exists if and only if for any subset W ⊆ R, we

have |N(W )| ≥ |W |, where N(W ) denotes the neighbourhood of W .
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Trivially, |N(∅)| = |∅|. As every x ∈ R has degree q − 1, if W is a proper subset of

R so that |W | ≤ q − 1, then we have |N(W )| ≥ |W |. If W = R, then R contains a pair

of elements {y, y−1} ∈ Q by our partition of X±1. Recall that no block in L\L∞ contains

the pair of points {p, p′} ∈ P such that γ(p) = y and γ(p′) = y−1. So, every block in C

is adjacent to either y or y−1. Recall that every point is contained in precisely one block

per parallel class. Let B1 ∈ C be a block such that p ∈ B1, and let B2 ∈ C be a block

such that p′ ∈ B2. So B1 6= B2. As |N(y)| = |N(y)−1| = q − 1 and N(y) 6= N(y−1) and

|C| = q, we have N(y) ∪ N(y−1) = C. Thus, if W = R then W contains a pair of points

{y, y−1} and |N(W )| = q. Hence |N(W )| ≥ |W | for all W ⊆ R, and so an R-saturating

matching exists by Hall’s Marriage Theorem. This matching produces the following con-

dition. For all x ∈ R, we have x−1 /∈ B∗, where B∗ ∈ C is the block adjacent to x in

the matching. Furthermore, this matching gives a bijection between R and C with that

property. As every Ri ∈ {R1, R2, . . . , Rq} contains a pair of elements of the form {x, x−1}

for some x ∈ Q, such a matching exists in every graph bipartitioned into Ri, Ci in this way.

We can construct ϕ from these matchings as follows: if there exists an edge from an

element x ∈ Ri to a block B ∈ Ci, set ϕ(x) = B. Hence, for any x ∈ X±1, there is a

unique Ri ∈ {R1, R2, . . . , Rq} such that x ∈ Ri, and, by our construction of ϕ and γ, we

have x−1 /∈ γ(ϕ(x)). Thus, there exists ϕ such that x−1 /∈ γ(ϕ(x)) for all x ∈ X±1 –

that is, there exists a pair of inverse-avoiding bijections (γ, ϕ) where γ : P → X±1 and

ϕ : X±1 → L\L∞.
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5.2 Construction for 2n ≥ q2

We now assume that q is the largest prime power such that 2n ≥ q2 throughout, as we

make use of this in our construction.

Lemma 5.2.1. Let A be an affine plane of order q, so that A has q2 points. If q2 is even,

then q ≤ q2

2
. If q2 is odd, then q < q2−1

2
.

Proof. Suppose q is even and suppose towards a contradiction that q2

2
< q. Then q2 < 2q

and so q < 2. But q is a prime power, and so q ≥ 2, a contradiction. Thus, q2

2
≥ q.

Suppose q is odd. The lowest odd prime power is 3, so q ≥ 3. If q = 3, then q2−1
2

= 4, so

q2−1
2

> q. As q ≥ 3 and q2−1
2

grows faster than q, we have q2−1
2

> q for all odd q.

If q is even, set Z = {x1, x2, . . . , xq2/2, x−11 , x−12 , . . . , x−1q2/2}, and if q is odd, set Z =

{x1, x2, . . . , x(q2+1)/2, x
−1
1 , x−12 , . . . , x−1(q2−1)/2}, so that |Z| = q2 and Z ⊆ X±1. Note that it

is always possible to construct a set Z in this way as X±1 consists of n pairs of elements

of the form (x, x−1) and n ≥ q2

2
.

We now give a definition and some notation before providing our construction. As be-

fore, let A be an affine plane of order q, letP denote the set of points in A and denote

the set of blocks by L. We choose a class of parallel blocks and call these the blocks

of infinite gradient, denoted by L∞. Let L\L∞ denote L minus the blocks of infinite

gradient. Now, let γ : P → Z and ϕ : Z → L\L∞ be bijections; note that ϕ(x) is a block

in A, so ϕ(x) ⊆ P . As each point in the block is mapped to an element of Z by γ, we

have the set γ(ϕ(x)) ⊆ Z. We say that a pair of bijections (γ, ϕ) is inverse-avoiding if
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x−1 /∈ γ(ϕ(x)) for all x ∈ Z. We show below in Theorem 5.2.6 that there always exists

an inverse-avoiding pair (γ, ϕ).

Construction 5.2.2. Let (γ, ϕ) be inverse-avoiding. Set D =
⋃
x∈Z

x · γ(ϕ(x)).

We now provide a lemma we make use of in showing that our construction produces

a distinct difference configuration of size at least 2
√

2n3/2 −O(n1.2625).

Theorem 5.2.3. [1] For sufficiently large c, the interval [c − c0.525, c] contains a prime

number.

Theorem 5.2.4. For sufficiently large n, Construction 5.2.2 produces a distinct difference

configuration of size at least 2
√

2n3/2 −O(n1.2625).

Proof. We firstly prove that our construction produces a distinct difference configura-

tion D. As γ(ϕ(x)) ⊆ Z for all x ∈ Z and all elements in Z are of length 1, and

x−1 /∈ γ(ϕ(x)) as (γ, ϕ) is inverse-avoiding, all elements in the set x ·γ(ϕ(x)) are of length

2. Thus, D ⊆ S2(e).

As the points contained in a pair of blocks intersect in at most one place in an affine

plane, and γ is a bijection, we have |Dx ∩ Dy| ≤ 1 for all x, y ∈ Z where x 6= y. By

Theorem 5.0.1, D forms a distinct difference configuration.

We now show that D has size at least 2
√

2n3/2 − O(n1.2625). For each x ∈ Z, we have

Dx = γ(ϕ(x)). As each block in A is of size q, we have |γ(ϕ(x))| = |Dx| = q for all x ∈ Z.

As |Z| = q2 and the sets xDx are disjoint, we have |
⋃
x∈Z

Dx| = q3 elements.

By Theorem 5.2.3, q ≥
√

2n −
√

2n
0.525

, and so q2 ≥ 2n − O(n0.7625). Therefore,
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q3 ≥ 2
√

2n3/2 − O(n1.2625). Thus, D forms a distinct difference configuration of size

at least 2
√

2n3/2 −O(n1.2625).

Remark 5.2.5. Construction 5.2.2 produces a distinct difference configuration in which

the leading term of the size of the configuration is equal to the size of the leading term in

the upper bound in Theorem 5.0.3. Indeed, in the case where 2n = q2 the configuration

produced has size 2
√

2n3/2. Construction 5.2.2 therefore produces a configuration of close

to optimal size.

We now provide a theorem which shows that the bijections required by our construction

always exist, so our construction can be used for any value of n.

Theorem 5.2.6. A pair of inverse-avoiding bijections (γ, ϕ) with γ : P → Z and

ϕ : Z → L\L∞ always exists.

Proof. The proof is similar to that of Theorem 5.1.4, with the key difference being the

use of Z in place of X±1 to account for the fact that we no longer necessarily have

|X±1| = 2n = q2. Our use of Z ensures that all bijections and partitions can be defined

analagously to the use of X±1 in Theorem 5.1.4, as we are using a subset Z ⊆ X±1 such

that |Z| = q2.

We begin by providing an outline of the proof, which is in several stages. We first

define a set Q which consists of q different pairs of elements of the form {x, x−1} and

Q ⊆ Z. We then show that there exist q pairs of distinct points {p, p′} ∈ P where no

pairs have a point in common such that the points p, p′ are contained in a block of infi-

nite gradient (and therefore not contained together in any other blocks). Further, using
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the fact that there exists a subset Q ⊆ Z containing q different pairs of elements of the

form {x, x−1}, there exists a bijection γ : P → Z such that γ(p) = x and γ(p′) = x−1

for some x ∈ Z for each of the q pairs of distinct points {p, p′}. We then seek to show

that once we have a map γ with this property, we can find a map ϕ such that (γ, ϕ)

is inverse-avoiding. We do this by partitioning Z and forming a preliminary bijection ϕ̂

which makes use of our partition. We can then use ϕ̂ to formulate a bijection ϕ such

that (γ, ϕ) is inverse-avoiding. The maps ϕ̂ and ϕ are essentially similar as they map

the elements of Z to the same parallel classes, however ϕ maps the elements of Z to the

blocks within the parallel classes using a matching method which we describe in the proof.

By our construction of Z and Lemma 5.2.1, Z contains at least q pairs of elements of

the form {x, x−1}. Define Q = {x1, x2, . . . , xq, x−11 , x−12 , . . . , x−1q }, so that Q consists of q

different pairs of distinct elements of the form {x, x−1} and Q ⊆ Z. As q is a prime power

we have q ≥ 2, so each block contains at least one pair of points. As the blocks in L∞

are disjoint, we can choose a pair of points {p, p′} from each of the q blocks in L∞ and

set γ(p) = x and γ(p′) = x−1, where x, x−1 ∈ Q and different pairs of points are mapped

to different pairs of elements in Q. As each block in L∞ intersects each block in L\L∞

in at most one point, blocks in L\L∞ contain at most one point in each of the q pairs of

points in Q.

We now show that there exists a bijection ϕ : Z → L\L∞ such that x−1 /∈ γ(ϕ(x))

for all x ∈ Z, where γ is as above.
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As there are q pairs of elements of the form {x, x−1} in Q, we can partition Z into

subsets R1, R2, . . . , Rq such that for all i ∈ {1, 2, . . . , q}, the set Ri contains a pair of ele-

ments of the form {x, x−1} ∈ Q and |Ri| = q. Label the parallel classes in A not of infinite

gradient (of which there are q) as C1, C2, . . . , Cq. We now define a bijection ϕ̂ which can be

thought of as an approximation to ϕ, which we then use to show how to construct a map

ϕ such that (γ, ϕ) is inverse-avoiding. Define ϕ̂ : Z → L\L∞ by requiring ϕ̂(Ri) = Ci, so

that each element in Ri is mapped to a block in Ci, where different elements are mapped

to different blocks so that ϕ̂ is a bijection.

Fix R ∈ {R1, R2, . . . , Rq} and let C denote the parallel class such that ϕ̂(R) = C, so

C ∈ {C1, C2, . . . , Cq}. Construct a bipartite graph with bipartitions of R and C as follows.

The vertices in C are the blocks in C, and the vertices in R are the elements of R. Join

x ∈ R to a block B ∈ C if x−1 /∈ γ(B). Consider x ∈ R, and recall that as the blocks

in C are disjoint they partition the q2 points in Z. Thus, if x−1 ∈ Z then there exists a

unique B′ ∈ C such that x−1 ∈ γ(B′). Hence, x is adjacent to all B ∈ C with B 6= B′. As

|C| = q, if x−1 ∈ Z then x ∈ R has degree q − 1. Note that by our construction of Z, if q

even then if x ∈ Z we also have x−1 ∈ Z. If q is odd and x−1 /∈ Z, then x is adjacent to

all blocks in C and so has degree q.

We now show that an R-saturating matching in our bipartite graph exists. By Hall’s

Marriage Theorem [22], such a matching exists if and only if for any subset W ⊆ R, we

have |N(W )| ≥ |W |, where N(W ) denotes the neighbourhood of W .
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Trivially, |N(∅)| = |∅|. As every x ∈ R has degree q − 1, if W is a proper subset of

R so that |W | ≤ q − 1, then we have |N(W )| ≥ |W |. If W = R, then R contains a pair

of elements {y, y−1} ∈ Q by our partition of Z. Recall that no block in L\L∞ contains

the pair of points {p, p′} ∈ P such that γ(p) = y and γ(p′) = y−1. So, every block in C

is adjacent to either y or y−1. Recall that every point is contained in precisely one block

per parallel class. Let B1 ∈ C be a block such that p ∈ B1, and let B2 ∈ C be a block

such that p′ ∈ B2. So B1 6= B2. As |N(y)| = |N(y)−1| = q − 1 and N(y) 6= N(y−1) and

|C| = q, we have N(y) ∪ N(y−1) = C. Thus, if W = R then W contains a pair of points

{y, y−1} and |N(W )| = q. Hence |N(W )| ≥ W for all W ⊆ R, and so an R-saturating

matching exists by Hall’s Marriage Theorem. This matching produces the following con-

dition. For all x ∈ R, we have x−1 /∈ B∗, where B∗ ∈ C is the block adjacent to x in

the matching. Furthermore, this matching gives a bijection between R and C with that

property. As every Ri ∈ {R1, R2, . . . , Rq} contains a pair of elements of the form {x, x−1}

for some x ∈ Q, such a matching exists in every graph bipartitioned into Ri, Ci in this way.

We can construct ϕ from these matchings as follows: if there exists an edge from an

element x ∈ Ri to a block B ∈ Ci, set ϕ(x) = B. Hence, for any x ∈ Z, there is a unique

Ri ∈ {R1, R2, . . . , Rq} such that x ∈ Ri, and, by our construction of ϕ and γ, we have

x−1 /∈ γ(ϕ(x)). Thus, there exists ϕ such that x−1 /∈ γ(ϕ(x)) for all x ∈ Z – that is, there

exists a pair of inverse-avoiding bijections (γ, ϕ) where γ : P → Z and ϕ : Z → L\L∞.

Remark 5.2.7. We can add elements to Construction 5.2.2 as follows. Set A =

{a1, a2, . . . , a2n−q2} where ai ⊆ Z for all i ∈ {1, 2, . . . , 2n − q2} so that |A| = |X±1\Z|.

Label the elements of X±1\Z as {y1, y2, . . . , y2n−q2} and set Dyi = {yi, ai}. As the yi

74



are not involved in our construction, this ensures that the property in Theorem 5.0.1 of

|Dx ∩Dy| ≤ 1 for all x, y ∈ X±1 where x 6= y is retained and so D is a distinct difference

configuration.

This increases the size of our configuration by 2(2n−q2) ≤ 4n. Thus, this still produces a

distinct difference configuration of size at least 2
√

2n3/2 −O(n1.2625), however the precise

size of our configuration has increased.

Remark 5.2.8. Note that if the upper bound on the gap between consecutive primes is

shown to be smaller than in Lemma 5.2.3, then the lower bound on the size of a distinct

difference configuration produced by Construction 5.2.2 will increase. The gap between

consecutive primes produces the O(n1.2625) term, and so if the upper bound on the gap

between consecutive primes decreases then so will the size of the term we subtract from

2
√

2n3/2 in the lower bound on the size of a configuration produced by Construction 5.2.2.
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Chapter 6

Arbitrary Maximum Distance in a

Free Group

This chapter is concerned with the case where the maximum distance between a pair of

points in a distinct difference configuration contained in the free group is an arbitrary

value r. The reults in this chapter therefore hold for any (finite) distinct difference con-

figuration contained in the free group. We begin by presenting a construction which

produces a distinct difference configuration with maximum distance r which has size ap-

proximately equal to the fourth root of the number of elements in a ball of radius r.

This in turn provides a lower bound on the number of elements contained in an optimal

distinct difference configuration with maximum distance r contained in the free group.

This construction also provides a method for constructing a network of nodes distributed

in the form of a tree with a maximum distance of r between any pair of nodes with the

distinct difference property. Furthermore, the number of nodes in the network will be
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approximately equal to the fourth root of the number of elements contained in the ball of

radius r in the free group. We show that this number is reasonable in comparison to the

upper bound later in the chapter. We then extend Theorem 5.0.1 to provide a necessary

and sufficient condition which a set of elements contained in a sphere of radius r/2 must

satisfy in order to form a distinct difference configuration with maximum distance r. We

use this condition to provide an upper bound on the number of elements contained in

such a configuration. This upper bound in tandem with our construction shows that the

maximum number of elements K contained in a distinct difference configuration which is

contained in the free group is between approximately the cube root and fourth root of the

number of elements contained in the ball of radius r. This shows that the number of nodes

in a network which is distributed in the form of a tree corresponding to the Cayley graph

of a free group with the distinct difference property and maximum distance r between

any pair of nodes can contain at most K nodes and K keys. Furthermore, each node in

the network can communicate with K(K − 1) other nodes.

We now present a construction which produces a DD(Fn,m, r) with m =

2n(2n− 1)b
r
4
c−1 for any given r and n.

Construction 6.0.1. Let W be the set of words of length b r
4
c and W ∗ be the set of words

of length d r
4
e. Let π : W → W ∗ be an injection where for all w ∈ W the word w · π(w) is

reduced (see below for a proof this exists). Set D =
⋃

w∈W
w · π(w).

Theorem 6.0.2. Construction 6.0.1 produces a DD(Fn,m, r) of size 2n(2n− 1)b
r
4
c−1.

Proof. We firstly show that such an injection π exists for all values of r. For a word

w ∈ W where w = w1w2 . . . wb r
4
c, if b r

4
c = d r

4
e then set π(w) = wb r

4
cwb r

4
c−1 . . . w2w1. Oth-
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erwise, set π(w) = wb r
4
cwb r

4
c−1 . . . w2w1w1. In both cases, as w is reduced, so is π(w). As

π(w) is of length d r
4
e we have π(w) ∈ W ∗. As wb r

4
c 6= e, we have w−1b r

4
c 6= wb r

4
c. Similarly,

as w1 6= e, we have w−11 6= w1. Therefore, w · π(w) = w1w2 . . . wb r
4
cwb r

4
cwb r

4
c−1 . . . w2w1

and w · π(w) = w1w2 . . . wb r
4
cwb r

4
cwb r

4
c−1 . . . w2w1w1 are reduced. Thus, we can always

construct an injection π with the property that for all w ∈ W the word w ·π(w) is reduced.

As π is an injection, we have |W | = |D|. We therefore have |W | = 2n(2n− 1)b
r
4
c−1 = |D|.

We now show that D forms a distinct difference configuration. Suppose towards a

contradiction that D does not form a distinct difference configuration. Then there ex-

ist x, y, z, w ∈ D such that x−1y = z−1w where it is not true that both x = z and

y = w or that both x = y and z = w. If there is no reduction in x−1y, then x−1y

and z−1w are the same length and equal in every position when written as a mini-

mum length product of generating elements and their inverses. As x, y, z, w are all of

length (b r
4
c + d r

4
e), we have x = z and y = w. So there must be reduction. Let

x = x1x2 · · ·x(b r
4
c+d r

4
e), and represent y, z, w similarly. As x, y, z, w are reduced, we

must have x1x2 · · ·xs = y1y2 · · · ys and z1z2 · · · zs = w1w2 · · ·ws for some s ≥ 1 where

xs+1 6= ys+1 and zs+1 6= ws+1. As x 6= y, we have s < b r
4
c, the length of words in W . Then

we have x−1(b r
4
c+d r

4
e) · · ·x

−1
s+1ys+1 · · · y(b r

4
c+d r

4
e) = z−1(b r

4
c+d r

4
e) · · · z

−1
s+1ws+1 · · ·w(b r

4
c+d r

4
e). Then

xs+1 · · ·x(b r
4
c+d r

4
e) = zs+1 · · · z(b r

4
c+d r

4
e) and ys+1 · · · y(b r

4
c+d r

4
e) = ws+1 · · ·w(b r

4
c+d r

4
e). But as

π is an injection and x, z and y, w are equal in the final d r
4
e positions, this implies that

x = z and y = w, a contradiction. Thus, if the differences between two pairs of elements

in D are equal, then either both pairs contains a single element twice or both pairs are
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equal. Hence, D forms a distinct difference configuration.

We now provide a definition and preliminary lemma we make use of when giving the if

and only if condition a distinct difference configuration contained in the free group must

satisfy. Let D be a DD(Fn,m, r). By Theorem 4.1.1, we have D ⊆ Br/2(g) where g ∈ Fn if

r is even and g is the mid-point of an edge if r is odd. LetD ⊆ Sr/2(g) = Br/2(g)\Br/2−1(g).

Define the following for every x ∈ Br/2−1(g):

Dx = {x′ : xx′ ∈ D, xx′ reduced}.

Lemma 6.0.3. Let D ⊆ Sr/2(g) where g ∈ Fn if r is even and g is the mid-point of an

edge if r is odd. If |Dx ∩Dy| ≤ 1 for all x, y ∈ Br/2−1(g) where x 6= y and there exists a

set of elements a, b, c, d ∈ D such that a−1b = c−1d and a, b, c, d are of equal length, then

either a = c and b = d or a = b and c = d.

Proof. Let a = a1a2 · · · ak, b = b1b2 · · · bk, c = c1c2 · · · ck, d = d1d2 · · · dk, and suppose that

a and b are equal in the first s positions but not s + 1, so that a1a2 · · · as = b1b2 · · · bs.

As both a−1b and c−1d are of length r prior to reduction and reduce to the same length,

we have c1c2 · · · cs = d1d2 · · · ds. Note that if s = k then a = b and c = d, so D(a, b) =

D(c, d) = e, the trivial difference. So we now consider the case where s < k.

We have a−1k · · · a
−1
s+1bs+1 · · · bk = c−1k · · · c

−1
s+1ds+1 · · · dk, where both sides of the equation

are reduced. Then as+1 · · · ak = cs+1 · · · ck and bs+1 · · · bk = ds+1 · · · dk. Therefore, we

have the following:

a = a1a2 · · · asas+1 · · · ak
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b = a1a2 · · · asbs+1 · · · bk

c = c1c2 · · · csas+1 · · · ak

d = c1c2 · · · csbs+1 · · · bk

So as+1 · · · ak, bs+1 · · · bk ∈ Da1a2···as and as+1 · · · ak, bs+1 · · · bk ∈ Dc1···cs . By definition of s,

we have as+1 · · · ak 6= bs+1 · · · bk. Then either a1a2 · · · as = c1 · · · cs or

|Da1a2···as ∩Dc1···cs| ≥ 2. If a1a2 · · · as = c1 · · · cs then a = c and b = d, so the pairs (a, b)

and (c, d) are equal. Thus, if a−1b = c−1d and s < k then a = c and b = d.

Theorem 6.0.4. Let D ⊆ Sr/2(g) where g ∈ Fn if r is even and g is the mid-point of an

edge if r is odd. Then D is a distinct difference configuration if and only if |Dx ∩Dy| ≤ 1

for all x, y ∈ Br/2−1(g) where x 6= y.

Proof. We begin with the forward implication – that is, if D is such that |Dx ∩Dy| ≤ 1

for all x, y ∈ Br/2−1(g) where x 6= y, then D forms a distinct difference configuration. We

prove the result for even r and odd r separately.

Suppose r is even and that there exist a, b, c, d ∈ D such that D(a, b) = a−1b = c−1d =

D(c, d). Note that a, b, c, d are all of length r/2.

By Lemma 6.0.3, as a, b, c, d are of equal length and |Dx ∩Dy| ≤ 1 for all x, y ∈ Br/2−1(g)

where x 6= y, either a = b and c = d or a = c and b = d. If a = b and c = d then

D(a, b) = D(c, d) = e, the trivial difference. If a = c and b = d then the pairs (a, b) and

(c, d) are equal.
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Thus, if r is even and D is such that |Dx ∩ Dy| ≤ 1 for all x, y ∈ Br/2−1(g) where

x 6= y, then D forms a distinct difference configuration.

We now consider the case where r is odd. By Theorem 2.4.1 we can assume without

loss of generality that the centre of the sphere D is the edge (e, z), so that all elements

in D are of the form ei or zi, where i is of length b r
2
c. So all elements in D are contained

either in De and zDz or in De only. There are therefore three possibilities for a pair of

elements a, b ∈ D:

(i) If a, b are both contained in De but not zDz then a, b are of length b r
2
c and d(a, b) ≤

r − 1.

(ii) If a, b ∈ zDz then a = za′ and b = zb′, where a′, b′ are of length b r
2
c. We have

d(a, b) ≤ r − 1.

(iii) Precisely one of a and b is contained in both De and zDz, and the other in De

but not zDz. We have d(a, b) = r.

Differences in (iii) are of length r, so cannot be equal to differences in (i) or (ii). There

are therefore four possible ways for the differences between different pairs of elements in

D to be equal: two pairs of the form in (i), two from (ii), two from (iii), one from (i)

and one from (ii). We consider each of these below. We use the following definition: if

an element a ∈ D is such that a ∈ De and a /∈ zDz, then set a = a1a2 · · · abr/2c, where
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a1, a2, . . . , abr/2c ∈ X±1 and a1a2 · · · abr/2c is reduced. If a ∈ De and a ∈ zDz, then set

a = za1a2 · · · abr/2c, where z, a1, a2, . . . , abr/2c ∈ X±1 and za1a2 · · · abr/2c is reduced.

1 – two differences from (i) are equal: If two differences in (i) are equal, then

there exist a, b, c, d ∈ D such that a, b, c, d ∈ De and a−1b = c−1d and a, b, c, d are of

length b r
2
c.

By Lemma 6.0.3, as a, b, c, d are of equal length and |Dx∩Dy| ≤ 1 for all x, y ∈ Br/2−1(e, z)

where x 6= y, either a = b and c = d or a = c and b = d. If a = b and c = d then

D(a, b) = D(c, d) = e, the trivial difference. If a = c and b = d then the pairs (a, b) and

(c, d) are equal. So the differences between two different pairs of elements in (i) cannot

be equal unless it is the trivial difference.

2 – two differences from (ii) are equal: If two differences in (ii) are equal, then

there exist a, b, c, d ∈ D such that a = za′, b = zb′, c = zc′, d = zd′ and a−1b = c−1d, where

a, b, c, d are of length b r
2
c+ 1.

By Lemma 6.0.3, as a, b, c, d are of equal length and |Dx∩Dy| ≤ 1 for all x, y ∈ Br/2−1(e, z)

where x 6= y, either a = b and c = d or a = c and b = d. If a = b and c = d then

D(a, b) = D(c, d) = e, the trivial difference. If a = c and b = d then the pairs (a, b) and

(c, d) are equal. So the differences between two different pairs of elements in (ii) cannot

be equal unless it is the trivial difference.
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3 – two differences from (iii) are equal: If two differences in (iii) are equal, then

there exist a, b, c, d ∈ D such that precisely one element from each of the pairs a, b and c, d

are contained in zDz and a−1b = c−1d. There are four possible such pairs of differences.

We consider each of these in turn. Suppose a, c ∈ zDz, so that b, d ∈ De and b, d /∈ zDz.

Then a−1b = a−1br/2c · · · a
−1
2 a−11 z−1b1b2 · · · bbr/2c = c−1br/2c · · · c

−1
2 c−11 z−1d1d2 · · · dbr/2c = c−1d.

As b1, d1 6= z and a, b, c, d are reduced, both sides of the equation are reduced. As they

are of equal length, they are equal in every position. Therefore, we have a = c and b = d,

so the pairs (a, b) and (c, d) are equal. A similar argument shows that if b, d ∈ zDz

and a, c ∈ De and a, c /∈ zDz then a = c and b = d, so the pairs (a, b) and (c, d) are

equal. If a, d ∈ zDz and b, c /∈ zDz, then a−1b = a−1br/2c · · · a
−1
2 a−11 z−1b1b2 · · · bbr/2c =

c−1br/2c · · · c
−1
2 c−11 zd1d2 · · · dbr/2c = c−1d. But as both sides of the equation are reduced we

have z = z−1, which is impossible as z 6= e. Thus, no such differences can be equal. A

similar argument shows that a pair of differences where b, c ∈ zDz and a, d /∈ zDz cannot

be equal.

4 – one difference from (i) and one difference from (ii) are equal: If a dif-

ference from (i) and a difference from (ii) are equal, then without loss of generality there

exist a, b, c, d ∈ D such that a, b ∈ De and a, b /∈ zDz and c, d ∈ zDz and a−1b = c−1d.

Then a−1b = a−1br/2c · · · a
−1
2 a−11 b1b2 · · · bbr/2c and c−1d = c−1br/2c · · · c

−1
2 c−11 z−1zd1d2 · · · dbr/2c =

c−1br/2c · · · c
−1
2 c−11 d1d2 · · · dbr/2c. So we have

a−1br/2c · · · a
−1
2 a−11 b1b2 · · · bbr/2c = c−1br/2c · · · c

−1
2 c−11 d1d2 · · · dbr/2c.

A similar argument to that in Lemma 6.0.3 shows that either a = b and c = d so
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that D(a, b) = D(c, d) = e, or we have as+1 · · · abr/2c, bs+1 · · · bbr/2c ∈ Da1a2···as and

as+1 · · · abr/2c, bs+1 · · · bbr/2c ∈ Dzc1c2···cs . As a1a2 · · · as and zc1c2 · · · cs are reduced words

of different lengths, they cannot be equal. Moreover, as+1 · · · abr/2c 6= bs+1 · · · bbr/2c by

definition of s. So |Da1a2···as ∩Dzc1c2···cs| ≥ 2, a contradiction.

Thus, if r is odd and D is such that |Dx ∩ Dy| ≤ 1 for all x, y ∈ Br/2−1(e, z) where

x 6= y, then D forms a distinct difference configuration.

Hence, if D is such that |Dx ∩ Dy| ≤ 1 for all x, y ∈ Br/2−1(g) where x 6= y, then D

forms a distinct difference configuration.

We now prove the reverse implication – that is, if |Dx ∩Dy| ≥ 2 for some x, y ∈ Br/2−1(g)

where x 6= y, then D does not form a distinct difference configuration. If |Dx ∩Dy| ≥ 2

then there exist z, w ∈ Dx and z, w ∈ Dy where z 6= w such that xz, xw, yz, yw ∈ D and

xz, xw, yz, yw are reduced. We have D(xz, xw) = z−1x−1xw = z−1w and D(yz, yw) =

z−1y−1yw = z−1w. But then D(xz, xw) = D(yz, yw) and so D does not form a distinct

difference configuration. Thus, D must be such that |Dx ∩Dy| ≤ 1.

We now use Theorem 6.0.4 to provide an upper bound on the number of elements m

contained in a DD(Fn,m, r).

Theorem 6.0.5. Let D be a DD(Fn,m, r). If r is even and r+i = 6a for some a ∈ Z and

some i ∈ {0, 1, 2, 3, 4, 5}, then m ≤ n2r(2n−1)
r+i
3
−2 +nr(2n−1)

2r−i
6
−1− nr

2
(2n−1)

r+i
6
−1.

If r is odd and r + 1 + j = 6b for some b ∈ Z and some j ∈ {0, 1, 2, 3, 4}, then m ≤

n2(r + 1)(2n− 1)
r+1+j

3
−2 + n(r + 1)(2n− 1)

2(r+1)−j
6

−1 − n(r+1)
2

(2n− 1)
r+1+j

6
−1.
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Proof. We first consider the case where r is even. By Theorem 4.1.1, D is contained in a

ball of radius r/2. By Theorem 2.4.1, we can assume without loss of generality that the

centre of the ball is e. Consider the elements of D contained in Sr/2(e), and label the set

of these elements by D∗. By the definition of Dx, we have D∗ =
⋃

x∈Br/2−1(e)

x · Dx where

elements in Dx are of length r/2− len(x).

Consider the case where r is a multiple of 6 and x is a word of length r/6, so that

any words contained in Dx are of length r/2 − r/6 = r/3. There are 2n(2n − 1)r/6−1

(possibly empty) sets Dx, and 2n(2n− 1)r/3−1 words of length r/3. Observe that if each

of these words is contained in exactly one set Dx, then |Dx ∩Dy| = 0 for all x, y of length

r/6 where x 6= y. This gives 2n(2n− 1)r/3−1 elements.

By Theorem 6.0.4, D must satisfy |Dx ∩Dy| ≤ 1 for all x, y ∈ Br/2−1(e) where x 6= y. If

any word of length r/3 is contained in more than one of these sets, then there exists x, y

such that |Dx∩Dy| ≥ 1. Thus, in addition to the 2n(2n−1)r/3−1 elements from above, D

can contain at most one additional element for every pair of sets Dx, Dy where x, y are of

length r/6. The number of such pairs is
(
2n(2n−1)r/6−1

2

)
= 2n2(2n−1)r/3−2−n(2n−1)r/6−1

elements. The subset D∗ can therefore contain at most 2n(2n−1)r/3−1+2n2(2n−1)r/3−2−

n(2n− 1)r/6−1 elements.

We have Br/2(e) = Sr/2(e) ∪ Sr/2−1(e) ∪ . . . ∪ S0(e). Clearly, the bound on the num-

ber of elements in D contained in each of these spheres is not greater than the bound

on Sr/2(e), and so the upper bound on the number of elements contained in each sphere
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is at most 2n(2n − 1)r/3−1 + 2n2(2n − 1)r/3−2 − n(2n − 1)r/6−1. As there are r/2 such

spheres, the bound on the size m of a distinct difference configuration contained in Br/2(e)

is r
2
(2n(2n− 1)r/3−1 + 2n2(2n− 1)r/3−2 − n(2n− 1)r/6−1) = nr(2n− 1)r/3−1+

n2r(2n− 1)r/3−2 − nr
2

(2n− 1)r/6−1.

If r is not divisible by 6, then r + i is divisible by 6 for some i ∈ {1, 2, 3, 4, 5}. A

similar argument which considers the case where x is of length r+i
6

provides the bound

m ≤ n2r(2n− 1)
r+i
3
−2 +nr(2n− 1)

2r−i
6
−1− nr

2
(2n− 1)

r+i
6
−1. Thus, if r+ i is divisible by 6

for some i ∈ {0, 1, 2, 3, 4, 5} then m ≤ n2r(2n−1)
r+i
3
−2+nr(2n−1)

2r−i
6
−1− nr

2
(2n−1)

r+i
6
−1.

We now consider the case where r is odd. Clearly, the upper bound on the number

of elememts m contained in a DD(Fn,m, r) is at most the upper bound on the number

of elements m′ contained in a DD(Fn,m
′, r + 1). Thus, we can apply the bound on the

number of elements in a distinct difference configuration contained in Fn with maximum

distance r + 1 (as r + 1 is even) to obtain an upper bound on m. Observe that as r is

odd, we have r+ 1 + j = 6b for some b ∈ Z and j ∈ {0, 1, 2, 3, 4}. Using the upper bound

found above, this gives an upper bound of m ≤ n2(r + 1)(2n− 1)
r+1+j

3
−2+

n(r + 1)(2n− 1)
2(r+1)−j

6
−1 − n(r+1)

2
(2n− 1)

r+1+j
6
−1. This gives the result.

Remark 6.0.6. We now explain the reasoning for our consideration of words of length

r/6 in our proof of Theorem 6.0.5. Observe that for some k ≤ r/2, the number of words of

length r/2−k is 2n(2n−1)r/2−k−1, which has a leading term of order r/2−k. Furthermore,

the number of pairs of words of length k is (2n(2n−1)k−1)(2n(2n−1)k−1)
2

, which has a leading

term of order 2k. In order to minimise the upper bound in Theorem 6.0.5, we make these
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terms as close as possible. If k = r/6, then 2k = r/2 − k. Clearly, r + i where i ≤ 5 is

close to r/6 for sufficiently large r, and so these terms are close in size (if not equal).

Corollary 6.0.7. Let D be a DD(Fn,m, r). If r is even then m ≤ n2r(2n − 1)
r+5
3
−2 +

O(rnr/3) for sufficiently large r. If r is odd then m ≤ n2(r + 1)(2n− 1)
r+5
3
−2 +O(n

r+1
3 ).

Proof. We first consider the case where r is even. By Theorem 6.0.5, we have m ≤

n2r(2n− 1)
r+i
3
−2 + nr(2n− 1)

2r−i
6
−1− nr

2
(2n− 1)

r+i
6
−1 where i ∈ {0, 1, 2, 3, 4, 5}. We have

n2r(2n − 1)
r+i
3
−2 ≤ n2r(2n − 1)

r+5
3
−2 for all i ∈ {0, 1, 2, 3, 4, 5} and nr(2n − 1)

2r−i
6
−1 ≤

nr(2n − 1)
2r
6
−1 = O(rnr/3) for all i ∈ {0, 1, 2, 3, 4, 5}. Furthermore, nr

2
(2n − 1)

r+i
6
−1 ≤

nr(2n − 1)
2r−i

6
−1 where i ∈ {0, 1, 2, 3, 4, 5} for sufficiently large r. We therefore have

m ≤ n2r(2n− 1)
r+i
3
−2 +nr(2n− 1)

2r−i
6
−1− nr

2
(2n− 1)

r+i
6
−1 ≤ n2r(2n− 1)

r+5
3
−2 +O(rnr/3)

where i ∈ {0, 1, 2, 3, 4, 5}.

We now consider the case where r is odd. By Theorem 6.0.5, we have m ≤

n2(r + 1)(2n − 1)
r+1+j

3
−2 + n(r + 1)(2n − 1)

2(r+1)−j
6

−1 − n(r+1)
2

(2n − 1)
r+1+j

6
−1 for some

j ∈ {0, 1, 2, 3, 4}. We have n2(r + 1)(2n − 1)
r+1+j

3
−2 ≤ n2(r + 1)(2n − 1)

r+5
3
−2 for all

j ∈ {0, 1, 2, 3, 4} and n(r + 1)(2n − 1)
2(r+1)−j

6
−1 ≤ n(r + 1)(2n − 1)

r+1
3
−1 = O(n

r+1
3 ) for

all j ∈ {0, 1, 2, 3, 4}. Furthermore, n(r+1)
2

(2n − 1)
r+1+j

6
−1 ≤ n(r + 1)(2n − 1)

2(r+1)−j
6

−1 for

sufficiently large r. We therefore have m ≤ n2(r + 1)(2n − 1)
r+1+j

3
−2 + n(r + 1)(2n −

1)
2(r+1)−j

6
−1 − n(r+1)

2
(2n − 1)

r+1+j
6
−1 ≤ n2(r + 1)(2n − 1)

r+5
3
−2 + O(n

r+1
3 ) for sufficiently

large r.

Corollary 6.0.8. Let K be the upper bound on the number of elements m contained in

a DD(Fn,m, r) for given n and r where r > 0. If r is even then 2n(2n− 1)b
r
4
c−1 ≤ K ≤
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n2r(2n−1)
r+5
3
−2 +O(nr/3) for sufficiently large r. If r is odd then 2n(2n−1)b

r
4
c−1 ≤ K ≤

n2(r + 1)(2n− 1)
r+5
3
−2 +O(n

r+1
3 ) for sufficiently large r.

Proof. We first consider the case where r is even. By Corollary 6.0.7, we have K ≤

n2r(2n − 1)
r+5
3
−2 + O(nr/3) for all n and r with r sufficiently large. By Theorem 6.0.2,

there exists a DD(Fn,m, r) of size 2n(2n − 1)b
r
4
c−1 for all values of r and n. So K ≥

2n(2n− 1)b
r
4
c−1. Thus, 2n(2n− 1)b

r
4
c−1 ≤ K ≤ n2r(2n− 1)

r+5
3
−2 +O(nr/3).

A similar argument for odd r gives 2n(2n − 1)b
r
4
c−1 ≤ K ≤ n2(r + 1)(2n − 1)

r+5
3
−2 +

O(n
r+1
3 ).
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Chapter 7

Arbitrary Groups

In this chapter we consider distinct difference configurations contained in any group,

rather than restricting ourselves to the free group. We first provide an upper bound on

the number of elements contained in a distinct difference configuration with maximum

distance r. We then give a lower bound on the number of elements m contained in a

distinct difference configuration contained in a group G where G contains no elements of

order 2 and m is maximal. We subsequently show that if for some group the number of

elements contained in the ball of radius r with centre e grows exponentially as r grows,

then the number of elements m in a distinct difference configuration where m is maximal

grows exponentially also. Finally, we show how, given a distinct difference configuration

contained in a group H where H is a quotient group of G, we can construct a distinct

difference configuration in G where the maximum distance is at most double that of the

configuration in H. We begin with our upper bound on the number of elements contained

in a distinct difference configuration with maximum distance r.
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Theorem 7.0.1. Let G be a group and S a generating set of G. If D is a DD(G,S,m, r)

then m(m− 1) ≤ |Br(e)|.

Proof. The differences formed by pairs of distinct elements of D are of length at most r,

and so each difference is an element in G which is contained in Br(e). As the differences are

pairwise unique, there are at most |Br(e)| differences formed by pairs of distinct elements

of D. As D contains m distinct elements, there are m(m− 1) differences formed by pairs

of distinct elements in D. We therefore have m(m− 1) ≤ |Br(e)|.

The following result shows that a distinct difference configuration of size m with

maximum distance r must exist in a group G if the given conditions are satisfied.

Theorem 7.0.2. Let G be a group and S a generating set of G where S is closed under

inverses. Define pr/2 to be the probability that an element in Br/2(e) has order 2. There

exists a distinct difference configuration D ⊆ Br/2(e) with maximum distance r and size

m if the inequality m4

|Br/2(e)|
+m2pr/2 < 1 is satisfied.

Proof. Fix r > 0 and m > 0 where r,m ∈ N. Construct a set D ⊆ Br/2(e) as follows.

Choose m elements x1, x2, . . . , xm uniformly and independently from Br/2(e). The possi-

ble outcomes of this are the m-tuples of Br/2(e), where the probability of each m-tuple

being chosen is 1
|Br/2(e)|m

. Let i, j, k, l ∈ {1, 2, . . . ,m}, and let Ei,j,k,l be the event that

x−1i xj = x−1k xl. This is a bad event unless i = k and j = l or i = j and k = l, as the

set {x1, x2, . . . , xm} does not form a distinct difference configuration if this event occurs.

Note that i = j and k 6= l is the event that we have picked xk and xl to be equal, as it

implies x−1k xl = x−1i xj = e, so xl = xk. There are at most m4 bad events, as there are

fewer than m4 choices for i, j, k, l in each m-tuple.
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Observe that if i, j, k, l are all distinct, then P (Ei,j,k,l) = P (xl = xkx
−1
i xj) = 1

|Br/2(e)|
.

We now consider the cases where l = i or l = j or l = k.

l = k : We have P (Ei,j,k,l) = P (xl = xlx
−1
i xj) = P (xi = xj) = 1

|Br/2(e)|
.

l = j : We have P (Ei,j,k,l) = P (xl = xkx
−1
i xl) = P (xi = xk) = 1

|Br/2(e)|
.

l = i : We have P (Ei,j,k,l) = P (xl = xkx
−1
l xj) = P (xj = xlx

−1
k xl) = 1

|Br/2(e)|
unless

j = l or j = k. If j = l then P (Ei,j,k,l) = P (xl = xlx
−1
k xl) = P (xk = xl) = 1

|Br/2(e)|
unless

k = l. If k = l then i = j = k = l, which is not a bad event. If l = i and j = k then

P (Ei,j,k,l) = P (x−1l xk = x−1k xl) = P ((x−1k xl)
2 = 1) = pr/2.

As there are fewer than m4 quadruples {i, j, k, l} and fewer than m2 pairs of elements

in an m-tuple, if the inequality m4

|Br/2(e)|
+ m2pr/2 < 1 is satisfied then there exists a dis-

tinct difference configuration of size m contained in Br/2(e). As the maximum distance

between a pair of elements in Br/2(e) is at most r, the maximum distance in the distinct

difference configuration is at most r.

Corollary 7.0.3. Let G be a group containing no elements of order 2, and S a generating

set of G. Then there exists a DD(G,S,m, r) such that m = d|Br/2(e)|1/4e − 1.

Proof. By Theorem 7.0.2, there exists a DD(G,S,m, r) if m satisfies m4

|Br/2(e)|
+m2pr/2 < 1.

As G contains no elements of order 2, we have pr/2 = 0. Thus, m must satisfy m4 <

|Br/2(e)|1/4. Setting m = d|Br/2(e)|1/4e − 1 satisfies this requirement. Furthermore, the
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maximum distance between a pair of elements in Br/2(e) is at most r, and so the maximum

distance in the distinct difference configuration is at most r. Thus, a DD(G,S,m, r) with

m = d|Br/2(e)|1/4e − 1 exists.

The following corollary shows that if for a group G the number of elements in Bk(e)

grows exponentially as k increases, then the number of elements contained in a distinct

difference configuration of maximal size contained in Bk(e) also grows exponentially.

Corollary 7.0.4. Let G be a group that contains no elements of order 2, and S a gener-

ating set of G. If |Br/2(e)| ≥ ar/2 for some a > 1, then a distinct difference configuration

D of maximal size contained in Br/2(e) is such that |D| ≥ bbr/2c for some b > 1. Indeed,

we may take b = a1/4−ε for some 0 < ε < 1
4
.

Proof. Let |D| = m. By Theorem 7.0.2, there exists a distinct difference configuration

of size m contained in Br/2(e) if m satisfies m4

|Br/2(e)|
+ m2pr/2 < 1. As G contains no

elements of order 2, we have pr/2 = 0. Thus, m4

|Br/2(e)|
< 1, and so m4 < |Br/2(e)|. We

have |Br/2(e)| ≥ ar/2. So a distinct difference configuration of size m exists if m satisfies

m < (a1/4)r/2. Set b = a1/4−ε where 0 < ε < 1
4
. As a > 1, we have b > 1. Furthermore,

(a1/4)r/2 > br/2. Set m = bbr/2c and the result follows.

Corollary 7.0.5. Let G be a group containing no elements of order 2, and S a generating

set of G. Then a DD(G,S,m, r) where m is of maximal size is such that d|Br(e)|1/4e−1 ≤

m ≤
√
|Br/2(e)|+ 1, where 0 < ε < 1

4
.

Proof. By Corollary 7.0.3, there exists a DD(G,S,m, r) such that m ≥ d|Br/2(e)|1/4e − 1.

By Theorem 7.0.1, we have m(m− 1) ≤ |Br(e)|. Therefore, (m− 1)2 ≤ |Br(e)| and so it

follows that m− 1 ≤
√
|Br(e)| and thus m ≤

√
|Br(e)|+ 1.
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7.1 Quotient Group Construction

We now show that if a group H is a quotient group of a group G, then given a distinct

difference configuration contained in H, we can construct a distinct difference configura-

tion in G. We first provide some definitions.

Let G be a group, S a generating set of G, and H a quotient group of G. Let φ : G→ H be

a surjective homomorphism. Given a subset D ⊆ H, we can construct a set D̂ in bijection

with D as follows. Choose an element d ∈ D and represent d as a product of generators.

So d = d1d2 . . . dk where for all i ∈ {1, 2, . . . , k} we have di ∈ S. For every element d∗ ∈ D,

write d∗ as d ·w, where w is of minimal length. Set d̂∗ = φ−1(d∗1)φ
−1(d∗2) . . . φ

−1(d∗l ). Then,

set D̂ =
⋃

d∗∈D
d̂∗.

Theorem 7.1.1. Let D be a DD(H,S,m, r). Then D̂ is a DD(G,S,m, 2r).

Proof. We firstly prove that D̂ forms a distinct difference configuration.

Suppose towards a contradiction that D̂ is not a distinct difference configuration. Then

there exist d̂1, d̂2, d̂3, d̂4 ∈ D̂ such that d̂1
−1d̂2 = d̂3

−1d̂4 and it is not true that both d̂1 = d̂3

and d̂2 = d̂4. Furthermore, d̂1 6= d̂2 and d̂3 6= d̂4.

As φ is a homomorphism and φ(d̂i) = di, then φ(d̂1
−1d̂2) = φ(d̂3

−1d̂4) implies that

φ(d̂1
−1)φ(d̂2) = φ(d̂3

−1)φ(d̂4).

As φ(d̂j)
±1 = d±1j for all j ∈ {1, 2, . . . ,m}, we have d−11 d2 = d−13 d4. As d1, d2, d3, d4 ∈ D,
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it follows that D is not a distinct difference configuration, a contradiction. Thus, we must

have d̂1 = d̂3 and d̂2 = d̂4 or d̂1 = d̂2 and d̂3 = d̂4 (or both), and so D̂ is a distinct

difference configuration.

We now prove that the maximum distance between any pair of elements in D̂ is at most 2r.

Let d̂5, d̂6 ∈ D̂. By the construction of D̂, we have d̂5 = φ−1(d)φ−1(x) and d̂6 =

φ−1(d)φ−1(y) for some d ∈ D and x, y ∈ H. As the maximum distance in D is r,

the lengths of x and y are at most r. Then we have:

D(d̂5, d̂6) = (φ−1(d)φ−1(x))−1φ−1(d)φ−1(y) = φ−1(x−1)d̂−1d̂φ−1(y) = φ−1(x−1)φ−1(y).

As x, y are of length at most r, we have φ−1(x−1)φ−1(y) is of length at most r + r = 2r.

Thus, the maximum distance between a pair of elements in D̂ is at most 2r.

Thus, D̂ forms a DD(G,S,m, 2r).

Corollary 7.1.2. Let G be a group and H a quotient group of G. Let K be the upper bound

on the size of a distinct difference configuration with maximum distance 2r contained in G.

Then K is an upper bound on the size of a distinct difference configuration with maximum

distance r contained in H.

Proof. By Theorem 7.1.1, if a subset D ⊆ H is a distinct difference configuration with

maximum distance r, then D̂ is a distinct difference configuration with maximum dis-

tance 2r. Recall that |D| = |D̂|. Therefore, given a distinct difference in H with max-
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imum distance r, there exists a distinct difference configuration of equal size in G with

maximum distance 2r. Thus, if K is an upper bound on the size of a distinct difference

configuration with maximum distance 2r contained in G, then K is an upper bound on

the size of a distinct difference configuration with maximum distance r contained in any

quotient group H of G.

Corollary 7.1.2 has the following implication. Suppose a set of nodes in a network are

distributed in the form of a subgraph of the Cayley graph of a group H where H is a

quotient group of a group G, and the maximum communication range of each node is r.

Then the upper bound on the number of elements in a distinct difference configuration

with maximum distance 2r contained in G is also an upper bound on the number of nodes

in a distinct difference configuration within the network.

We now describe the applications of Theorem 7.1.1 to the free group. We begin with

a preliminary lemma.

Lemma 7.1.3. [31] Let G be a finitely generated group, and S a finite generating set

of G. Then G is isomorphic to a quotient group of a free group of rank |S|.

We now define some notation. Let G be a finitely generated group, let S be a finite

generating set of G, and let F (S) be the free group with generating set S. By Lemma 7.1.3,

there exists a surjective homomorphism φ : F (S)→ G.

Given a subset D ⊆ G, we can construct a set D̂ ⊆ F (S) in bijection with D as follows.

Choose an element d ∈ D and represent d as a product of generators. So d = d1d2 . . . dk
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where for all i ∈ {1, 2, . . . , k} we have di ∈ S. For every element d∗ ∈ D, write d∗ as d ·w,

where w is of minimal length. Set d̂∗ = φ−1(d∗1)φ
−1(d∗2) . . . φ

−1(d∗l ). Then, set D̂ =
⋃

d∗∈D
d̂∗.

Corollary 7.1.4. Let D be a DD(G,S,m, r). Then D̂ is a DD(F (S), S,m, 2r).

Proof. The proof is similar to that of Theorem 7.1.1.
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Chapter 8

DDCs in Zn

In this chapter we consider distinct difference configurations contained in the group Zn

with generating set {(1, 0, . . . , 0), (0, 1, 0, . . . , 0), . . . , (0, . . . , 0, 1)}. We begin by presenting

our example which shows that there exists a DD(Z3,m, r) which is not contained in a ball

of radius r/2. Indeed, it is not contained in a ball with radius less than 3r
4

. In particular,

this shows that a result found in [3] which states that a DD(Z2,m, r) is contained in a

(possibly bi-centred or quad-centred) ball of radius r/2 does not generalise to Zn. Fur-

thermore, Theorem 4.1.1, which shows that a DD(Fn,m, r) is contained in a ball of radius

r/2, does not necessarily extend to other groups. We then show how to generalise this

example to larger values of n. We then provide upper and lower bounds on the number of

elements m contained in a DD(Zn,m, r) where m is maximal, in addition to a construc-

tion for Z which we extend to Z2 and subsequently to Zn for all values of n. We observe

that our construction produces a configuration containing an optimal number of elements

m, up to multiplication by a constant. This ensures maximum connectivity between the
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nodes in a wireless sensor network as each node can communicate with m(m − 1) other

nodes. Our upper and lower bounds and construction apply to Zn for all (sufficiently

large) values of n, rather than only Z2 as in [3]. Finally, we consider the applications

of our results and construction to the dihedral group. Recall that Theorem 7.0.2 gave a

lower bound on the number of elements contained in a distinct difference configuration of

maximal size which depended on the probability that an element had order 2. We show

that despite the high proportion of elements of order 2 contained in the dihedral group, it

is possible to use our construction in Z to obtain a ‘large’ distinct difference configuration

of optimal size up to multiplication by a constant. Such groups may therefore still be

relevant for applications in key predistribution in wireless sensor networks.

8.1 DDCs Not Contained in Balls of Radius r/2

We now provide our example of a DD(Z3,m, r) which is not contained in a ball of radius

r/2 about an element of Z3.

Example 8.1.1. Let D = {(0, 0, 0), ( r
2
, r
2
, 0), ( r

2
, 0, r

2
), (0, r

2
, r
2
)} ⊆ Z3 where r is a positive

even integer, and label these elements as a, b, c, d respectively. Each element in D is at

distance r from every other element in D, so the maximum distance is r. We now show

that D forms a DD(Z3, 4, r). Consider the direction vectors between each pair of elements.

These are as in Figure 8.1.1:

As these direction vectors are all pairwise distinct, D forms a DD(Z3, 4, r).

Consider the point P = ( r
4
, r
4
, r
4
). Then d(a, p) = d(b, p) = d(c, p) = d(d, p) = 3r

4
. Thus,
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Elements Direction Vector
a, b ±(− r

2
,− r

2
, 0)

a, c ±(− r
2
, 0,− r

2
)

a, d ±(0,− r
2
,− r

2
)

b, c ±(0, r
2
,− r

2
)

b, d ±( r
2
, 0,− r

2
)

c, d ±( r
2
,− r

2
, 0)

Figure 8.1: Pairs of elements and their corresponding direction vectors

D is contained in a ball of radius 3r
4

about P .

Theorem 8.1.2. The configuration D in Example 8.1.1 is not contained in a ball with

radius less than 3r
4

with centre an element of Z3.

Proof. Observe that if D is contained in a ball of radius less than 3r
4

, then it is contained

in a ball of radius 3r
4
−1. So suppose towards a contradiction that D is contained in a ball

of radius 3r
4
− 1 about some point p = (p1, p2, p3). We first show that 0 ≤ p1, p2, p3 ≤ r/2.

If p1 > r/2, then |p2| + |p3| < r
4
− 1 as d(p, a) ≤ 3r

4
− 1. But if |p2| + |p3| < r

4
− 1,

then d(p, d) > 3r
4
− 1 as p1 > r/2. This is a contradiction as D is contained in a ball

of radius 3r
4
− 1 about p. Thus, p1 ≤ r

2
. A similar argument for p2 and p3 shows that

p1, p2, p3 ≤ r
2
. As r

2
is a positive integer and each of a, b, c, d have all co-ordinates greater

than or equal to 0, we can assume without loss of generality that p1, p2, p3 ≥ 0. Thus,

0 ≤ p1, p2, p3 ≤ r
2
. Now, we have d(a, p), d(b, p), d(c, p), d(d, p) ≤ 3r

4
− 1, which gives the

following inequalities:

p1 + p2 + p3 ≤ 3r
4
− 1,

( r
2
− p1) + ( r

2
− p2) + p3 ≤ 3r

4
− 1,
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( r
2
− p1) + p2 + ( r

2
− p3) ≤ 3r

4
− 1,

p1 + ( r
2
− p2) + ( r

2
− p3) ≤ 3r

4
− 1.

Summing these inequalities, we obtain:

2( r
2
− p1) + 2( r

2
− p2) + 2( r

2
− p3) + 2p1 + 2p2 + 2p3 ≤ 3r − 4.

Dividing by 2, we obtain:

r
2
− p1 + r

2
− p2 + r

2
− p3 + p1 + p2 + p3 ≤ 3r

2
− 2.

Subtracting 3r
2

from both sides of the inequality gives 0 ≤ −2, a contradiction. Thus, D

is not contained in a ball of radius 3r
4
− 1.

We now consider the radius of bi-centred and quad-centred balls the configuration is

contained in. We first define bi-centred and quad-centred balls.

Definition 8.1.3. A bi-centred ball of radius r is the set of elements at distance at most

r from at least one point contained in a pair of points {p, p′} where d(p, p′) = 1.

Definition 8.1.4. A quad-centred ball of radius r is the set of elements at distance at

most r from at least one point contained in a 4-tuple of points {p1, p2, p3, p4} where no

pair of points in the 4-tuple is at distance more than 2 apart.

We now show that the result found in [3] that a DD(Z2,m, r) is contained in a (possibly

bi-centred or quad-centred) ball of radius r
2

does not necessarily hold for all values of n
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and r for a bi-centred ball if we have 3r
4
− 1 ≥ r

2
+ 1, which is true for all r ≥ 2, and for a

quad-centred ball if 3r
4
− 1 ≥ r

2
+ 2, which is true for all r ≥ 12.

Theorem 8.1.5. The configuration D in Example 8.1.1 is not contained in either a

bi-centred ball with radius 3r
4
− 2 or a quad-centred ball with radius 3r

4
− 3.

Proof. By Theorem 8.1.2, D is not contained in a ball with radius 3r
4
− 1. A bi-centred

ball of radius 3r
4
− 2 is contained in a ball of radius 3r

4
− 1, and a quad-centred ball of

radius 3r
4
− 3 is contained in a ball of radius 3r

4
− 1. Thus, as D is not contained in a

ball of radius 3r
4
− 1, it is not contained in either a bi-centred ball of radius 3r

4
− 2 or a

quad-centred ball of radius 3r
4
− 3.

We now show how Example 8.1.1 can be extended to larger values of n to produce a

family of DD(Zn,m, r) configurations such that no member of the family is contained in

a ball of radius less than 3r
4

about an element of Zn.

Example 8.1.6. Let n be divisible by 3, so that n = 3k for some k ∈ N. We now

construct a distinct difference configuration in Zn. Set a to be the origin, and let b, c, d

be as follows. Let the first 2k co-ordinates of b be equal to 1, and the final k co-ordinates

be equal to 0. Let the first k co-ordinates of c be 1, the middle k co-ordinates be 0, and

the final k co-ordinates be 1. Let the first k co-ordinates of d be equal to 0, and the final

2k co-ordinates be equal to 1. Set D = {a, b, c, d}.

We now show that D forms a DD(Zn, 4, r) where r = 2k. Each element is at distance 2k

from every other element, and so the maximum distance r is 2k. We now consider the

direction vectors between each pair of points, where we use the notation (k, k, 0) to denote
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a 1 in the first and second k co-ordinates and a 0 in the final k co-ordinates. Similarly,

we use the notation (−k,−k, 0) to denote a −1 in the first and second k co-ordinates and

a 0 in the final k co-ordinates.

Elements Direction Vector
a, b ±(−k,−k, 0)
a, c ±(−k, 0,−k)
a, d ±(0,−k,−k)
b, c ±(0, k,−k)
b, d ±(k, 0,−k)
c, d ±(k,−k, 0)

As these direction vectors are all pairwise distinct, D forms a DD(Zn, 4, r).

Let P be a point such that the co-ordinates of P alternate between 0 and 1 every k
2

co-ordinates. We have d(a, p) = d(b, p) = d(c, p) = d(d, p) = 3k
2

. Thus D is contained in

a ball of radius 3k
2

= 3r
4

with centre P .

Theorem 8.1.7. The DD(Zn, 4, r) in Example 8.1.6 is not contained in a ball with radius

less than 3r
4

with centre an element of Zn.

Proof. The proof is similar to the Z3 case in Theorem 8.1.2. Observe that if D is contained

in a ball of radius less than 3k
2

, then it is contained in a ball of radius 3k
2
− 1. So suppose

towards a contradiction that D is contained in a ball of radius 3k
2
− 1 about some point

p = (p1, p2, . . . , p3k). As each of a, b, c, d has co-ordinates equal to either 0 or 1 and all

co-ordinates are integers, we can assume without loss of generality that pi ∈ {0, 1} for

all i ∈ {1, 2, . . . , 3k}. We now prove the result. We have d(a, p), d(b, p), d(c, p), d(d, p) ≤
3k
2
− 1, which gives the following inequalities:
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p1 + p2 + . . .+ p3k ≤ 3k
2
− 1,

(1− p1) + (1− p2) + . . .+ (1− pk) + (1− pk+1) + . . .+ (1− p2k) + p2k+1 + . . .+ p3k ≤ 3k
2
− 1,

(1− p1) + . . .+ (1− pk) + pk+1 + . . .+ p2k + (1− p2k+1) + . . .+ (1− p3k) ≤ 3k
2
− 1,

p1 + . . .+ pk + (1− pk+1) + . . .+ (1− p2k) + (1− p2k+1) + . . .+ (1− p3k) ≤ 3k
2
− 1.

Summing these inequalities, we obtain 2k + 2k + 2k ≤ 6k − 4 and thus 0 ≤ −4, a

contradiction. Thus, D is not contained in a ball of radius 3k
2
− 1 = 3r

4
− 1 about an

element of Zn.

We now present a theorem which is analogous to Theorem 8.1.5, extended to the Zn

case rather than restricted to Z3.

Theorem 8.1.8. The configuration D in Example 8.1.6 is not contained in either a

bi-centred ball with radius 3r
4
− 2 or a quad-centred ball with radius 3r

4
− 3.

Proof. The proof is similar to the Z3 case in Theorem 8.1.5. By Theorem 8.1.7, D is not

contained in a ball with radius 3r
4
− 1. A bi-centred ball of radius 3r

4
− 2 is contained in

a ball of radius 3r
4
− 1, and a quad-centred ball of radius 3r

4
− 3 is contained in a ball of

radius 3r
4
− 1. Thus, as D is not contained in a ball of radius 3r

4
− 1, it is not contained

in either a bi-centred ball of radius 3r
4
− 2 or a quad-centred ball of radius 3r

4
− 3.
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8.2 Constructions and Bounds in Zn

We now present our upper bound on the number of elements contained in a distinct

difference configuration contained in Zn. We begin with a preliminary lemma.

Lemma 8.2.1. [20] Let BZn

r (e) denote the ball of radius r in Zn with centre e. We have

|BZn

r (e)| =
min{n,r}∑
i=0

2i
(
n

i

)(
r

i

)
.

Theorem 8.2.2. If D is a DD(Zn,m, r) where n is fixed, then m(m−1) ≤ 2nrn

n!
+O(rn−1)

when r is sufficiently large. Indeed, we have m ≤ 2n/2rn/2
√
n!

+O(r(n−1)/2).

Proof. By Lemma 8.2.1 and Theorem 7.0.1, we have m(m−1) ≤
∑min{n,r}

i=0 2i
(
n
i

)(
r
i

)
. Note

that when r is sufficiently large (in particular, larger than n), we have the following:

(
r

n

)
=
r(r − 1) · · · (r − (n− 1))(r − n) · · · 2 · 1

n!(r − n)!

=
r(r − 1) · · · (r − (n− 1))

n!
≤ rn

n!
.

As the remaining terms in the summation are of size O(rn−1), this gives |BZn

r (e)| ≤
2nrn

n!
+O(rn−1). Thus, m(m− 1) ≤ 2nrn

n!
+O(rn−1).

The above inequality implies that (m− 1)2 ≤ 2nrn

n!
+O(rn−1), and so

m − 1 ≤
√

2nrn

n!
+O(rn−1). This gives m − 1 ≤ 2n/2rn/2

√
n!

+ O(r(n−1)/2). Thus, m ≤
2n/2rn/2
√
n!

+O(r(n−1)/2) + 1 and so m ≤ 2n/2rn/2
√
n!

+O(r(n−1)/2).

Remark 8.2.3. Observe that as with Theorem 7.0.1, the bound in Theorem 8.2.2 implies

that the number of elements contained in a distinct difference configuration in Zn with
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maximum distance r is at most approximately the square root of the size of the ball of

radius r with centre e.

We now present the lower bound on the number of elements m in a distinct difference

configuration where m is maximised obtained by using Theorem 7.0.2.

Theorem 8.2.4. Let n ∈ N be fixed. As r tends to infinity, there exists a DD(Zn,m, r)

such that m ≥ b2
n/4( r

2
)n/4

(n!)1/4
c.

Proof. By Theorem 7.0.2 there exists a distinct difference configuration of sizem contained

in BZn

r/2(e) if m satisfies m4

|BZn
r/2

(e)| +m2pr/2 < 1, where pr/2 is the probability that an element

in BZn

r/2(e) has order 2. As Zn contains no elements of order 2, we have pr/2 = 0. Thus,

we require only that m4 < |BZn

r/2(e)|. As r tends to infinity we have
(
r/2
n

)
= (r/2)n

n!
+

O(( r
2
)n−1). By Lemma 8.2.1, we thus have |BZn

r/2(e)| =
2n( r

2
)n

n!
+ O(( r

2
)n−1). Thus, we

require m4 <
2n( r

2
)n

n!
+ O(( r

2
)n−1). Setting m = b2

n/4( r
2
)n/4

(n!)1/4
c satisfies this inequality, and

so by Theorem 7.0.2 there exists a DD(Zn,m, r) such that m ≥ b2
n/4( r

2
)n/4

(n!)1/4
c as r tends to

infinity.

Corollary 8.2.5. Let n ∈ N be fixed. As r tends to infinity, a DD(Zn,m, r) where m is

of maximal size is such that b2
n/4( r

2
)n/4

(n!)1/4
c ≤ m ≤ 2n/2rn/2

√
n!

+O(r(n−1)/2).

Proof. By Theorem 8.2.4, there exists a DD(Zn,m, r) such that m ≥ b2
n/4( r

2
)n/4

(n!)1/4
c. By

Theorem 8.2.2, we have m ≤ 2n/2rn/2
√
n!

+O(r(n−1)/2).

We now present our construction of a distinct difference configuration for Z. We make

use of a construction by Singer (see [36]).
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Construction 8.2.6. Consider the cyclic group Zα = {e, a, a2, . . . , aα−1}, and the inte-

ger bα
2
c. Let P be the largest prime such that P 2 + P + 1 ≤ min{bα

2
c, r}. The Singer

Construction in [36] produces a Golomb Ruler R of length P 2+P+1 with P+1 markings.

Now, translate the elements of R so that the smallest integer in the translated ruler

R∗ is 0 and the largest is P 2 +P + 1 ≤ bα
2
c. Let ϕ : R∗ → Zα be a map where ϕ(k) = ak.

Set D = {ϕ(i) : i ∈ R∗}. We set the generating set to be {a, a−1}.

Theorem 8.2.7. For sufficiently large α and r ≥ bα
2
c, Construction 8.2.6 produces a

DD(Zα,m, r) where m ≥ b
√

α
2
c − (b

√
α
2
c − 1)0.525. For sufficiently large α and r < bα

2
c,

Construction 8.2.6 produces a DD(Zα,m, r) where m ≥ b
√

r
2
c − (b

√
r
2
c − 1)0.525.

Proof. We first prove that D forms a DD(Zα,m, r) where the distance between a pair

of points is at most min{b
√

α
2
c, r}. Suppose towards a contradiction that D does not

form a distinct difference configuration. Then there exist ai, aj, ak, al ∈ D such that

a−iaj = a−kal. This implies that j− i ≡ l−k mod α and so l+ i ≡ k+ j mod α. Observe

that by construction, we have i, j, k, l ≤ α
2
. If l + i ≡ k + j ≡ 0 and at least one of

i, j, k, l 6≡ 0, then i = j = k = l = α
2
, so (i, j) and (k, l) are the same pair of elements.

Now consider the case where 0 ≤ l + i < α and 0 ≤ k + j < α. This implies that

j − i = l − k. As R∗ is a distinct difference configuration, this is a contradiction. Thus,

D forms a distinct difference configuration. Furthermore, as the generating set of Z is

closed under inverses, the distance between a pair of points in D is at most the length of

R∗. Hence, it is at most P 2 + P + 1 ≤ min{bα
2
c, r}.

We now consider the number of elements contained in the configuration produced by
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Construction 8.2.6. If r ≥ bα
2
c, then P is the largest prime such that

P 2 + P + 1 ≤ bα
2
c. Observe that (b

√
α
2
c)2 + b

√
α
2
c + 1 > α

2
– thus, P < b

√
α
2
c. Fur-

thermore, (b
√

α
2
c − 1)2 + (b

√
α
2
c − 1) + 1 = (b

√
α
2
c)2 − b

√
α
2
c + 1 ≤ α

2
for all α ≥ 2.

So P is at most (b
√

α
2
c − 1). Now, by Lemma 5.2.3, there exists a prime number in the

interval [b
√

α
2
c − 1 − (b

√
α
2
c − 1)0.525, b

√
α
2
c − 1] for sufficiently large α. We therefore

have P ≥ b
√

α
2
c − 1 − (b

√
α
2
c − 1)0.525. As Construction 8.2.6 produes a configuration

with P + 1 markings, our configuration is of size at least b
√

α
2
c − (b

√
α
2
c − 1)0.525. If

r < bα
2
c, then P is the largest prime such that P 2 + P + 1 ≤ r. By a similar argument,

Construction 8.2.6 produces a configuration containing at least b
√

r
2
c − (b

√
r
2
c − 1)0.525

elements.

We now show how we can use Construction 8.2.6 to produce a distinct difference

configuration D∗ in Z2.

Construction 8.2.8. Let α = p · q where p, q are primes and p 6= q. Let D be the

DD(Zα,m, r) produced by Construction 8.2.6 and let φ : D → Z2 be a mapping where

φ(x) = (x mod p, x mod q). Set D∗ = {φ(i) : i ∈ D}.

Theorem 8.2.9. Construction 8.2.8 produces a DD(Z2,m, r∗) where m = |D| and r∗ ≤

p+ q.

Proof. We first prove that D∗ forms a distinct difference configuration. Note that p and

q are co-prime. By the Chinese Remainder Theorem, for x, y ∈ Zpq there exist unique

(a, b), (c, d) ∈ Zp×Zq such that x ≡ a mod p, x ≡ b mod q and y ≡ c mod p, y ≡ d mod q.

Furthermore, x− y has a unique representation as (a− c, b− d) ∈ Zp×Zq. If D∗ does not

form a distinct difference configuration, then there exist two different pairs of elements
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(a1, a2), (b1, b2) and (c1, c2), (d1, d2) in D∗ where (a1, a2) 6= (b1, b2) and (c1, c2) 6= (d1, d2)

such that (a1 − b1, a2 − b2) = (c1 − d1, c2 − d2). Then (a1 − b1, a2 − b2) is the unique

representation of φ−1((a1, a2)) − φ−1((b1, b2)) and φ−1((c1, c2)) − φ−1((d1, d2)). But as

D is a distinct difference configuration, this implies that φ−1((a1, a2)) = φ−1((c1, c2))

and φ−1((b1, b2)) = φ−1((d1, d2)). Thus, (a1, a2) = (c1, c2) and (b1, b2) = (d1, d2) and so

(a1, a2), (b1, b2) and (c1, c2), (d1, d2) are the same pair. Hence, D∗ must form a distinct

difference configuration.

We now show that m = |D|. As φ is a bijection (by the Chinese Remainder Theo-

rem), there is a one-to-one correspondence between the elements in D and those in D∗.

Thus, |D| = |D∗|.

We now show that the distance between a pair of elements in D∗ is at most p + q.

Each pair of elements in D∗ is of the form (u mod p, u mod q), (v mod p, v mod q) for

some u, v ∈ D. Therefore the distance between a pair of elements in D∗ is |(u mod p −

v mod p)|+ |(u mod q− v mod q)| ≤ p+ q. Thus, every pair of elements is at distance at

most p+ q apart and so r∗ ≤ p+ q.

Remark 8.2.10. We make three observations regarding Construction 8.2.8. Firstly, as

every element in D∗ is of the form (a, b) where 0 ≤ a ≤ p and 0 ≤ b ≤ q, it follows that

D∗ is contained in a p× q rectangle.

Secondly, suppose without loss of generality that p > q. Then D∗ is contained in a ball of

radius p about (p
2
, p
2
), which has size 2p2 + 2p+ 1. By Theorem 7.0.1, a distinct difference

configuration contained in this ball has at most
√

2p + O(
√
p) elements. Now, if α is
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sufficiently large and r ≥ bα
2
c, then |D∗| ≥ b

√
α
2
c − (b

√
α
2
c − 1)0.525. If p and q are ap-

proximately equal, then p ≈
√
α, and so D∗ contains approximately b p√

2
c− (b p√

2
c−1)0.525

elements (as a minimum). Thus, the number of elements in D∗ is optimal up to multipli-

cation by a constant.

Thirdly, we use the DD(Zα,m, r) produced by Construction 8.2.6 in Construction 8.2.8,

as this produces a distinct difference configuration with m close to the upper bound.

However, any DD(Zα,m, r) could be used.

We now provide a generalised version of Construction 8.2.8 which applies to all values

of n. We first define some notation, which we adapt from Construction 8.2.8. Let α =

p1 · p2 · · · pn where pi is prime and pi 6= pj unless i = j for all i, j ∈ {1, 2, . . . , n}. Then

p1, p2, . . . , pn are co-prime.

Construction 8.2.11. Let D be the DD(Zα,m, r) produced by Construction 8.2.6 and

let φ : D → Zn be a mapping where φ(x) = (x mod p1, x mod p2, . . . , x mod pn). Set

D∗ = {φ(i) : i ∈ D}.

Theorem 8.2.12. Construction 8.2.11 produces a DD(Zn,m, r∗) where m = |D| and

r∗ ≤ p1 + p2 + . . .+ pn.

Proof. We first prove that D∗ forms a distinct difference configuration. By the Chinese

Remainder Theorem, for x, y ∈ Zα there exist unique (x1, x2, . . . , xn), (y1, y2, . . . , yn) ∈

Zp1 × Zp2 × . . . × Zpn such that x ≡ x1 mod p1, x ≡ x2 mod p2, . . . , x ≡ xn mod pn

and y ≡ y1 mod p1, y ≡ y2 mod p2, . . . , y ≡ yn mod pn. Furthermore, x − y has a

unique representation as (x1 − y1, x2 − y2, . . . , xn − yn) ∈ Zp1 × Zp2 × . . . × Zpn . Now,
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if D∗ does not form a distinct difference configuration then there exist two different

pairs of elements ((a1, a2, . . . , an), (b1, b2, . . . , bn)) and ((c1, c2, . . . , cn), (d1, d2 . . . , dn)) in

D∗ where (a1, a2, . . . , an) 6= (b1, b2, . . . , bn) and (c1, c2, . . . , cn) 6= (d1, d2, . . . , dn) such that

(a1 − b1, a2 − b2, . . . , an − bn) = (c1 − d1, c2 − d2, . . . , cn − dn). Then (a1 − b1, a2 −

b2, . . . , an − bn) is the unique representation of φ−1((a1, a2, . . . , an))− φ−1((b1, b2, . . . , bn))

and φ−1((c1, c2, . . . , cn))−φ−1((d1, d2, . . . , dn)). But as D is a distinct difference configura-

tion, this implies that φ−1((a1, a2, . . . , an)) = φ−1((c1, c2, . . . , cn)) and φ−1((b1, b2, . . . , bn))

= φ−1((d1, d2, . . . , dn)). Thus, (a1, a2, . . . , an) = (c1, c2, . . . , cn) and (b1, b2, . . . , bn) =

(d1, d2, . . . , dn) and so (a1, a2, . . . , an), (b1, b2, . . . , bn) and (c1, c2, . . . , cn), (d1, d2, . . . , dn) are

the same pair. Hence, D∗ forms a distinct difference configuration.

We now show that m = |D|. As φ is a bijection (by the Chinese Remainder Theo-

rem), there is a one-to-one correspondence between the elements in D and those in D∗.

Thus, |D| = |D∗|.

We now show that the distance between a pair of elements in D∗ is at most p1+p2+. . .+pn.

Each pair of elements in D∗ is of the form ((u mod p1, u mod p2, . . . , u mod pn), (v mod

p1, v mod p2, . . . , v mod pn)) for some u, v ∈ D. Therefore the distance between a pair of

elements in D∗ is |(u mod p1− v mod p1)|+ |(u mod p2− v mod p2)|+ . . .+ |(u mod pn−

v mod pn)| ≤ p1 + p2 + . . . + pn. Thus, every pair of elements is at distance at most

p1 + p2 + . . .+ pn apart and so r∗ ≤ p1 + p2 + . . .+ pn.

Remark 8.2.13. We make two observations regarding Construction 8.2.11. Firstly, as

every element inD∗ is of the form (a1, a2, . . . , an) where 0 ≤ ai ≤ pi for all i ∈ {1, 2, . . . , n},
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it follows that D∗ is contained in a p1 × p2 × . . .× pn box.

Secondly, suppose without loss of generality that p1 > pi for all i ∈ {2, 3, . . . , n}. Then D∗

is contained in a ball of radius n · p1
2

about (p1
2
, p1

2
, . . . , p1

2
), and the maximum distance in

D∗ is at most n ·p1. By Theorem 8.2.2, if n ·p1 is sufficiently large then a DD(Zn,m, n ·p1)

is such that m ≤ 2n/2(n·p1)n/2
√
n!

+O((n·p1)(n−1)/2). Now, if α is sufficiently large and r ≥ bα
2
c,

then |D∗| ≥ b
√

α
2
c − (b

√
α
2
c − 1)0.525. If the pi are approximately equal then p1 ≈ α1/n,

and so p
n/2
1 ≈

√
α. Thus, D∗ contains approximately b

√
pn1
2
c − (b

√
pn1
2
c − 1)0.525 elements

(as a minimum). Thus, the number of elements m in D∗ is optimal up to multiplication

by a constant.

8.3 Applications to Dihedral Group

We provide upper and lower bounds on the number of elements contained in a distinct

difference configuration in the dihedral group. Observe that the results in this section

come from the fact that the dihedral group contains a large subgroup with very few invo-

lutions (sometimes zero, depending on the order of the group), and we can work within

this subgroup to produce large distinct difference configurations. Similar results would

therefore apply to any group with this structure. We begin by defining the dihedral group

and the generating set we use throughout.

Let D2k = 〈a, b, ak−1|ak = e, b2 = e, bab = a−1〉. Note that the ‘standard’ generating set

omits ak−1 as a generating element, however as we require the generating set to be closed

under inverses we include it. Observe that approximately half the elements of the dihedral
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group have order 2. Our probabilistic lower bound in Theorem 7.0.2 gives a weaker lower

bound on the maximum number of elements contained in a distinct difference configu-

ration if the group has a large number of elements of order 2. By showing that a large

distinct difference configuration can still be obtained in a group with a high proportion of

elements of order 2, we show that such a group may still be useful in the applications of

distinct difference configurations (in addition to being mathematically interesting in its

own right). We begin with the lower bound obtained by applying Theorem 7.0.2 to the

dihedral group.

Theorem 8.3.1. Let r/2 ≤ k. There exists a DD(D2k,m, r) such that m = d( r
2
)1/4e − 1.

Proof. By Theorem 7.0.2, a DD(D2k,m, r) exists if the value of m satisfies m4

|Br/2(e)|
+

m2pr/2 < 1, where pr/2 denotes the probability that an element in Br/2(e) has order 2. Con-

sider the cyclic subgroup of order k in D2k – that is, the set of elements {e, a, a2, . . . , ak−1}.

As k is odd, this set contains no elements of order 2. This set therefore has pr/2 = 0 and

for all r and k we have |Br/2(e)| ≥ r/2. Thus, by Theorem 7.0.2, a distinct difference

configuration contained in the cyclic subgroup containing m elements exists if m4 < r/2

for sufficiently large r. Setting m = d( r
2
)1/4e− 1 satisfies this inequality, and so a distinct

difference configuration of size m = d( r
2
)1/4e − 1 contained in the cyclic subgroup exists.

Thus, a DD(D2k,m, r) where m = d( r
2
)1/4e − 1 exists.

We now show how to apply Construction 8.2.6 to the dihedral group to obtain an

improved lower bound for both odd and even k.

Theorem 8.3.2. For sufficiently large k and r ≥ bn
2
c, there exists a DD(D2k,m, r)

where m ≥ b
√

k
2
c − (b

√
k
2
c − 1)0.525. For sufficiently large k and r < bk

2
c, there exists a
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DD(D2k,m, r) where m ≥ b
√

r
2
c − (b

√
r
2
c − 1)0.525.

Proof. We apply Construction 8.2.6 to the cyclic subgroup of order k. Theorem 8.2.7

then gives the result.

We now provide an upper bound on the number of elements contained in a distinct

difference configuration contained in the dihedral group.

Theorem 8.3.3. If D is a DD(D2k,m, r), then m(m − 1) ≤ 2r + 1. Indeed, we have

m ≤
√

2r + 1 + 1.

Proof. We have |Br(e)| = 2r if r = k. Otherwise, |Br(e)| = 2r+ 1. So |Br(e)| ≤ 2r+ 1 for

all r. By Theorem 7.0.1, we have m(m− 1) ≤ 2r + 1 for all r. Thus, (m− 1)2 ≤ 2r + 1

and so m− 1 ≤
√

2r + 1. Hence, m ≤
√

2r + 1 + 1.

Corollary 8.3.4. Let D be a DD(D2k,m, r) such that m is of maximum possible size and

k is sufficiently large. If r < bk
2
c then b

√
r
2
c − (b

√
r
2
c − 1)0.525 ≤ m ≤

√
2r + 1 + 1. If

r ≥ bk
2
c then b

√
k
2
c − (b

√
k
2
c − 1)0.525 ≤ m ≤

√
2r + 1 + 1.

Proof. By Theorem 8.3.2, if r < bk
2
c then there exists a DD(D2k,m, r) such that m ≥

b
√

r
2
c − (b

√
r
2
c − 1)0.525. Furthermore, if r ≥ bk

2
c then there exists a DD(D2k,m, r) such

that m ≥ b
√

k
2
c − (b

√
k
2
c − 1)0.525. By Theorem 8.3.3 m ≤

√
2r + 1 + 1 for all r.

Remark 8.3.5. Observe that as r ≤ k in the dihedral group, the bounds stated in Corol-

lary 8.3.4 imply the following. If r < bk
2
c then we can construct a DD(D2k,m, r) of size

Ω(
√
r) and the upper bound on the number of elements contained in such a configuration

is O(
√
r). If r ≥ bk

2
c then we can construct a DD(D2k,m, r) of size Ω(

√
k) and the upper

bound on the number of elements contained in such a configuration is O(
√
k). We can
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therefore construct a distinct difference configuration with an optimal number of elements

up to multiplication by a constant. Thus, it is possible to find ‘large’ distinct difference

configurations in groups which contain a high proportion of elements of order 2.
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Chapter 9

Difference from Unique Pair

Configurations

We introduce the concept of a ‘difference from unique pair configuration’ (DUPC), a

natural generalisation of our definition of a DD(G,S,m, r) which allows for two differences

to be equal provided they are formed by the same pair of elements. We motivate the study

of these configurations by showing that if the group G contains elements of order 2, the

lower bound given by the probabilistic argument in Theorem 7.0.2 is not restricted in the

same way as it is when applied to distinct difference configurations. We show that a set

contained in a group G where G contains no elements of order 2 forms a DUPC if and

only if it forms a DD(G,S,m, r). Finally, we provide an example of a set which forms a

DUPC but not a DD(G,S,m, r), and does not necessarily retain the property that a pair

of nodes share at most one key in common when we apply our key predistribution scheme.

Thus, whilst DUPCs are a natural generalisation of the concept of a DD(G,S,m, r) and
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merit further study, they are not necessarily appropriate for the applications of our work

to key predistribution.

Definition 9.0.1. Let G be a group, S a generating set of G, and D ⊆ G where D =

{d1, d2, . . . , dm} and every pair of elements in D is at distance at most r apart. Then

D is a difference from unique pair configuration, denoted D̃D(G,S,m, r), if for any non-

identity element g ∈ G there exists at most one unordered pair of elements {di, dj} ∈ D

where di 6= dj such that either d−1i dj = g or d−1j di = g.

Informally, if given any element in G there exists at most one pair of distinct elements

in D with a difference equal to g, then D is a difference from unique pair configuration.

We now provide a lower bound on the size of a difference from unique pair configuration in

which the number of elements is maximised. Note that this is similar to Theorem 7.0.2,

however our use of difference from unique pair configurations means that elements of

order 2 do not cause bad events as they do with distinct difference configurations.

Theorem 9.0.2. Let G be a group and S a generating set of G where S is closed under

inverses. For sufficiently large L there exists a difference from unique pair configuration

D ⊆ BL of size m if the inequality m4

|BL|
< 1 is satisfied.

Proof. The proof is similar to that in Theorem 7.0.2. However, note that x−1l xk = x−1k xl

for some xk, xl ∈ D is not a bad event as a difference from unique pair configuration

allows differences to be equal if those differences are formed by the same pair of elements.

We therefore require only that m4

|BL|
< 1 is satisfied.
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Corollary 9.0.3. Let G be a group and S a generating set of G where S is closed under

inverses. If |BL| ≥ aL for some a > 1, then a difference from unique pair configuration D

of maximal size contained in BL is such that |D| ≥ bbLc for some b > 1. Indeed, we may

take b = a1/4−ε for some 0 < ε < 1
4
.

Proof. Let |D| = m. By Theorem 9.0.2, there exists a difference of unique pair configu-

ration of size m contained in BL if m satisfies m4

|BL|
and so m4 < |BL|. We have |BL| ≥ aL.

So we require m < (a1/4)L. Set b = a1/4−ε where 0 < ε < 1
4
. As a > 1, we have b > 1.

Furthermore, (a1/4)L > bL. Set m = bbLc.

We now provide a theorem which states that if a group contains no elements of order 2,

then a difference from unique pair configuration contained in that group also forms a

distinct difference configuration (and vice-versa).

Theorem 9.0.4. Let G be a group which contains no elements of order 2, S a generating

set of G where S is closed under inverses, and D ⊆ G. Then D forms a D̃D(G,S,m, r)

if and only if D forms a DD(G,S,m, r).

Proof. We first prove that if D forms a D̃D(G,S,m, r) then D also forms a DD(G,S,m, r).

Suppose towards a contradiction that G contains no elements of order 2, and that D

forms a D̃D(G,S,m, r) but not a DD(G,S,m, r). Then there exist two pairs of elements

(di, dj) ∈ D and (dk, dl) ∈ D such that i 6= j and k 6= l and d−1i dj = d−1k dl and di = dl

and dj = dk. We now explain why we have the condition di = dl and dj = dk. As D

forms a D̃D(G,S,m, r), two pairs of distinct elements with the same difference must be

the same pair. Therefore, di, dj and dk, dl are the same pair. If di = dk and dj = dl for

all such pairs then D forms a DD(G,S,m, r) by definition, a contradiction. So we must
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have di = dl and dj = dk. Thus, we have d−1i dj = d−1j di. Left multiplying by di and

subsequently by d−1j , we obtain e = d−1j did
−1
j di. Then e = (d−1j di)

2 and so G contains an

element of order 2, a contradiction. Thus, D forms a DD(G,S,m, r).

For the converse implication, observe that by definition if D forms a DD(G,S,m, r) then

D forms a D̃D(G,S,m, r).

We now provide an example which shows that given a group G, a difference from

unique pair configuration D ⊆ G and an element g ∈ G, it does not necessarily follow

that gD is such that |D ∩ gD| ≤ 1. By Theorem 2.4.2, if D were a distinct difference

configuration then it would follow that |D∩ gD| ≤ 1. This property follows from the fact

that difference from unique pair configurations allow for involutory differences, whereas

distinct difference configurations do not. This property ensures that a pair of nodes share

at most one key in common, and so the key storage capacity of the nodes is not wasted.

Thus, using a difference from unique pair configuration does not ensure that a pair of

nodes will share at most one key in common, and so such a configuration may not be

appropriate for our applications.

Example 9.0.5. Let G = Z3
2, so G = {0, 1}3, S = {(1, 0, 0), (0, 1, 0), (0, 0, 1)}, and 1+1 =

0. Let D = {(1, 1, 0), (1, 0, 1), (0, 1, 1)} and label these elements as a, b, c respectively. The

possible pairs of distinct elements are (a, b), (a, c), (b, c). We now list the differences formed

by these pairs:

D(a, b) = (0, 1, 1) = D(b, a),

D(a, c) = (1, 0, 1) = D(c, a),
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D(b, c) = (1, 1, 0) = D(c, b).

We have D(a, b) = D(b, a), and so D does not form a distinct difference configuration.

As the differences formed by different pairs of elements are pairwise distinct, for every

difference x ∈ G there exists at most one pair of elements d1, d2 ∈ D such that either

d−11 d2 = x or d−12 d1 = x. Thus, D forms a difference from unique pair configuration. Let

g = (0, 1, 1). Then gD = {(1, 0, 1), (1, 1, 0), (0, 0, 0)}, and so |D ∩ gD| = 2.
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