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Abstract

This thesis describes the development of low-field Nuclear Magnetic Resonance
(NMR) systems based on Superconducting QUantum Interference Device (SQUID)
detection for use on room temperature samples and presents initial test results using
various liquid samples.
The original proof of principle low-field SQUID NMR spectrometer consists of a
cryogenic dipper probe designed for small liquid samples on the order of 100µl,
which is operated in a liquid-helium Dewar equipped with a simple µ-metal shield.
The samples are kept at room temperature inside a vacuum cell placed in the centre
of a compact assembly of superconducting NMR coils. The two-stage DC SQUID
sensor has a coupled energy sensitivity of ∼ 50 h, where h is Planck’s constant,
at 4.2K and is coupled to the receiver coil via a superconducting flux transformer,
offering highly sensitive broadband and frequency-independent signal detection. The
obstacle of small sample polarization in low magnetic fields is overcome by means
of sample prepolarization.
Using the low-field SQUID NMR dipper probe, proton signals from distilled water
samples were observed down to 93 nT (corresponding to a Larmor frequency of ∼
4Hz). With the benefit of sample temperature control, two-component free induc-
tion decays were obtained from oil-water mixtures at temperatures between 275K
and 300K. The dipper probe was also extensively used to measure proton NMR
relaxation times T1 and T2 for aqueous solutions of coated magnetite (Fe3O4) and
cobalt-ferrite (CoFe2O4) nanoparticles in micro-Tesla fields to gain knowledge on
their effectiveness as contrast agents for Low-Field Magnetic Resonance Imaging
(LF-MRI).
Finally, preliminary work on the design of the follow-up SQUID NMR system is
presented. It will allow for larger samples, which will be placed underneath a cryo-
genic low-noise Dewar, housing the SQUID sensor and receiver coil, in the centre
of room temperature coils providing the static background field and polarization
pulses. The whole set-up will be operated inside a two-layer mu-metal magnetically
shielded enclosure that will screen out extraneous magnetic fields such as the Earth’s
field. With the addition of gradient coils, such a system can be used for LF-MRI
test experiments.
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Chapter 1

Introduction

In order to improve the resolution and the sensitivity of Nuclear Magnetic Resonance

(NMR) and Magnetic Resonance Imaging (MRI) experiments, there has been a

general move to use stronger, superconducting magnets in order to increase the

sample magnetization. This is desirable since the signal sensitivity for conventional

Faraday coil NMR detection is proportional to the rate of change of magnetic flux,

which means that the measureable signal strength has a quadratic dependence on the

magnetic field. A consequence of working in higher magnetic fields is the requirement

that the magnets used to produce them need to provide a very high degree of field

homogeneity, since the NMR linewidth signal broadening scales linearly with field

for a fixed magnet inhomogeneity. Consequently, modern state of the art NMR and

MRI instrumentation can be very expensive and complex.

A DC Superconducting QUantum Interference Device (SQUID), when operated

in conjunction with an untuned, superconducting input circuit, detects magnetic flux

directly, resulting in a measureable signal strength that has a linear dependence on

the magnetic field. Given the fact that SQUIDs are among the most sensitive mag-

netometers available, using DC SQUID detection therefore opens up the possibility

of measuring NMR signals in low magnetic fields, where the sample polarization

is too small for detection with conventional methods. In lower magnetic fields the

14



15

requirements on magnet homogeneity also become less stringent. Furthermore, a

reduction in the measurement field also reduces the signal broadening intrinsic to

the sample due to local fluctuations in field resulting from susceptibility variations

within the sample.

The first reported use of a SQUID in a pulsed NMR experiment was that of

Webb in 1977 [1], where an RF SQUID was used to monitor the longitudinal mag-

netization of liquid 3He. DC SQUIDs are generally more sensitive than their RF

counterparts, but were harder to make reliably until they could be fabricated using

lithographic techniques [2], at which point various groups started using DC SQUIDs

for NMR. The faster response of the DC SQUIDs enabled the direct detection of

transverse magnetization. Friedman et al. [3] used a DC SQUID operating in flux-

locked loop mode to measure 3He Free Induction Decays (FIDs) at frequencies of

0.5–50 kHz using a flux transformer input circuit. Freeman et al. [4] used a DC

SQUID operating in open loop mode to measure 3He FIDs at 1.9MHz using a tuned

input circuit. John Clarke’s group at Berkeley used DC SQUIDs in open loop mode

for Nuclear Quadrupole Resonance (NQR) at 30MHz [5] and then went on to use

DC SQUIDs for NMR as well [6, 7].

In order to operate and to benefit from the improved sensitivity, the low TC

SQUIDs and NMR coils need to be kept at liquid helium temperatures, which

presents a potential difficulty for measuring room temperature samples. Conse-

quently, as evidenced in the 1998 review on SQUID NMR by Greenberg [8], much

of the early work was carried out on cryogenic samples. Nevertheless, two different

approaches for performing SQUID NMR on room temperature samples were already

being used at this stage. Kumar et al. [9, 10] used a Dewar with a room tempera-

ture bore, while Seton et al. [11, 12] performed MRI measurements on samples that

were placed directly under a specially modified Dewar [13], with the DC SQUIDs

operating in a fast flux-locked loop mode and using a tuned input configuration.
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In 2002 the Berkeley group published an article in Science [14] where they used

DC SQUID NMR with a prepolarizing pulse, for measurements on liquid room

temperature samples in micro-Tesla magnetic fields. The prepolarization technique

had been employed previously by Packard and Varian [15], but this was the first

time it had been used with SQUIDs. Further work on room temperature samples

in low magnetic fields using the prepolarizing technique was carried out at PTB

[16] and the Berkeley group went on to apply this technique to low-field MRI [17,

18]. In recent years, the group at Los Alamos has made significant progress in the

development of SQUID-based ultralow-field MRI instrumentation [19], which has

been adapted to perform MRI measurements of the human brain in combination

with magnetoencephalography (MEG) [20] and for the detection of liquid explosives

[21]. While the majority of the recent SQUID NMR work has been focussed on the

use of low TC DC SQUIDs, the group at Jülich for example have used high TC RF

SQUIDs, that are cooled using liquid nitrogen, to look at room temperature samples

in the Earth’s magnetic field [22].

The Low Temperature group at Royal Holloway started using SQUID NMR in

the early 1990’s, when initial measurements were carried out on 195Pt in platinum

powder [23] using a commercial DC SQUID from Quantum Design [24]. Following

these measurements, a longstanding collaboration with the Cryosensors group at

PTB [25] was set up, enabling the use of wide bandwidth DC SQUID systems

operating in flux-locked loop mode out to frequencies of a few MHz. In recent

years all NMR measurements have been carried out using SQUIDs fabricated at

PTB, whose sensitivity improved with time. The earlier SQUIDs from PTB used

additional positive feedback (APF) [26] to skew the flux-to-voltage characteristic,

thereby amplifying both the signal and noise to allow the SQUID noise to determine

the signal-to-noise ratio. As fabrication techniques improved, the APF SQUIDs were

replaced first by SQUID arrays [27] and finally by Two-Stage SQUIDs, consisting

of a single SQUID first stage and a SQUID array preamplifier [28].
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At Royal Holloway SQUID NMR has been used to study a wide range of systems

with low spin density at cryogenic temperatures, as outlined in [29]. Both tuned

and broadband input circuits [30] were used for these measurements. Examples

include thin slabs of superfluid 3He with an area on the order of 1 cm2 [31], very

thin films of solid 3He adsorbed on graphite [32], single-crystal samples of UPt3 at

low temperatures, where low fields are required to reduce eddy-current heating [33]

and 3He adsorbed in the pores of the molecular sieve MCM-41, a potential quasi-1D

model system at low temperatures [34].

The work presented in this thesis was part of a programme of research aimed

at developing our SQUID NMR techniques and instrumentation so that they could

be applied to room temperature samples. As mentioned above, one difficulty here

is that the SQUID sensors need to be operated at liquid helium temperatures, but

the samples need to remain at room temperature. The solution that we adopted

initially was to put the sample in a vacuum cell, so that it could be immersed in the

liquid helium bath with the SQUID and the NMR coils while being kept at room

temperature using a heater. This was technically demanding and this thesis gives a

detailed account of the development of this set-up, which was evaluated using various

liquid samples such as water, oil-water mixtures and aqueous solutions of magnetic

nanoparticles, the results of which are also presented and analyzed. Furthermore, it

includes a discussion of the initial development of a successor low-field NMR system,

where the samples are placed outside a home-built Dewar, following the approach

used by Seton et al. [12].

This thesis has been organized into 6 further chapters as follows: Chapter 2 gives

a brief description of the main concepts of NMR and SQUID detectors. Chapter 3

describes the low-field NMR spectrometer cryogenic dipper probe used for all the

NMR measurements presented in the thesis. Chapter 4 deals with the NMR mea-

surements on liquid samples, specifically water, oil and oil-water mixtures, designed

to test the performance of the probe described in the previous chapter. Chapter 5
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gives a brief overview of the physical properties of magnetic nanoparticle suspen-

sions and provides the necessary theoretical background regarding the relaxation

behaviour of the protons in such solutions to allow for interpretation of the results

presented in the subsequent chapter. Chapter 6 summarizes extensive NMR mea-

surements on aqueous solutions of magnetic nanoparticles, which were evaluated for

their potential use as contrast agents in low-field MRI. Finally, Chapter 7 presents

current work on a follow-up low-field NMR system that is being developed.



Chapter 2

SQUID-detected Nuclear

Magnetic Resonance

Nuclear Magnetic Resonance (NMR) was first used to investigate bulk matter in

1946, as described in two papers published independently in the same volume of

Physical Review, by Purcell, Torrey and Pound [35] and by Bloch, Hansen and

Packard [36]. Since then NMR measurements have found a wide range of applica-

tions. NMR instrumentation is continuously evolving and has benefited from the

introduction of more sensitive magnetic flux detectors, such as the Superconducting

QUantum Interference Device, commonly known as a SQUID [8]. This chapter gives

a brief overview of the relevant physical concepts relating to SQUID-detected NMR.

More detailed accounts of the theory behind NMR can be found in the books by

Cowan [37], Slichter [38] and Abragam [39]. A comprehensive guide to SQUIDs and

their applications is provided in the SQUID Handbook [40].

19
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2.1 Nuclear Paramagnetism

A nucleus has a magnetic moment µ that is related to its total spin angular momen-

tum I by the gyromagnetic ratio γ according to

µ = γ~I (2.1)

The value of γ depends on the nucleus, as different elements have different gyromag-

netic contants. The energy spectrum E associated with a nuclear magnetic moment

in a magnetic field B0 is given by

E = −µ ·B0 = −mi~γB0 = −mi~ω0 (2.2)

where ω0 is the so-called Larmor frequency and mi = −I,−I + 1, . . . , I is the spin

quantum number.

The NMR experiments described in this thesis are performed exclusively on

protons contained in liquids. Protons possess a nuclear spin of I = 1

2
, such that in

a magnetic field the energy splits into two states where m = −1

2
(spin antiparallel

to B0) and m = +1

2
(spin parallel to B0) correspond to the higher and lower energy

levels respectively. This situation is depicted in Figure 2.1.

The population density of the higher energy level is indicated by N↓ (spin down)

and the lower energy level by N↑ (spin up). In thermal equilibrium the proportion

of this two-level system is governed by Boltzmann statistics

N↓

N↑

= exp

(

−∆E

kT

)

(2.3)

where ∆E = ~γB0 for a I = 1

2
system and k is the Boltzmann constant. The

population difference (N↑ −N↓) results in a net magnetization M0 = µ (N↑ −N↓).

For high temperatures T and/or low magnetic fields, such that
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Figure 2.1: Nuclear Zeeman splitting of the energy levels for a nucleus with I = 1

2

in a magnetic field B0.

~γB0 ≪ 2kT (2.4)

the equilibrium net magnetization follows Curie’s law in which M0 is proportional

to B0 and inversely proportional to T

M0 =
Nv~

2γ2

4kT
B0 (2.5)

where Nv = N↑ +N↓ is the total number of spins per unit volume. Thus for a given

temperature, the higher the applied field, the greater the sample polarization. With

the static magnetic susceptibility χ0 defined as

χ0 =
µ0Nv~

2γ2

4kT
(2.6)

where µ0 = 4π × 10−7 H/m is the permeability of free space, Equation 2.5 can be

rewritten as

M0 =
χ0

µ0

B0 (2.7)
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Figure 2.2: Larmor precession of the magnetization vector.

Nuclear magnetic moments in an externally applied static magnetic field will align

themselves with this field, such that in thermal equilibrium the net magnetization

lies along the direction of B0. If the magnetization is tipped away from B0 as a

result of an NMR excitation pulse, it will start precessing around B0 at the Larmor

frequency introduced in Equation 2.2 and given by

ω0 = γB0 (2.8)

The precession frequency is directly proportional to the strength of the applied static

field B0. It is the precession of the nuclear moments at their Larmor frequency that

provides a detectable signal for NMR experiments.

For protons, γ = 2.675× 108 s−1T−1 or γ/2π = 42.577MHzT−1.
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2.2 Pulsed NMR Principles

In pulsed NMR experiments a sample of nuclear spins is placed in a polarizing

static magnetic background field B0 to generate an equilibrium magnetization M0

in the sample according to Equation 2.7. By convention, B0 and hence M0 point

along the z-direction, which is generally referred to as the longitudinal direction.

The sample is subsequently subjected to an electromagnetic tipping pulse to knock

the magnetization M0 off equilibrium and into the x-y plane, also known as the

transverse plane. Upon removing the pulse, the resulting transverse magnetization

vector will start to precess around the background field B0, as illustrated in Figure

2.2, while the component of its magnitude in the transverse plane decays back to

zero. Simultaneously the original magnetization in the longitudinal direction will

be recovered as the moments realign with B0. The time constants associated with

these two equilibrating processes are the so-called relaxation times, T1 and T2.

2.2.1 Relaxation Mechanisms

Spin-lattice Relaxation Time T1

T1 is known as the spin-lattice relaxation time or longitudinal relaxation time and

characterizes the time it takes for the magnetization parallel to the applied static

field to grow to its equilibrium value. This relaxation refers to the longitudinal com-

ponent of the magnetization Mz. According to Bloch [41] the longitudinal relaxation

process is described by

Ṁz = γ |M×B|z −
M0 −Mz

T1

(2.9)

with the solution

Mz = M0 − [M0 −M(0)] exp(−t/T1) (2.10)
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Figure 2.3: Longitudinal magnetization growing with time constant T1.

This expression shows that the magnetization is recovering to its equilibrium value

M0 exponentially with the characteristic time constant T1, see Figure 2.3. During

the relaxation process the energy −M·B is released, hence there has to be an energy

exchange mechanism in which the spin system couples to its surrounding or “lattice”

and thus T1 is a measure of how effectively the nuclear spins couple to the lattice.

Spin-spin Relaxation Time T2

This relaxation applies to the transverse magnetization Mx,y and is given by

Ṁx,y = γ |M×B|x,y −
Mx,y

T2

(2.11)

with the solutions

Mx = Mx(0) sin(ω0t) exp(−t/T2) (2.12)

My = My(0) cos(ω0t) exp(−t/T2) (2.13)
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Spin-spin relaxation does not require an energy exchange with the lattice and the

Zeeman energy is unaltered. The local magnetic field that each nucleus sees is not

constant throughout the sample and therefore the spins precess at slightly different

rates. A destructive interference of the precessing spins leads to the magnetization in

the xy-plane decaying to zero. Intrinsic field variations can be due to neighbouring

nuclear spins or electronic magnetization. A contribution to the field inhomogeneity

originates also from the NMR magnet. The measured effective spin-spin relaxation

time T ∗
2 differs from the true T2 and is given by the following relation:

1

T ∗
2

=
1

T2

+ γ∆B (2.14)

where ∆B is the spread in the field of the NMR magnet, known as its inhomogeneity.

When T2 ≫ T ∗
2 , T2 is usually measured by the Spin-Echo method described in

Section 2.2.3. For T2 ≈ T ∗
2 one can determine T2 by measuring the dependence of

T ∗
2 on the magnetic field B since ∆B ∝ B is usually fulfilled, such that the relative

inhomogeneity obeys:

∆B

B
= α (2.15)

where α is a constant. Determining the T ∗
2 field dependence therefore also presents

a technique to measure the field homogeneity of an NMR magnet.

In a conventional pulsed NMR experiment, the sample is polarized in the longi-

tudinal direction and the resulting magnetization is then tipped into the transverse

plane for detection. The resulting signal, referred to as a Free Induction Decay (FID)

and shown in Figure 2.4, is composed of an oscillating component at the Larmor

frequency and a decaying component that is exponential with a time constant T ∗
2

as described by Equation 2.13.
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2.2.2 Fourier Analysis

The decaying magnetization signal is recorded as a voltage signal of the form:

V (t) = V0 cos(ω0t) exp(−t/T2) (2.16)

The corresponding frequency spectrum is obtained by applying a Fourier transform

to the time domain voltage signal. The Fourier transform in this case is defined as:

F (ω) =

∫ +∞

−∞

exp(iωt)V (t)dt (2.17)

The modulus of this Fourier transform is:

|F (ω)| = V0

2

(

1

(T ∗

2 )
2 + (ω − ω0)2

)1/2
(2.18)

The square of the modulus is a Lorentzian for which the full width at half maximum

(FWHM) ∆ω is related to the effective spin-spin relaxation time T ∗
2 as follows:

T ∗
2 =

2

∆ω
=

1

π∆f
(2.19)

The Lorentzian peak given by the square of the Fourier transform of the exponential

FID signal is illustrated in Figure 2.4. The magnitude Sp of the discrete Fourier

transform peak of the FID is related to the initial voltage V0 in the time domain by:

Sp =
V0T

∗
2

2∆
(2.20)

where the Nyquist frequency 1/2∆ depends on the time between data points in the

time domain ∆. As a rule of thumb, one also has to capture the FID for a time of

order 5× T ∗
2 in order to avoid a line distortion caused by the truncation of the time

domain signal.
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Figure 2.4: Free Induction Decay (FID) in the time domain and Fourier
transformed Lorentzian signals in the frequency domain.

2.2.3 Conventional NMR Measurement Techniques

In conventional pulsed NMR, a transmitter coil oriented perpendicular to the ap-

plied field B0, is used to transmit an oscillating RF tipping pulse at the Larmor

frequency ω0. From their rotating frame of reference, spins aligned with B0 will see

a large static field B1 in the transverse plane and start to rotate around B1 with

the corresponding Larmor frequency γB1. By varying the length of the B1 pulse,

the sample magnetization along B0 can be rotated through an arbitrary angle. The

amplitude of the RF pulse is usually calibrated for a given pulse length to obtain

either a 90◦ or 180◦ pulse, where a 90◦ pulse transfers the magnetization into the

transverse plane and a 180◦ pulse aligns it along −B0. Spins precessing coherently

in the transverse plane produce an oscillating signal that is coupled to a receiver

coil connected to a detector.
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The two most important pulse sequences are the 90◦ − τ − 180◦ and 180◦ − τ − 90◦

sequences, where the variable τ is the time between pulses. The 90◦ − τ − 180◦

sequence is called a Spin-Echo sequence and allows for direct measurement of the

intrinsic T2, due to the 180◦ pulse resulting in a temporary rephasing of the spins

that have already dephased because of the magnet inhomogeneity after a time 2τ .

To measure T1, a 90
◦−τ−90◦ sequence can be used, which allows the longitudinal

magnetization to grow back to its equilibrium value for a time τ , before using a

second 90◦ pulse to tip it back into the transverse plane for read out. A more

common method is to use a 180◦ − τ − 90◦ sequence, also known as an Inversion

Recovery Sequence, to start off with the magnetization in −B0 in order to trace

the equilibrium magnetization recovery as depicted in Figure 2.3. The measured or

interpolated time τ(0) for which the magnetization along z is 0, also known as the

zero-crossing point, can be used to calculate T1 from the relation [37]:

T1 = τ(0)/ ln 2 (2.21)
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2.3 NMR in Low Magnetic Fields

In low fields the magnetic response to be measured is very small and much aver-

aging is necessary with conventional spectrometers in order to obtain any useful

information. Through the use of SQUIDs in NMR, it becomes practically feasible

to measure such small signals in a comparatively short time, since SQUID magne-

tometers are unequalled in their resolution and sensitivity to magnetic flux. They

can measure magnetic fields down to fractions of 1× 10−15 T, which is about ten

orders of magnitude smaller than the Earth’s magnetic field.

But in addition to being able to detect very small signals it is still necessary to

achieve a large enough sample polarization to generate signals that reach above the

noise background with a reasonable amount of averaging. To this end the loss in

magnetization due to the lowering of the static magnetic field strength can be com-

pensated for by subjecting the sample to a DC prepolarizing pulse, as demonstrated

by McDermott et al. [14]. For a given polarizing pulse that is large compared with

B0, we will always obtain the same amount of transverse magnetization, regardless

of the static magnetic background field strength. Consequently, since the area under

the NMR line is related to the initial magnetization of the sample in the detection

plane, the area will remain constant, independent of the applied static field.

If the area of the signal remains constant, then the narrower its width, the bigger

its peak height will be. Therefore, since the NMR linewidth decreases with decreas-

ing field because the broadening effect due to the magnet inhomogeneity is reduced,

the prepolarizing technique has the added benefit of an increased signal size at lower

fields. This also means that for an approximately constant noise background, the

signal-to-noise ratio (SNR) will improve as you go down in field [14]. Both effects

are shown in Figure 4.1 in Chapter 4.
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2.3.1 Measuring T ∗
2 using Sample Prepolarization

B > 5Tp 1

FID

trdelay

Figure 2.5: Pulse sequence for measuring T ∗
2 with a prepolarizing field in the

transverse plane, where τr is the repetition time.

In the prepolarizing technique, a large DC current is sent through the transmitter

coil [14]. This produces a static magnetic field Bp in the transverse plane that is

large compared with B0, so that the net magnetization of the sample will grow in

the transverse plane up to an equilibrium value that is proportional to Bp. Hence,

polarizing pulses need to be long enough for the transverse magnetization to grow

sufficiently, i.e. several T1s. As depicted in Figure 2.6, the magnetization grows

with T1 in the prepolarizing field Bp and then upon removal of Bp starts precessing

at the Larmor frequency ω0 = γB0 in the transverse plane, giving a signal that

decays with the time constant T ∗
2 . For precession to occur, Bp has to be removed

non-adiabatically. This is discussed further in Section 4.2.1. Figure 2.5 shows a

schematic of the simple pulse sequence needed to measure T ∗
2 at low fields.
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2.3.2 Measuring T1 in the Prepolarizing Field

Bp

M

B0 B0

M

Figure 2.6: Sample prepolarization and resulting FID.

The T1 relaxation time in the prepolarizing field is determined by varying the length

of the prepolarizing pulse. The magnetization grows in the prepolarizing field with a

time constant T1 for that field, see Figure 2.6 again, so that the signal height obtained

in the transverse plane after switching the prepolarizing field off will depend on the

time the pulse was on for.
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2.4 DC SQUID Magnetometers

2.4.1 DC SQUID Characteristics

A DC Superconducting QUantum Interference Device consists of a loop of super-

conductor containing two Josephson junctions in parallel [40], as shown in Figure

2.7. SQUIDs exploit the quantum-mechanical phenomenon of flux quantization. A

current flowing around a closed loop produces a magnetic field threading through

it and vice versa. In the case of a superconducting loop, the magnetic flux thread-

ing it cannot take on any arbitrary value, but is quantized in integral multiples of

h/2e = φ0, where h is Planck’s constant φ0 = 2× 10−15 Tm2 is the flux quantum.

I /2b

Isc

I /2b

Ib

V

C Rsh

Figure 2.7: Schematic of a SQUID. The crosses represent the Josephson junctions.

If the flux through such a loop is a non-integer multiple of φ0, a screening current

ISC will flow in the loop to generate an opposing or additional field, such that the

total flux threading the loop remains nφ0. Therefore, as can be seen in Figure 2.7,

the total current in each branch of a SQUID is given by I = 1

2
Ib ± ISC , where Ib is

the applied bias current.
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A Josephson junction consists of a thin layer of insulating material separating two

superconductors. The electron Cooper pairs in a superconductor are described by

a single wavefunction and can tunnel through such junctions, making them act like

weak superconductors. This is known as the DC Josephson effect. The Joseph-

son junctions therefore determine the critical current IC that can pass through the

SQUID without resistance. The bias current that can be applied without exceeding

the critical current, will be at a maximum if ISC = 0. The I−V curve for a SQUID

is inherently hysteretic, but this behaviour is suppressed by the addition of a shunt

resistance Rsh in parallel with each Josephson junction, provided that the hysteresis

parameter βc fulfills the condition [40]

βc ≡ 2πI0R
2
shC/φ0 ≤ 1 (2.22)

where I0 and C are the critical current and the self-capacitance of the junction

respectively.

If the total current flowing in the SQUID stays below IC , the voltage measured

across it remains zero. But when biasing the SQUID with a current that is close to

the maximum critical current of the Josephson junctions, changes in the screening

current produced by changes in the external magnetic field, will result in a mea-

sureable periodic voltage change across the SQUID, depicted by the typical V − φ

characteristic in Figure 2.8. It shows the V − φ curve of a SQUID to be non-linear,

except for an approximately linear regime around the chosen working point W , such

that when operating the SQUID at W , for small enough signals, it acts as a linear

flux to voltage converter. By applying a voltage bias Vb and a flux bias φb, W can

be set to the steepest part of the V − φ curve. The gain for small signals is then

given by the gradient Vφ = δV/∆φ at the working point. The bias current Ib can be

adjusted to obtain the largest Vφ.
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Figure 2.8: V-φ characteristic of a DC SQUID with working point W biased at Vb

and φb, a voltage swing ∆V and the linear flux regime ∆φ.

2.4.2 FLL Mode Operation

In order to extend the range of the linear V −φ regime, the DC SQUID is operated as

part of a Flux-Locked Loop (FLL), implemented through a Direct Offset Integration

Technique (DOIT) FLL scheme after Drung [42]. This works essentially as a negative

feedback system where the SQUID is used as a null-detector.

A voltage V developing across the SQUID is coupled to a room temperature

low noise differential amplifier, giving an error voltage Ve ∝ V − Vb that is further

amplified to give a feedback voltage Vf . Vf is then applied across the feedback

resistor Rf , delivering a current If that is fed back into the SQUID as a flux via a

feedback coil with inductance Lf (see Figure 3.3 in Chapter 3). The feedback flux

φf is given by

φf = MfIf = −φSQ (2.23)

where Mf is the mutual inductance between the SQUID and the feedback coil. φf

exactly cancels the signal flux φSQ, thus keeping the total flux φ in the SQUID

constant. The signal gain of the SQUID when operated in FLL mode, is given by
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GFLL =
Rf

Mf

(2.24)

The dynamic behaviour of the FLL circuit is characterized by its bandwidth of

typically a few MHz and its slew rate. If a signal coupled to the SQUID produces

a feedback flux that exceeds the slew rate of the FLL electronics, it results in flux

jumps and correspondingly discontinuous jumps in the output voltage.

2.4.3 Total Flux Noise

The overall noise in the circuit is comprised of three elements. The intrinsic flux-

noise spectral density of the SQUID SSQ stems from Johnson noise in the shunt

resistors. The voltage and current noise of the preamplifier are taken into account

by voltage noise source VNamp
and current noise source INamp

terms. The total flux

noise spectral density Sφ is then given by:

Sφ = SSQ +
V 2
Namp

V 2
φ

+
I2Namp

R2
dyn

V 2
φ

(2.25)

where Rdyn is the dynamic resistance of the SQUID at the working point. The

problem associated with coupling the SQUID directly to the preamplifier is that the

noise is usually dominated by the latter. It is necessary to enhance Vφ in order to

make the preamplifier noise contribution negligible. One way this can be achieved

is by using a Two-Stage SQUID, where a SQUID array is used to amplify the signal

from the first stage SQUID, before connecting to the FLL electronics. Two-Stage

SQUIDs have been used for all the work presented in this thesis.

2.4.4 Coupled Energy Sensitivity

A figure of merit of a SQUID is the coupled energy sensitivity εc, i.e. the energy

equivalent of the minimum detectable current in the SQUID input coil, given by
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Figure 2.9: Comparison of coupled energy sensitivity of a SQUID array and a
Two-stage SQUID sensor (open input coil).

εc =
〈φ2

N〉Li

2M2
i

(2.26)

where Li is the input coil inductance, Mi is the mutual inductance between the

input coil and SQUID and 〈φ2
N〉

1/2
=

√
SΦ is the total rms flux noise per

√
Hz. If

the noise is dominated by the noise in the SQUID, then 〈φ2
N〉 ≈

√

SSQ.

The most significant advantage of Two-Stage sensors over the previously used ar-

rays is the decrease in coupled energy sensitivity εc, resulting from the higher mutual

inductance Mi between the single front end SQUID and the input coil, that are cou-

pled via a double transformer to match up their respective inductances, as described

by Drung et al. [28]. Figure 2.9 shows a comparison of the coupled energy sensi-

tivities of an array and a Two-Stage sensor. It can be seen that εc is as low as 50

h in the white noise region. This improvement of an order of magnitude over the

array results in an order of magnitude decrease in measuring time for a given signal

amplitude.



Chapter 3

Low-Field NMR DC SQUID

Spectrometer Probe

This chapter describes the DC SQUID spectrometer probe used for performing low-

field NMR measurements on small liquid samples at room temperature. After an

overview of the set-up as a whole, a section summarizing the specifications of the

SQUID sensors used is followed by detailed descriptions of the superconducting

NMR coils and the sample cells. The final section describes the development of

a second generation probe and general modifications to the set-up leading to an

improved signal-to-noise ratio.
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3.1 Overview of the Spectrometer

The low-field SQUID NMR spectrometer probe set-up incorporates a compact shield-

ing arrangement comprising both superconducting shields on the probe and an exter-

nal high permeability magnetic shield made of mu-metal surrounding a designated

liquid helium Dewar. Sufficient shielding is an essential requirement for performing

NMR in low fields, due to the need to screen the sample region as much as possible

from interfering sources of noise and from the Earth’s field.

A schematic of the magnet assembly and positioning of the NMR coils is shown in

Figure 3.1. The whole assembly has a cylindrical geometry. The sample is contained

inside a Kel-F (PTCFE) vacuum cell in a container machined from Stycast 1266

epoxy resin that can hold a liquid volume of ∼ 0.14ml. The sample holder, which

had to be modified for the experiments described in Chapter 6, is described further in

Section 3.4. The NMR coil-set comprises a saddle receiver coil inside an orthogonal

saddle transmitter coil, both of which are wound from superconducting niobium-

titanium wire. More detail on the pick-up and excitation coils is given in Sections

3.3.3 and 3.3.2. The receiver coil is placed closest to the sample and is connected

to the input terminals of the SQUID sensor via a superconducting flux transformer.

The transmitter coil is kept orthogonal to the receiver coil in order to minimize

cross-coupling.

The coil-set is placed inside a home-built superconducting magnet, described in

Section 3.3.1, that is operated in persistent mode and placed inside a superconduct-

ing shield. The shield serves to screen the sample from any extraneous magnetic

fields. An open-ended superconducting shield made from overlapping niobium foil is

inserted between the magnet and the transmitter coil. This shield serves to reduce

the transient response due to eddy currents in the copper magnet former arising

from the prepolarizing pulse.
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Figure 3.1: Schematic of the compact NMR coil configuration and sample space.

A greased spacer is fitted inside the inner overlapping shield and around the top

of the NMR coils, to prevent unwanted vibration and magneto-acoustic noise, by

improving the rigidity of the coilset. The magnet, NMR coils and vacuum cell are

all screwed down onto the magnet base plate to fix their alignment relative to each

other and to ensure mechanical stability.

The SQUID in its closed cylindrical niobium shield, as well as the magnet and

NMR coils, all need to be kept at 4.2K in order to be superconducting and are

therefore mounted on a dipper probe designed for use in a liquid helium Dewar

that has a single layer cylindrical mu-metal shield with a closed end at the bottom.

Mu-metal is a high permeability nickel alloy that keeps out stray magnetic fields

from the area it encloses by providing a low resistance path for them. Figure 3.2

shows a plot of the field profile inside the mu-metal shielded Dewar, measured using

a Bartington [43] triple-axis fluxgate magnetometer.
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Figure 3.2: Left: Photograph of the mu-metal shielded Dewar holding the second
generation spectrometer probe and the original probe hanging on the wall next to
them; Right: Field profile inside the mu-metal shielded Dewar, with the arrow

indicating the position of the liquid sample when the probe is in place. The insert
shows a blow-up of the sample region inside the Dewar.

When the probe is cooled down, it is inserted all the way into the Dewar, where

the shielding is optimal, before the liquid helium transfer is carried out, in order

to ensure that the magnet assembly goes superconducting in an environment with

minimal field gradients.

Since the probe is used for NMR on room temperature samples, which need to be

positioned in the centre of the magnet and NMR coils in their cryogenic environment,

the samples are kept at room temperature using a heater while immersed in the liquid

helium. For this reason the sample holder is placed inside a vacuum cell in order

to avoid direct thermal contact with the helium bath. The warm-cold distance

between the sample and the helium bath is about 1mm. The sample is heated

using a resistive heater wound non-inductively from niobium-titanium wire. The

temperature of the sample is monitored using a silicon diode. This set-up allows the

sample temperature to be varied easily between 4.2K and 300K.
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Figure 3.3: Schematic of the SQUID spectrometer set-up.
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Figure 3.3 shows a schematic overview of the spectrometer set-up. The SQUID

electronics are in reset mode whilst the prepolarizing pulse is applied and are put

back into FLL mode for data capture. A sample-and-hold unit removes any DC

offset at the output of the FLL electronics before the resulting FID is captured on

a 12-bit A-D card [44] or a TS410 oscilloscope [45]. The SQUID has to be in the

open loop mode while the transmitter pulse is on due to the cross-coupling between

the transmitter and receiver coils. The quicker the prepolarizing pulse switches off,

the sooner FLL operation can resume. The pulse can be removed rapidly and non-

adiabatically at all accessible fields. Non-adiabatic removal of the pulse is necessary

to preserve the magnetization in the transverse plane. In certain circumstances, the

pulse is removed adiabatically, as described in Section 4.2.1. The shortest dead time

of the system is ≈ 300µs. It is limited by transients from the prepolarizing pulse

and is significantly shorter than the dead times achieved by McDermott et al. [14]

and Burghoff et al. [16]. The SQUID noise was found to be the limiting noise source

in the spectrometer. The observed signal sizes were consistent with those calculated

using the principle of reciprocity [30].
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3.2 Two-Stage DC SQUID magnetometer

Figure 3.4: Left: Photograph of the Two-Stage SQUID chip and its connection
terminals; Right: Schematic of Two-Stage SQUID chip.

We are working exclusively with SQUIDs made from low TC superconductors, be-

cause of the reduced thermal noise at liquid helium temperatures. Rather than using

a single SQUID sensor, we were previously working with SQUID arrays, provided

by Physikalisch Technische Bundesanstalt (PTB) [25] and controlled by Magnicon

SEL-1 FLL SQUID electronics [46], because of the large voltage swing and wide

linear range in their V −φ characteristic. These are desirable qualities for optimum

system dynamics and are necessary to allow for direct and fast read-out with the

electronics. Provided that all individual SQUIDs of an array are biased at the same

working point and that the same flux is coupled into each one, the array will behave

like a single SQUID with an enlarged voltage signal and increased gain. However,

one drawback of using arrays is that, when they are cooled in large external mag-

netic fields such as the Earth’s field, the V − φ may become strongly distorted due

to trapped flux causing variations in the flux biases of the SQUIDs. Furthermore

they developed malfunctions after prolonged use.
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Prior to starting any of the work presented in the subsequent chapters, we upgraded

to PTB C3 and C4 generation SQUID sensors [28], designed to be operated using

Magnicon XXF-1 FLL electronics [27]. These latest sensors are so-called Two-Stage

devices that consist of a front-end single SQUID into which the input signal is

coupled and which is then preamplified by an array of 16 further SQUIDs, before

being amplified by the XXF electronics, where the gain of the room temperature

amplifier is 2000. All of the SQUIDs in the array are designed as gradiometers and

have a maximum linewidth of 5µm [28], which improves the problem of trapped

flux encountered with previous SQUID array sensors by reducing the amount of flux

coupled to each SQUID due to external magnetic fields. In addition, the Two-Stage

chips can be heated above the TC of the SQUIDs using the XXF electronics, in order

to expel trapped flux in the second stage array, which also allows for the Two-Stage

sensors to be cooled down in an unshielded environment.

As noted in Section 2.4.4, having a single front-end SQUID coupled to the input

coil via a double flux transformer scheme, results in a higher mutual inductance

between the SQUID and the input coil. While it was ∼ 1.1 nH for the array sensors,

for the Two-Stage sensors used here we have Mi ∼ 7 nH, with an inductance of

Li ∼ 1.1µH for the integrated input coils. The Two-Stage SQUID sensors are also

designed to be coolable down to 300mK to achieve even better noise performance.

But in our case the SQUID operation temperature remains at 4.2K.

The results presented in Chapter 4 were obtained using the C3 Two-Stage SQUID

chip C1c04-G25, for which parameters and bias settings are given in Table 3.1. All

the measurements in Chapter 6 were taken with a C4 SQUID. The C4 generation

includes an integrated on-chip Q-spoiler in the input circuit that is made up of 16

unshunted SQUIDs. A Q-spoiler, described further in Section 3.3.3, is essentially a

current-limiter that is needed to protect the SQUID during application of the large

NMR transmitter pulses and to minimize the measurement dead time after their

removal. Parameters for the C401-L42 SQUID chip are summarized in Table 3.2.
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Coupled energy sensitivity, εc at 1 kHz ∼ 30 h

Voltage swing, ∆V 317 µV/φ0

Coupling constant, k 44 µA/φ0

Gain in FLL, GFLL 280 mV/φ0

Feedback resistor, Rf 10 kΩ

Gain bandwidth product, GBP 0.23 GHz

Current, I 37 µA

Bias current, Ib 7.3 µA

Critical current, Ic ∼ 7–9.6 µA

Voltage bias, Vb 125.78 µV

Flux bias current, φx 6 µA

Table 3.1: Summary of C1c04-G25 SQUID Parameters.

Coupled energy sensitivity, εc at 1 kHz ∼ 50 h

Voltage swing, ∆V 211 µV/φ0

Coupling constant, k 42 µA/φ0

Gain in FLL, GFLL 1.24 V/φ0

Feedback resistor, Rf 30 kΩ

Gain bandwidth product, GBP 1.04 GHz

Current, I 30 µA

Bias current, Ib 11.22 µA

Critical current, Ic 5.2–12.7 µA

Voltage bias, Vb 103.39 µV

Flux bias current, φx 10.54 µA

Table 3.2: Summary of C401-L42 SQUID Parameters.
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Figure 3.5: Left: V − φ characteristic for Two-stage SQUID C401-L42, open Input
Coil. Right: V − I curve for C401-L42, shorted input coil.

Figure 3.5 shows an example of a typical V − φ characteristic for the C4 SQUID,

as well as its V − I curve used to determine the maximum and minimum critical

currents of the Josephson junctions. Finally, Figure 3.6 shows a comparison of the

measured SQUID noise in FLL mode for each of the two SQUIDs used in this work.
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Figure 3.6: Comparison of FLL noise for C3 and C4 SQUIDs (open input coil).
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3.3 NMR Coils

3.3.1 Superconducting Magnet

The magnet used to generate the static background field is a two layer supercon-

ducting solenoid wound on top of a sheet of Kapton insulation onto a copper former

with a 30mm bore. The inner diameter of the solenoid is 32mm and the windings

are 80mm long. The wire used is copper-nickel clad niobium-titanium with a core

diameter of 71µm, a cladding and outer diameter of 81µm and 106µm respectively

and a resistance of 5.6Ω/m.

Superconducting Shields

The magnet is sandwiched between two superconducting niobium shields, pictured

in Figure 3.7. The outer shield is a 100mm long niobium cylinder with an inner

diameter of 35mm and a wall thickness of 1mm and screens the magnet and sample

area from any extraneous fields. The inner niobium shield, serving to screen the

magnet from exposure to the transmitter pulses, is an overlapping shield as described

by Hechtfischer et al. [47]. It is assembled from a 98mm high and 210mm long piece

of 50µm thick niobium foil of 99.85 % purity. A slightly larger corresponding piece

of Kapton sheet is fitted to one side of the niobium before rolling the foil up and

setting it with a 50:50 mixture of Stycast 2850 and 1266. The resulting shield is a

cylinder with an inner diameter of 28mm consisting of two layers of niobium plus

an overlap of 20mm. Two niobium tabs extruding from the top of the shield are

used for grounding the inner shield on the magnet former when the magnet is put

together. In the absence of an inner shield, the large changes in field generated by

switching the prepolarizing pulse on and off, would result in eddy currents flowing

in the copper magnet former that would take some time to decay. The presence of

an inner shield thus reduces the dead time after the application of the prepolarizing

pulse by improving the transient response of the system.
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Figure 3.7: Left: Picture showing the outer and inner superconducting Nb shields;
Right: Magnet assembly in situ inside probe.

Persistent Mode Operation

When performing NMR experiments, the magnet is operated in persisted mode,

meaning that the current in the magnet is flowing in a closed superconducting loop,

which provides a magnetic field that is temporally stable. To this end, we have a

persistent switch [48] in the magnet circuit that acts as a superconducting shunt

in parallel with the magnet when at 4.2K, thus forming a closed loop with the

magnet. The switch consists of copper-nickel clad niobium-titanium wire that is

wound around a resistor and spotwelded onto the magnet leads. To change the

current persisted in the magnet, a current is driven through the resistor to heat it

enough for the superconducting shunt to go normal, allowing the magnet to form

a circuit with its power supply. Once the desired current is flowing in the magnet,

the current through the resistor is turned off and the shunt cools down until it goes

superconducting again.
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Magnet Characteristics

While persisting or depersisting the magnet, the voltage across it is monitored to

ensure that the rate of change of the current does not induce a voltage so high as to

quench the magnet. This also provides a convenient way of measuring the inductance

of the magnet, given that L = V
(

di
dt

)−1
. Using this method, the inductance of a

fully assembled magnet of the type described above was measured to be Lm ∼ 4mH.

The magnet homogeneity over the sample region can be determined according to

Equation 2.14 by measuring T ∗
2 as a function of frequency, as done in Section 4.1.1.

Two different magnets, with dissimilar homogeneities, were used for the work

presented in the subsequent chapters. The first one was the old magnet on the

original probe, which was used for all the results discussed in Chapter 4 and the

second one was the new magnet made for the second generation probe with which

all the nanoparticle measurements in Chapter 6 were taken.

The old magnet had about 727 turns per layer and a room temperature resis-

tance of 17.42 kΩ with a short to ground of 4.27 kΩ. Its field-current ratio was

measured to be 2.727mT/A and the homogeneity over the sample volume was ap-

proximately 800 ppm. It was later found that the homogeneity of the new magnet

was significantly better than this. Upon inspecting the old magnet, it was discovered

that about two thirds down the length of the solenoid, a split had formed in the

windings across both layers that was about 2–3wire thicknesses wide. Field profile

calculations using a superconducting solenoid simulation program [49] showed that

this split was indeed responsible for the worse homogeneity of the old magnet.

The new magnet had 730 turns per layer and a room temperature resistance of

17.36 kΩ with no short to ground. It has a field-current ratio of 2.925mT/A and a

homogeneity of about 100 ppm.
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Figure 3.8: Magnetic field, as calculated from proton signal frequencies, as a
function of the current in the new magnet. The linear fit gives a slope of
2.92mT/A, which corresponds to the field-current ratio for this magnet.

The field-current ratio B/I of a given magnet with its shielding can be confirmed

experimentally by measuring the frequency of the NMR signals as a function of the

current in the magnet. Knowing the slope b the field-current ratio is given by

B

I
=

2π

γ
b (3.1)

Figure 3.8 shows a plot of the magnetic field versus current calibration curve for the

new magnet, where the values for B have been calculated from the corresponding

NMR signal frequencies, such that B/I = b = 2.92mT/A.
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3.3.2 Transmitter Coil

We use formers made from Kel-F rather than PTFE for both the transmitter and

receiver coils, since the thermal contraction of Kel-F is better matched to that of

copper, which ensures that the vertical centre of the coils stays more aligned with

that of the copper magnet former at 4K. It is also possible to bond Stycast to the

Kel-F in order to set the windings of the coils. Furthermore, the vacuum cell, which

fits tightly inside the receiver coil, is made from Kel-F. In order to minimize potential

Johnson noise sources close to the NMR cell, the windings of the transmitter and

receiver coils are made from superconducting wire instead of copper.

The transmitter coil is mostly used to generate the DC prepolarizing field Bp

(refer to Section 2.3), but is also used to provide RF tipping pulses (see Section 2.2.3).

Two slightly different transmitter coils were used to obtain the results presented

in this thesis. Both were 30-turn saddle coils of length l = 28mm and radius

a = 14mm.

The first transmitter coil was wound from insulated bare niobium-titanium wire

with a core diameter of 100µm, an outer diameter of 127µm and a room temperature

resistance of 98Ω/m. The total resistance at room temperature was ∼ 500Ω. It

was used in the original probe to perform the measurements detailed in Section 4.1

and for all the work completed with the second generation probe. In both cases the

transmitter circuit included a Rs = 27Ω shunt resistor in parallel with the coil. The

time constant of this transmitter circuit is equal to τ = L/R = 3.3µs.

The second transmitter coil was wound from copper-nickel clad niobium-titanium

wire with a core diameter of 71µm, a cladding and outer diameter of 81µm and

106µm respectively and a room temperature resistance of 5.6Ω/m. The total resis-

tance at room temperature was ∼ 28Ω. It was used in the original probe to perform

the measurements detailed in Section 4.2 and was put in parallel with a shunt resistor

of Rs = 100Ω. The time constant of this transmitter circuit is τ = L/R = 900 ns.



3.3. NMR Coils 52

0 20 40 60 80 100 120 140 160 180
-4

-3

-2

-1

0

1

2

3

4

5

 

S
ig

na
l A

m
pl

itu
de

 [a
.u

.]

Current [mA]

90o pulse:
I = 68 mA

Figure 3.9: Calibration curve for 200µs long 90◦ tipping pulse at 40 kHz using the
bare niobium-titanium transmitter coil.

The field-current ratio of a saddle coil can be calculated using [50]:

B

I
=

N
√
3µ0

π

(

ag

(a2 + g2)3/2
+

g

a (a2 + g2)1/2

)

(3.2)

where a is the radius and g is half of the length of the saddle coil. For a saddle coil

with dimensions a = g = 14mm this gives a field-current ratio of B/I = 3.18mT/A.

The field-current ratio of the bare niobium-titanium transmitter coil was deter-

mined from the calibration of the 200µs long 90◦ RF tipping pulse used to measure

T1 at 40 and 50 kHz with conventional NMR methods. The corresponding calibra-

tion curve for this coil at a frequency of 40 kHz is shown in Figure 3.9.

A rotation of the proton spins by 90◦ in 200µs corresponds to a Larmor frequency

of 1250Hz, thus requiring an RF field strength of B1 = 117µT. At finite frequencies

the input current is divided between the coil and the shunt resistor, Rs = 27Ω, such

that the fraction of current flowing through the transmitter coil is given by
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Itrans
Iin

=

√

1

1 + ω2L2/R2
s

(3.3)

where Iin is the input current, Itrans is the current in the transmitter coil and L =

90µH is the transmitter coil inductance. At 40 kHz this gives

Itrans
Iin

=

(

1 +
4π2(4× 104)2(90× 10−6)2

(27)2

)−1/2

= 0.767

and the field current ratio is therefore given by

B

I
=

(117× 10−6)

(0.767)(68× 10−3)
= 2.24mT/A

3.3.3 Receiver Coil

The superconducting receiver coil is a 5-turn saddle coil of length l = 7mm and

radius a = 7mm. It is wound on a Kel-F former from insulated bare niobium-

titanium wire with a core diameter of 40µm and an outer diameter of 50µm. Its

calculated field-current ratio using Equation 3.2 is B/I = 0.4mT/A and it has a

measured inductance of LR = 1.05µH.

Superconducting Flux Transformer

The flux transformer consists of the receiver coil, SQUID input coil and the Q-spoiler,

connected via a superconducting twisted pair to form a closed superconducting loop,

as depicted in Figure 3.3. The twisted pair is made from bare niobium-titanium

wire with a 100µm core diameter and an outer diameter of 127µm. It is run

through 1mm inner diameter niobium tubing, for shielding against electromagnetic

noise, inside PTFE sleeving filled with Apiezon N grease, to prevent the wires from

vibrating.
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Any flux in the receiver coil φr induces a current in the flux transformer that then

induces a flux φSQ in the SQUID via the mutual inductance Mi between the SQUID

and its input coil. The flux in the SQUID is given by

φSQ =
φrMi

Li + Lp

(3.4)

where Li and Lp are the inductances of the input and receiver coils respectively.

Maximum flux transfer occurs if Li = Lp, so the inductance of the receiver coil is

matched to that of the input coil, since the input coil is integrated onto the SQUID

chip (see Figure 3.4). The Q-spoiler consists of an array of hysteretic SQUIDs. If the

current in the flux transformer is below the critical current of the Q-spoiler, usually

∼ 20µA, the array behaves like a superconducting wire. If it exceeds the critical

current, the Q-spoiler goes normal with a normal-state resistance of RN ∼ 1 kΩ. The

Q-spoiler therefore protects the SQUID from exposure to excessively large fluxes,

by reducing the current that flows in the input circuit.
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3.4 Sample Cells

Figure 3.10: Left: Stycast sample cell connected up to the Stycast cone forming
the vacuum cell seal next to the Kel-F vacuum cell; Right: Redesigned sample cell

made from Kel-F.

3.4.1 Stycast Sample Cell

Figure 3.10 shows the Stycast 1266 sample cell, used for the measurements presented

in Chapter 4, that is designed to fit into the Kel-F vacuum cell pictured in the same

figure. It is put together from two machined Stycast pieces, a bottom stalk holding

the sample cup and a top stalk with the fitting lid. These two pieces are glued

together with Stycast 1266 to form an enclosed sample space, holding ∼ 150µl, into

which the sample is filled with a syringe through a small fill-hole in the lid, that

is subsequently closed with another drop of Stycast. The fully assembled cell is

varnished into the Stycast vacuum seal cone, as shown in Figure 3.10, that contains

potted feedthroughs to which the heater and diode leads are soldered.
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When immersed in the liquid helium bath, the Kel-F vacuum cell walls will be at

4K. Taking the thermal contraction of Kel-F to be ∼ 1.2% of its room temperature

length, the 82mm long main body of the vacuum cell will shorten by ∼ 0.98mm. A

1mm gap between the bottom stalk and the vacuum cell, ensures that the sample

holder at room temperature survives the thermal contraction of the surrounding

Kel-F at 4K.

Once the vacuum cell is sealed by means of the screw-down greased cone seal, it

is evacuated using the turbo pump on a leak detector, which achieves a base pressure

of 1× 10−3 mbar. The cell is continuously pumped during the first helium transfer

into the mu-metal Dewar, in order to pump away helium gas diffusing into the cell

as the probe cools down. Using a leak detector allows us to monitor this diffusive

leak. When the probe is cold and the helium leak rate has returned back to its base

level, the vacuum line going to the cell is closed off at the top of the probe. The

vacuum cell is never pumped while taking measurements.

3.4.2 Heater and Diode for Sample Temperature Control

We use a resisitive heater to heat the sample and monitor its temperature by means

of a four-point measurement of the temperature-dependent voltage across a cali-

brated silicon diode from LakeShore [51]. The voltage across the heater is adjusted

manually to achieve a given sample temperature. Once in thermal equilibrium, the

temperature is stable to within a degree Kelvin over the course of a measurement.

The diode is set in the bottom of the Stycast cup with more Stycast 1266, which

isolates it from the sample and also seals the feedthrough hole for the platinum diode

leads. The heater consists of a twisted pair of 40µm niobium-titanium wire, with

a room temperature resistance of 600Ω/m, that is wound non-inductively around

the top and bottom sample cell holder stalks. The length of the twisted pair is such

that the resistance of the heater is Rh ∼ 1 kΩ at room temperature.
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Figure 3.11: Filter-circuit for the heater and diode operation on the original
spectrometer probe.

With the vacuum cell immersed in a 4K environment, it takes a voltage of around

Vh ∼ 15V across the heater to keep a liquid sample at room temperature. A rough

estimate of the power dissipated by the resistive heater is therefore given by

P =
V 2
h

Rh

=
152

1000
= 225mW

The rate of liquid helium consumption at atmospheric pressure being 1.4 L/Wh [52],

the heat leak from the vacuum cell to the liquid helium bath results in an additional

boil-off of

(1.4 L/Wh)(0.225W) = 0.315 L/h

Due to the proximity of the heater and diode to the sample region, they are a

potential sources of additional noise and interference, so care needs to be taken

when choosing which material to use for the heater and the diode leads. After having

tested heaters made from phosphor-bronze, beryllium copper and manganin, it was

found that niobium-titanium wire had the least effect in terms of signal broadening.

Niobium-titanium wire also has a convenient resistance, thus providing the necessary

heating power with a reasonable heater length and small enough currents.
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We try to minimize any interference from the heater and diode by including π-filters

and low-pass LC filtering into their circuits. Figure 3.11 shows the inside of the

filter box that attaches to the top of the original probe for this purpose. The cut-

off frequency of the filtering circuit had to be adjusted to well below 50Hz, see

Section 6.1.2, in order to improve the stability of the nanoparticle suspensions for

the measurements described in Chapter 6.

3.4.3 Kel-F Sample Cell

For the experimental work discussed in Chapter 6, the sample cell itself had to

be redesigned. Figure 3.10 shows the modified sample cell made from Kel-F. The

top part of the sample holder was changed into a screw-top lid that fits onto the

corresponding thread on the outside of the sample cup, a design similar to the Kel-F

vacuum cell seal. To fit this element into the constricting vacuum cell space, the

volume of the sample cup ended up being reduced to ∼ 100µl. The seal is made

leak-tight by wrapping PTFE tape on the thread before doing it up, in addition to

placing a small fitted Teflon lid on top of the Kel-F cup, that is then squeezed down

onto the cup as the screw-top is tightened. Flats are machined onto the bottom of

the cup below the thread, to provide better grip when tightening or undoing the seal.

These flats are also used to glue a diode on externally once the cell is assembled.

The Kel-F cells constitute a big improvement over the original Stycast cells in

many ways. They are generally more reuseable and diodes can easily be transferred

between cups, which was not possible with the potted diodes in the Stycast cells.

Also, despite having to rewind the top part of the heater each time a sample is

changed, sample turn-around times are much quicker, since no preparing and curing

of Stycast is involved. And most importantly, as described in Section 6.1.2, the Kel-

F cells were found to improve the stability of our magnetic nanoparticle solutions

in experimental conditions.



3.5. Instrumentation Development 59

3.5 Instrumentation Development

Following the initial performance characterization work described in Chapter 4 and

the acquisition of a magnetically screened enclosure, the original idea behind the

second generation probe was to have an improved duplicate of the original spec-

trometer available, to be able to perform measurements of magnetic nanoparticle

solutions and NMR spectroscopy on biological samples in parallel. Following the

attempts at improving the signal-to-noise ratio of the spectrometers, as detailed in

Section 3.5.2, it turned out that the planned spectroscopy experiments were not

feasible with the dipper probe spectrometer set-up. The whole process nevertheless

resulted in some concrete improvements that were useful when it came to taking all

the measurements presented in Chapter 6.

3.5.1 Second Generation Probe

Figure 3.12: Photograph of newly assembled second generation probe, showing
from left to right: shielded receiver and transmitter coil junction boxes, magnet,

SQUID shield and junction box / pin connector holder bracket.

The second generation probe was built completely from scratch with all new com-

ponents. Figure 3.12 shows the bottom of the newly assembled duplicate NMR

spectrometer dipper probe. A summary of all the necessary room temperature to

4K twisted pairs necessary for operating the spectrometer is given in Table 3.3.
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SQUID septuplet 60µm Copper

Q-spoiler modulation pair 60µm Copper

Transmitter pair 300µm Copper

Heater pair 60µm Copper

Diode quadruplet 80µm Constantan

Persistent switch pair 60µm Copper

Magnet voltage tap pair 80µm Constantan

Magnet pair 300µm Copper

Spare pair 60µm Copper

Table 3.3: Summary of room temperature to 4K wiring for second generation
probe.

A major improvement made on the second generation probe was to separate the

wiring for the heater and diode operation onto two separate Fisher connectors in

order to allow us to operate one independently of the other. On the original probe,

the four diode leads and the two heater leads were split across two 3-pin Fisher

connectors, one of which is replaced on the duplicate probe with a 4-pin connector

carrying all four diode leads. This is important in some instances where we pulse

the heater during signal acquisition, to reduce the signal broadening effect due to

additional fields created by the current flowing in the heater wire, while continuously

measuring the sample temperature with the diode.

A practical improvement in terms of handling is that the total length of the

probe was made shorter by virtue of a more compact top end, which makes it easier

to insert the probe into the mu-metal shielded Dewar in the restricted height of the

Biodiagnostics laboratory.
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3.5.2 Signal-to-Noise Improvement

For some of our planned experiments, it was important to work towards improving

the signal-to-noise ratio (SNR) of the SQUID spectrometer probes. A better SNR

can be achieved by reducing the background noise or increasing the signal strength.

We explored what could be done with our set-up in each case.

When trying to minimize the noise background, many factors need to be consid-

ered, such as ensuring adequate shielding of the sample area or removing sources of

Johnson noise. One concrete step towards reducing the measured noise is the use

of a 24-bit analogue-digital card [53] to capture data instead of the 12-bit card used

previously. This increased our signal amplitude resolution, but also decreased the

quantization noise.

But the main focus of our efforts to improve the SNR was on increasing the

prepolarizing field Bp in order to boost the signal strength. The aim was to increase

Bp by a factor of ten to about 20mT. Two things had to be addressed in order to

make this possible in practice: the need for a more powerful transmitter coil with

a higher B/I ratio and the ability to put higher currents through the transmitter

circuits of the probes.

The second point made it necessary to upgrade the wiring, connectors and junc-

tion boxes on both RT NMR probes, so that they could safely take up to 10A in the

transmitter circuit. A Techron 7792 power amplifier [54] was purchased to be used

with our standard signal generators as a source for these currents. To connect the

transmitter coils on the probes to the amplifier, we had to make up a suitable trans-

mitter cable, as well as a new external transmitter box, pictured in Figure 3.13, with

high power diodes to block noise from the amplifier and appropriately rated monitor

resistors to measure the current in the transmitter coil. It was found that the diodes

and resistors had to be properly heat-sunk for optimum noise performance.
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Figure 3.13: Properly heat-sunk transmitter box.

Concurrently we wound a 300-turn Helmholtz transmitter coil to obtain a signifi-

cantly larger field-current ratio than for our previous 30-turn saddle coils. It was

designed to be used in conjunction with an astatic receiver coil. Unfortunately after

extensive testing it turned out that this transmitter coil could not be used to gener-

ate higher prepolarizing fields than previously possible, without trapping flux in the

inner shield, which significantly and irreversibly increases the field inhomogeneity

across the sample.

Having gone back to using our old 30-turn coil, but now with the Techron as a

current source, we were faced with the same problem of flux trapping as the current

in the transmitter coil was increased. We determined that the maximum current we

can put through this coil, without broadening the signal noticeably, is about 1.8 A,

corresponding to a prepolarizing field of ≈ 4mT. This is a slightly bigger field than

was obtainable with the 300-turn coil, before starting to trap flux.

Even though we have only managed to increase Bp by a factor of two, this still

constitutes a real improvement. Combined with the reduced noise background, our

SNR ratio has increased by a factor of four, as shown in Figure 3.14. It is now

generally sufficient to only take 10 averages to get a good signal, thus considerably

reducing the time it takes to complete T ∗
2 frequency sweeps and T1 measurements.
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Figure 3.14: Comparison of Signal-to-noise ratio before and after the use of the
Techron.

3.6 Summary

A DC SQUID spectrometer for NMR on small liquid samples at room temperature

has been developed and improved upon with the building of a second generation

probe. A new Two-Stage SQUID sensor has been used successfully, improving the

sensitivity of the spectrometer. The sample cell was redesigned from Kel-F in a way

to shorten sample turn-over times. Through changes to the experimental hardware

we obtained a signal-to-noise improvement of a factor of four over the course of this

work.



Chapter 4

NMR on Room Temperature

Samples in Ultralow Fields

This chapter presents a number of initial measurements on simple liquid samples,

whose aim was to test the performance of the DC SQUID dipper probe. These

include the observation of free induction decays (FIDs) for water down to the lowest

magnetic fields achievable with this probe, measurements on a machine oil sample

with much shorter relaxation times and two-component signals recorded for a water

and machine oil mixture. All of these measurements were presented in a paper

by Köerber et al. [55].The chapter also describes the specialized pulse sequences

required to measure the longitudinal relaxation time T1 in low magnetic fields and

presents direct low-field measurements of T1 as a function of frequency for water at

two different temperatures.

64
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4.1 Testing of Spectrometer Performance

4.1.1 Linewidth as a Function of Field for Water Sample

The first sample studied with the C1c04-G25 Two-Stage SQUID sensor was a 0.14ml

sample of deionized water, containing 9.3× 1021 protons. The sample was kept at

a temperature of 280–300K.

We applied a 10 s long prepolarizing pulse with Bp = 2mT to create a sample

magnetization in the transverse plane where, upon removal of the pulse, the spins

precessed around B0 with a frequency ω0 and dephased with a time constant T ∗
2 .

We varied the current in the magnet in order to measure T ∗
2 as a function of Larmor

frequency. The recorded FIDs were then Fourier transformed to obtain the frequency

spectrum, where a Lorentzian could be fitted to the NMR signals to determine their

width. Figure 4.1 shows how the signals are becoming sharper as B0 is decreased,

just as would be expected.

Figure 4.1 illustrates the frequency dependence of the NMR linewidth. From

this it can be seen that the magnet inhomogeneity is not the only factor playing

a role in the line broadening with field. The fact that the linewidths are different

depending on the polarity of the current in the magnet, indicates that there is a

residual field gradient trapped, which either adds or subtracts to the field gradient

generated by the magnet, see Figure 4.2.
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Figure 4.1: Signals from water at room temperature for a positive current in the
magnet and a 10 second long prepolarizing pulse with Bp = 2mT.
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Determination of Residual Field Gradient

Figure 4.2 [55] shows the measured T ∗
2 for water as a function of the applied field.

The measured linewidth ∆ν = 1/πT ∗
2 is given by

∆ν = ∆νin + |αν + β| (4.1)

where ∆νin = 1/πT2 is the intrinsic linewidth.

Figure 4.2: Frequency (and field) dependence of the NMR linewidth in water at
298K [55]. The solid line is a linear fit to the positive current data. The slope is
determined by the magnet inhomogeneity. A minimum linewidth of ∼ 0.16Hz is
observed at a finite frequency for negative currents, where the field gradient from

the magnet opposes the residual gradient.
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α is the relative magnet inhomogeneity given by α = ∆B/B0, where ∆B is the

variation in field for a given static field strength B0. α can be determined from the

slope of the linear fit to the high frequency data (from both polarities) and from our

measurements we obtain α ≈ 800 ppm.

β is the frequency shift resulting from the environmental residual field gradient

with zero current in the magnet. β can be determined from the vertical separation

between the slopes of the linear fits for the two polarities. This gives a value of ≈

31.5mHz, corresponding to a residual gradient of ≈ 1 nT/cm, which is consistent

with the measurements of the sample region inside the mu-metal shield taken with

a fluxgate magnetometer in the absence of the probe (see Figure 3.2 in Section 3.1).

Furthermore, from the shift in the Larmor frequency when comparing signals in

the same static field for both polarities, we can determine the residual field trapped

in the superconducting shields to be ≈ 50 nT. Burghoff et al. [16] determined the

linewidth for a 20ml pure water sample in zero field to be ≈ 0.16Hz. Because the

residual field in the Berlin Magnetically Shielded Room, BMSR, is close to 0, the

linewidth they obtain in zero field is approximately intrinsic.

In our case, because we have β 6= 0, α and β will cancel each other out more

or less completely at a finite static field (for one of the two polarities), such that

the linewidth at that field will approximately correspond to the intrinsic value.

Our narrowest linewidth, 0.16Hz, is consistent with the zero field data obtained

by Burghoff et al. and corresponds to a T2 of 2 seconds. In this frequency region

(50Hz) our SNR was ≈ 5 in a single shot. Our low field data is also consistent with

low field T1 measurements made by Graf et al. [56].
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4.1.2 Machine Oil Samples

Pure Machine Oil

To demonstrate the suitability of our RT NMR spectrometer for looking at samples

with much shorter relaxation times than those of water, we studied a sample of

Vitrea 33 machine oil [57], containing 3.6× 1021 protons, at a temperature of 300K.

Two signals for this sample are shown in Figure 4.3 at a Larmor frequency of 5 kHz,

for both current polarities in the magnet.
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Figure 4.3: Oil signal at 5 kHz, showing the signal dependence on the current
polarity.

Figure 4.4 shows our data for T1 in the 2mT prepolarizing field, with signals read-out

at a Larmor frequency of 5 kHz (117µT). Details on the procedure for measuring

T1 in the prepolarizing field are given in Section 2.3.2. Fitting to the data gives

T1 = 27.3± 0.3ms. The fit is not very good, since it does not account for a small

component of the signal with a longer T1, which could be the result of a slight water

contamination. Therefore, this measurement also gives an indication of the ability

of the spectrometer to detect small amounts of water contamination in oil samples.
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Figure 4.4: T1 of machine oil in 2mT prepolarizing field.

We determined the intrinsic T2 of the machine oil sample by measuring the T ∗
2

frequency dependence, shown in Figure 4.5, from which we extrapolated the zero-

field value. We obtained an intrinsic T2 of 27.00± 0.66ms. Thus our measurements

confirm that for the machine oil we have T1 = T2 in the low-field limit. We also

investigated the viscosity dependence of T ∗
2 [58], which is shown in Figure 4.6 [55].

We found that T ∗
2 decreased linearly with increasing viscosity, which is inversely

proportional to the temperature of the oil. When the sample temperature was

lowered to as far as 277K, the signal was completely lost in the noise.
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Figure 4.5: Frequency dependence of machine oil transverse relaxation rate.
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Figure 4.6: Temperature dependence of NMR linewidth and viscosity in Vitrea 33
machine oil normalized to 300K values [55].

Oil-Water Mixture - 4:1 Ratio

The next step was to study a two-component NMR signal. After having failed to

clearly observe the oil component in the NMR signals from a 1:4 oil-water mixture,

we tried again with a sample that had a ratio of 4:1 oil to water. The effect of the

oil on the NMR signal is manifested in broader flanks in the frequency domain and a

quickly decaying component in the FID. To show this, we reduced the temperature

of the mixture to 275K, i.e. just above the freezing temperature of the water, where

the oil is so viscous that its T ∗
2 is too short to be measurable, so that we see no signal

from the oil. As can be seen in Figure 4.7, the disappearance of the oil component

changes the NMR signal measurably. To obtain good quality signals we had to take

500 averages. The pulse sequence used in this case was just over 12 seconds long,

such that the total measurement time was about 100 minutes. Furthermore, to get

the cleanest possible FID, we initially Fourier transformed the time domain signal

and then applied a Gaussian filter in the frequency domain, before transforming the

resulting signal back to the time domain.
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4.2 T1 as a Function of Frequency in Water

4.2.1 Techniques for Measuring T1 in Low Fields

We measured seven T1s of the deionized water sample at a temperature of 295–296K,

for Larmor frequencies ranging from 19.5Hz to 158 kHz. To achieve this we used

four different methods, depending on the strength of the field in which the spin-

lattice relaxation was taking place in. As illustrated in Figure 4.8, our measurement

range therefore subdivides into four field regimes: high (on the order of a few mT),

intermediate (1× 10−4 to 1× 10−3 T), low (1× 10−5 to 1× 10−4 T) and ultralow

(<10µT) fields. In the intermediate to high field regimes, labelled 3 and 4 in

Figure 4.8, we use the RF sequences described in Section 2.2.3 and the prepolarizing

field method outlined in Section 2.3.2 respectively. At lower fields, i.e. regimes 1

and 2 in Figure 4.8, we start off with a non-equilibrium magnetization along B0

and then measure the magnitude of the magnetization after allowing it to undergo

longitudinal relaxation for a variable time τ . For the deionized water sample we

took measurements with τ ranging from 200ms to 15 s and depending on which of

the four methods was used, exponential decay or hyperbolic tangent curves were

then fitted to the data to determine T1.
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Figure 4.8: Frequency ranges for the different T1 techniques. 1 – Ultralow field
regime: 1/4 turn pulse sequence; 2 – Low field regime: Adiabatic turn-off of Bp; 3
– Intermediate field regime: RF measurement; 4 – High field regime: Prepolarizing

field technique.
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High to Intermediate Field Regime

For the highest fields, we measure T1 in the prepolarizing field Bp, which is on the

order of a few mT. The highest prepolarizing field available to us was Bp = 3.7mT,

corresponding to a proton Larmor frequency of 158 kHz. Higher prepolarizing pulses

were achievable, but resulted in significant signal broadening due to flux trapping in

the inner overlapping niobium shield. Nevertheless at the end of an experimental run

before warming up the probe, we sometimes conducted measurements at frequencies

up to about 600 kHz, corresponding to Bp = 14mT. Figure 4.9 shows the fit to the

T1 data in the prepolarizing field of Bp = 3.7mT.

At intermediate fields we can apply traditional RF tipping methods. We used

the two different pulse sequences described in Section 2.2.3 to measure T1 in a static

field of 50 kHz (∼ 1.2mT).
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Figure 4.9: T1 of deionized water in a prepolarizing field of Bp = 3.7mT.
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Low Field Regime

As we go down in field, the magnetization of the sample decreases proportionally

and signal sizes become too small for accurate T1 measurements. Consequently we

need to increase the magnetization in the longitudinal direction, similar to the way

that we use the prepolarizing pulse to increase the magnetization in the transverse

plane for our T ∗
2 measurements.

This can be achieved by turning the transverse polarizing field Bp off adiabati-

cally, i.e. slow enough for the magnetization generated by it to be largely transferred

into the direction of the static field, as the effective field the sample sees (i.e., which

is equal to the sum of the prepolarizing and static field vectors, rotates from the

transverse plane into the z-direction. The magnetization along z will then decrease

back to its B0 equilibrium value with a timescale T1 and can be read out after a time

τ by tipping it back into the transverse plane, using a broadband square DC tipping

pulse, as demonstrated by Friedman et al. [3]. This tipping pulse is calibrated to

produce a static field in the transverse plane that is equal to B0, so that the effec-

tive field the sample sees is at an angle of 45◦ to the transverse plane and has a

magnitude of
√
2B0. The sample magnetization will precess around this effective

field with the Larmor frequency of that field. The DC pulse length needs to be such

that the magnetization will rotate by 180◦ from the z-direction into the transverse

plane, i.e. half the Larmor period. An overview of the entire sequence is shown in

Figure 4.10 (a).

The requirements for adiabatic turn-off given the relative fields of B0 and Bp are

given by Melton et al. [59] as:

dBp

dt
≪ γB2

0 (4.2)
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Figure 4.10: Measurement sequences for T1 (a) at low fields using adiabatic turn-off and (b) at ultralow fields.
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Their paper also demonstrates that the prepolarizing pulse can be reduced initially

non-adiabatically to about 5B0 before an adiabatic removal is necessary to transfer

the magnetization. The advantage of an initial fast turn-off to 5B0 is that ramp

times will be greatly reduced. This is important as you go to lower fields, since as

B0 becomes smaller, the times over which a given prepolarizing field will need to

be ramped down become longer and longer, up to a point where the ramp times

become comparable with T1. We used both adiabatic turn-off methods to measure

T1 in a static field of 2315Hz.

For the simple adiabatic turn-off method, we used a 10 second long prepolarizing

pulse Bp = 3.7mT, which we ramped down linearly to 0 over 100ms. After waiting

a time τ while the magnetization in z decays, we applied the DC tipping pulse (90◦)

to read out the signal in the transverse plane. Figure 4.11 shows a comparison of

the signals obtained with a normal 10 second long prepolarizing pulse and with an

adiabatically ramped version of the same pulse.

It is a successful demonstration of an adiabatically turned off prepolarizing pulse,

since no magnetization is left in the transverse plane at the end of the pulse. This

was not a straightforward achievement, because initially we were always left with

some residual signal in the measurement plane, until we realized that this was due

to the time resolution of the ramp being insufficient, resulting in a not entirely linear

and therefore slightly non-adiabatic ramp. This issue was resolved by generating the

prepolarizing pulse as a composite pulse using two programmable signal generators.

The fast drop-off method was essentially the same as the linear ramp method,

except that the prepolarizing field was reduced to 5B0 non-adiabatically first and

the remaining field was then ramped down linearly to 0 over 7ms. The actual pulse

sequences for both methods are shown in Figure 4.14 in the next section.
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Figure 4.11: Transverse signals recorded immediately after the sudden turn-off and
the adiabatic turn-off of prepolarizing pulses.

Ultralow Field Regime

At ultralow fields, the timescales over which Bp needs to be ramped down in order

to guarantee adiabatic passage become too long, such that we need to use a more

complicated technique to transfer the transversely polarized magnetization into the

z-direction, as described below and depicted in Figure 4.10 (b).

Upon removing the prepolarizing pulse non-adiabatically, the magnetization will

start to precess around B0. After waiting for a time tx, which is the time it will

take the magnetization to precess by a 1/4 revolution, as calculated from the Lar-

mor frequency for B0, it will be pointing in x. At that moment we apply a DC

tipping/polarizing pulse in the transverse plane that is large compared with B0 and

around which the magnetization along x will then start to precess with a Larmor

frequency given by the field strength of the DC pulse B1p.

Here we used the same square pulse as for the adiabatic methods for which

B1p = 54µT, corresponding to f1p = 2315Hz, such that tz = 108µs for a 1/4

revolution. After applying B1p for a time tz, the magnetization will have precessed
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Figure 4.12: T1 of deionized water at f0 = 19.5Hz or B0 ∼ 460 nT.

by a 1/4 revolution in the z-direction. We then let it relax back to the B0 equilibrium

value for a time τ , before using the B1p pulse in the same way again to tip it back

into the transverse plane (−x) for read-out.

We successfully used this method at two different static fields: B0 ∼ 1.7µT,

where f0 = 72Hz (tx = 3.479ms) and B0 ∼ 460 nT, where f0 = 19.5Hz (tx =

12.867ms). The 19.5Hz data and T1 fit are shown in Figure 4.12 and the corre-

sponding pulse sequence is given as number 4 in Figure 4.14 in the next section.

4.2.2 Summary of T1 Measurements

Figure 4.13 shows all our T1 data for the deionized water sample and Figure 4.14

gives a summary of the pulse sequences for the four different methods used to obtain

this data. Contrary to the results presented by Graf et al. [56], we found that for all

our measurements T1 was independent of frequency. For our temperature range of

295–296K, T1 was observed to be between 3.03± 0.20 s (50 kHz) and 3.41± 0.20 s

(158 kHz).
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Figure 4.13: T1 of deionized water as a function of frequency for two temperatures.

Three more measurements at some of the above fields were taken with the sample

at lower temperature (283.5K). T1 was determined to be around 2.3–2.4 s, which is

consistent with previous data.
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Figure 4.14: Summary of pulse sequences for T1 measurements in deionized water.
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4.3 Summary

The results discussed in the first section of Chapter 4 were presented in an APL

paper published in 2007 [55]. They demonstrate the capability of the DC SQUID

spectrometer probe for measuring both longitudinal and transverse relaxation times

in ultra-low magnetic fields and give a measure of the magnetic environment across

the sample region due to the magnetic inhomogeneity and residual field gradients.

The sharpest linewidth of a water sample observable with this set-up was measured

to be about 0.16Hz, which corresponds to the linewidth measured for this sample in

the best possible zero-field environment. Two-component signals and oil viscosity

as a function of temperature were investigated. The first direct measurements of T1

as a function of frequency for water in low magnetic fields showed T1 to be largely

independent of frequency below 1MHz.



Chapter 5

Proton Relaxation in Magnetic

Nanoparticle Solutions

In recent years magnetic nanoparticles have found numerous biomedical applica-

tions, a number of which are described in a review article by Pankhurst et al. [60].

Of interest to our research is their use as contrast agents in Magnetic Resonance

Imaging (MRI) as described in numerous publications, see for example Wang et al.

[61] and Sun et al. [62]. Superparamagnetic nanoparticles affect the relaxation times

of surrounding protons in two ways. Their large magnetic moments introduce ad-

ditional local magnetic fields that give rise to a shortened spin-spin relaxation time

T2. At the same time the relaxation behaviour of the moments, due to either Néel

or Brownian relaxation, together with the diffusion of the protons past the particles,

result in fluctuating local fields that can also shorten the spin-lattice relaxation time

T1, if a component of these fluctuations is at the Larmor frequency of the protons.

The first section in this chapter gives the necessary background on magnetic

nanoparticle solutions, while in the following sections some theoretical aspects of

proton relaxation in the presence of superparamagnetic nanoparticles are discussed,

leading to a theoretical model which is then used to fit to some of the data presented

in Chapter 6.

82
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5.1 Physical Properties of Magnetic Nanoparticle

Solutions

Methods of synthesizing different types of nanoparticles are reviewed by Gupta and

Gupta [63] and by Tartaj et al. [64]. For in vivo use, magnetic nanoparticles

need to be coated with a biocompatible polymer to prevent the formation of large

aggregates and biodegradation when exposed to a biological system. Such a coating

is also necessary in our case to keep the nanoparticles stably dispersed in aqueous

solution [64]. The composition of magnetic nanoparticles can be either single-core

or multi-core, but only single-core magnetic nanoparticles are used here.

The effect that different types of coated superparamagnetic nanoparticles will

have on the relaxation times of the protons diffusing around them is dependent on

the mechanism by which the particles relax, on their core size and hydrodynamic

diameter and also on the type and thickness of their coating.

There are various different experimental techniques available to characterize fer-

rofluids, such as Tunneling Electron Microscopy (TEM) and Scanning Electron Mi-

croscopy (SEM) analysis [65], Magnetometry [66], Photon Correlation Spectroscopy

[67], Mössbauer Spectroscopy [68], X-ray diffraction [65], Small-Angle Neutron Scat-

tering (SANS) and AC-Susceptometry [69, 70]. A comparison of results obtained

for some of these techniques for a given sample is given in Ludwig et al. [71].

Our samples were characterized externally by project partner Imego [72] by

means of Photon Correlation Spectroscopy (PCS), Vibrating Sample Magnetometry

(VSM), as well as AC susceptibility measurements, providing us with a measure of

the magnetic moments of the nanoparticles and giving us an indication as to their

core size and hydrodynamic diameter distributions.
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5.1.1 Superparamagnetism

Superparamagnetism has been described by Bean and Livingston [73] and by Dor-

mann [74]. Ferromagnetic particles below a critical diameter dc have a single

magnetic domain, since the formation of domain walls becomes energetically un-

favourable [75]. All the spins within such a particle will therefore align along an

easy axis that is determined by the crystalline structure, thus making the particle

act like a very large single spin.

A static magnetization hysteresis curve for a liquid containing a collection of

such particles looks like that of a paramagnetic substance, showing no remanence

or coercivity, as illustrated in Figure 5.1. But it has a much larger magnetization

for a given applied field with an initial susceptibility that can reach values of χ ∼ 1

and higher [76], which is orders of magnitude higher than for ordinary molecular

paramagnetic liquids, hence the name superparamagnetic.

Superparamagnetic nanoparticles in a magnetic field relax via two different mech-

anisms: Néel and Brownian relaxation [77]. Néel relaxation is caused by reorienta-

tion of the magnetization vector inside the nanoparticle, when the thermal energy

is sufficient to overcome the magnetic anisotropy energy barrier. The time constant

of this process is given by [78]

τN = τ0 exp

(

∆E

kT

)

(5.1)

where the energy barrier ∆E = KV is proportional to the volume of the magnetic

particle V and an anisotropy constant K accounting for the magnetic anisotropy

within the particle. The material characteristic attempt time τ0 is usually taken to

be a constant on the order of τ0 = 1× 10−13–1× 10−9 s, but the actual expression

for τ0 is also dependent on V and K [74]. An applied field and magnetic interactions

will modify the energy barrier, affecting τN in a complex manner [79].
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Figure 5.1: Magnetization behaviour of different materials.

Magnetic anisotropy describes the direction dependence of the anisotropy energy

of the total moment µ within a single-domain magnetic nanoparticle. The most

important source of magnetic anisotropy in magnetic nanoparticles is the magne-

tocrystalline anisotropy due to the dependence of the spin-orbit coupling on the

crystallographic structure. Other relevant sources can be shape anisotropy if the

nanoparticle is non-spherical, as well as surface anisotropy due to atomic spins at a

surface having different symmetries to those in bulk. The directions of internal mag-

netization in zero field with the lowest anisotropy energy are called easy axes. For a

uniaxial particle there is only one easy axis, with two directions equally likely. In this

case, the anisotropy energy EA depends on the angle α between the magnetization

and the easy axis according to

EA = −KV cos2 α (5.2)
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Brownian relaxation is caused by the spin reorienting through rotational diffusion

of the nanoparticle in the carrier liquid with a time constant τB. Assuming that

hydrodynamic and dipole-dipole interactions between the particles are negligible,

which will be the case for sufficiently low nanoparticle concentrations in solution,

τB is given by

τB =
3VHη

kT
(5.3)

where VH is the hydrodynamic volume of the particle and η is the dynamic viscosity

of the carrier liquid. The effective relaxation time constant τeff is given by

1

τeff
=

1

τN
+

1

τB
(5.4)

where τN and τB are the Néel and Brownian relaxation times respectively. Due to

the exponential term in the expression for τN , Néel relaxation will be the dominant

mechanism for particles with a core below ∼ 10–15 nm in diameter [77]. Figure 5.2

shows both Néel and Brownian relaxation times as a function of particle diameter

for a given set of particle parameters.

Whether superparamagnetic behaviour is observed depends on the measurement

time τm of the experimental technique used. A particle is said to be thermally

blocked if its thermal energy is insufficient to overcome the magnetic anisotropy

energy barrier. Consequently, if τeff ≫ τm and the nanoparticle moment remains

confined in one energy minimum during the measurement time, then the particle

appears thermally blocked. The blocking volume Vb is the required magnetic core

volume for a nanoparticle to appear thermally blocked and is given by

Vb =
kT ln (τm/τ0)

K
(5.5)
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Figure 5.2: τN , τB and τeff for a magnetite nanoparticle with core diameter d and
a hydrodynamic diameter of 65 nm, assuming the following parameters: anisotropy
constant K = 3× 104 J/m3 [80], viscosity of water η = 0.001Pa s and attempt time

τ0 = 1× 10−10 s.

5.1.2 Magnetization Behaviour of Magnetic Nanoparticles

in Solution

To describe the equilibrium magnetic properties of a collection of magnetic nanopar-

ticles in solution, we assume each particle to have a moment µ that fluctuates in

time, but whose magnitude µ remains fixed [76]. Whether µ fluctuates as a result of

Brownian or Néel relaxation, does not influence the equilibrium magnetic properties

of the ferrofluid, but only its dynamics.

The magnetization behaviour of non-interacting single-domain magnetic nanopar-

ticles in the superparamagnetic regime is described by the dipole-field interaction

energy [81]

EB = −µ ·B (5.6)
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which yields the Langevin model, such that for a collection of N nanoparticles, the

total magnetization M as a function of magnetic field B is given by

M = NµL

(

µB

kT

)

(5.7)

where L is the Langevin function given by

L(x) = coth(x)− 1

x
(5.8)

For x ≪ 1, L(x) = 1

3
x, so that in small fields, or for high temperatures, we have

M =
Nµ2B

3kT
(5.9)

For x → ∞, L(x) = 1 and therefore the saturation magnetization is given by

M = Nµ (5.10)

The Langevin model assumes monodispersity, such that all the nanoparticles have

the same diameter. SEM measurements of particle size distribution parameters in

ferrofluids have found size ranges of real particles to be well described by a log-

normal distribution [80]. A size distribution can be included in the Langevin model

by summing Langevin functions for particles with different diameters.
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5.2 Magnetic Nanoparticles as Low-Field NMR

Contrast Agents

In this section we outline a number of theories of proton relaxation in aqueous

solutions of magnetic nanoparticles. Of particular interest is the frequency/field

dependence of the longitudinal and transverse relaxation rates 1/T1 and 1/T2. Mea-

surements of the field dependence of NMR relaxation rates are known as nuclear

magnetic relaxation dispersion (NMRD) profiles [82]. As well as being important in

determining the effectiveness of magnetic nanoparticles as contrast agents in mag-

netic resonance imaging (MRI), these profiles can in principle give information on

the nanoparticles themselves. In many cases the theories are extensions of theories

developed to describe the relaxation of solvent protons in the presence of paramag-

netic ions [82], that allow for the much higher moments of the nanoparticles.

In general the changes in the transverse and the longitudinal relaxation rates

observed as a result of adding the nanoparticles to the solution are proportional to

the nanoparticle concentration. As is common in the literature, see for example [83],

we quote relaxivities R1 and R2 as rates per mM of iron.

In the main we will consider ultra-small iron oxide particles (USPIO) contain-

ing only one ferrite crystal. A number of parameters affect both the longitudinal

and transverse relaxivities, such as the particle size, the particle magnetization, the

anisotropy energy and the spread in mean particle sizes. In addition, the time τD

for the water proton to diffuse a typical particle dimension and the NMR Larmor

frequency are also important. In general the nanoparticles are coated with a biocom-

patible polymer coating. It will be seen that both the size of the magnetic core and

the hydrodynamic volume are important in determining the relaxation properties of

the nanoparticles.
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We will make a number of simplifying assumptions in order to enable analysis and

to obtain an understanding of the system:

1. The particles have a spherical magnetic core and a spherical polymer coating

2. The magnetic radius rM and the hydrodynamic radius rH are each considered

to be the same for all particles, i.e. there is no distribution of sizes

3. The magnetization and hence the magnetic moment µ is the same for all

particles

4. The magnetic anisotropy is characterized by uniaxial symmetry

These assumptions are clearly approximate, but they allow some insight into the

problem. In most situations we are concerned with the theory of motional narrow-

ing, introduced by Bloembergen, Purcell and Pound in their seminal work [84] and

described in detail by Abragam [39]. Here the motion of the water protons averages

the local magnetic fields caused by the nanoparticles and proton spins must make

many visits to the nanoparticles before they relax.

The NMR relaxation rates T−1
1 and T−1

2 in pure water are determined by the

magnetic dipolar interactions between the water protons, with intrinsic relaxation

times of the order of seconds, as discussed in Chapter 4. Adding magnetic nanopar-

ticles gives rise to an additional source of local magnetic fields that can be seen by

the protons and that can increase the relaxation rates. These local magnetic fields

are a source of line broadening even in the absence of motion as spins dephase as a

result of local field inhomogeneity. Fluctuating local fields that give rise to longitu-

dinal relaxation can result from Néel or Brownian relaxation of the nanoparticles,

or from the diffusion of protons past the nanoparticles. Both processes must be

considered and they result in different spectral densities.

All equations in this section are written in S.I. units, unlike many of those in the

original references.
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5.2.1 The Condition for Motional Narrowing

We first consider the limit for motional narrowing. It is related to the strength of

the local field seen by the proton as it moves close to the nanoparticle. We assume

that the nanoparticle is a sphere with a constant magnetization M . The field at the

equator is given by [85]

Beq =
µ0M

3

(

rM
rH

)3

(5.11)

where µ0 is the permeability of free space, rM is the radius of the magnetic core and

rH is the distance of closest approach, which is given by the size of the coating, i.e.

the hydrodynamic radius, if the proton cannot penetrate the coating. It is instructive

to write Equation 5.11 in terms of the magnitude of the magnetic moment µ of the

nanoparticle

µ =
4

3
πr3MM (5.12)

to give

Beq =
µ0

4π

µ

r3H
(5.13)

The proton spin will see this field for a time of the order of τD, which will also

depend on the hydrodynamic radius. The spin will dephase immediately if

∆ω τD > 1 (5.14)

where

∆ω = γBeq =
µ0Mγ

3

(

rM
rH

)3

(5.15)

or alternatively
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∆ω =
µ0

4π

µ

r3H
γ (5.16)

is the difference between the angular Larmor frequencies when the proton is close

to the nanoparticle and when it is in the bulk liquid. Furthermore

τD = r2H/D (5.17)

is the time for the proton to diffuse past the nanoparticle. Combining these two

equations we obtain the condition for motional narrowing as

∆ω τD =
µ0Mγ

3

(

rM
rH

)3(

r2H
D

)

< 1 (5.18)

which can be simplified to

µ0Mr2Mγ

3D

rM
rH

< 1 (5.19)

If we have a situation where the hydrodynamic radius is equal to the radius of the

magnetic core then the limit becomes

µ0Mr2Mγ

3D
< 1 (5.20)

which occurs at a core radius of

rM <

√

3D

µ0Mγ
(5.21)

It is instructive to see when this second limit occurs for magnetite nanoparticles in

water. Using a value of M = 3.5× 105 Am−1 [80], D = 2.14× 10−9 m2s−1 [86] for

the diffusion coefficient of water at room temperature and γ/2π = 42.576MHzT−1

for protons, we obtain a limiting core radius of 7.4 nm. This limiting core radius

will be larger if rH > rM , since the distance of closest approach is increased.
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5.2.2 The Static Dephasing Regime

For larger nanoparticles, where rM is big enough such that the condition given in

Equation 5.19 is no longer fulfilled and motional averaging does not apply, the NMR

linewidth is determined by a) how quickly the protons dephase when they are close

to a nanoparticle and b) the fraction of time an average proton spends close to a

nanoparticle. The static dephasing case has been studied in detail by Brown [87].

He considers a fluid with a large number of magnetic particles dispersed in it. These

particles are considered to be fixed magnetic dipoles which are compact enough

to be thought of as point dipoles. A magnetic particle is equally likely to be in

any volume element of the sample. This simple model can describe an aqueous

solution of magnetic nanoparticles. Each proton sees the static magnetic field B0

plus a perturbing field resulting from the sum of all the dipole fields due to the

nanoparticles in the sample. These local fields cause spins to dephase, resulting in

transverse relaxation. The simplest situation to study is when all the nanoparticles

are pointing in the same direction, either parallel or perpendicular to B0.

The envelope of the proton free induction decay resulting from this model is

found by integrating the contributions of all the protons in the sample. It is shown

in [87] that the decay is exponential in time with transverse relaxation rates

(

1

T2

)

‖

=
8π2

9
√
3

µ0Maqγ

4π
(5.22)

and

(

1

T2

)

⊥

=
4π

3

µ0Maqγ

4π
(5.23)

where

Maq =

∑

µ

Vs

(5.24)
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is the dipole moment per unit volume, which in this case is the saturation mag-

netization of the aqueous solution, since the moments are all pointing in the same

direction. Note that these equations depend on Maq rather than µ and are correct

even for a distribution of nanoparticle sizes, so long as the nanoparticle moments

are all pointing in the same direction.

In the general case, by averaging these two results, it can be said that the ex-

pression

1

T2

≈ 4.6
µ0Maqγ

4π
(5.25)

is within 10% of the correct value, whatever the orientation of the nanoparticles

with respect to B0.

We can now express this in terms of the angular Larmor frequency ∆ω corre-

sponding to the equatorial field of the nanoparticle as given in Equation 5.15 and the

volume fraction occupied by the nanoparticles fa. Assuming that all nanoparticles

have the same core radius rM , the magnetic moment of an individual nanoparticle

is given by

µ =
4

3
πr3MM =

4

3
πr3HM

(

rM
rH

)3

= MVH

(

rM
rH

)3

(5.26)

where VH is the hydrodynamic volume of the nanoparticle and M is the saturation

magnetization of the nanoparticle. If we have N nanoparticles per unit volume then

the volume fraction of nanoparticles is

fa = NVH (5.27)

Therefore in this case we have from Equation 5.24

Maq = Nµ = NMVH

(

rM
rH

)3

= Mfa

(

rM
rH

)3

(5.28)
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using Equations 5.26 and 5.27. Substituting this into Equation 5.22 we obtain

(

1

T2

)

‖

=
8π2

9
√
3

(

rM
rD

)3
µ0Mfaγ

4π
(5.29)

which, using Equation 5.15, can be written as

(

1

T2

)

‖

=
2π

√
3

9
∆ωfa ≈ 1.2 ∆ωfa (5.30)

where the volume fraction fa is determined by the hydrodynamic volume of the

nanoparticles and ∆ω is the difference in Larmor frequency between a spin close

to a nanoparticle and one in the bulk. This result is as quoted in Roch et al.

[88]. A physical understanding of the magnitude of this equation can be gained by

considering the proton spins that are close to the nanoparticles, i.e. within a volume

∼ VH , to have an effective T2 given by

(

1

T2

)

eff

= ∆ω (5.31)

The relaxation time measured in the bulk solution is then just (T2)eff multiplied by

the ratio of time spent in the bulk liquid to that spent close to the sample. This

ratio is simply f−1
a resulting in a measured relaxation rate of

1

T2

=

(

1

T2

)

eff

fa = ∆ωfa (5.32)

which is close to Equation 5.30.
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5.2.3 The Motional Narrowing Regime

In the motional narrowing regime proton spins in the region close to the nanoparticle

see averaged, weaker magnetic fields and they need to make many visits to the

nanoparticle before they dephase or flip. The spins see fluctuating local fields as

they diffuse past the magnetic nanoparticles. The motion of the protons averages

the local magnetic fields and the spins dephase via a random walk. This averaging

results in a narrowing of the NMR line. If we assume that protons close to the

nanoparticles see a strong local field which gives rise to a frequency shift ∆ω for a

time τD, then an order of magnitude estimate of the resultant effective relaxation

time will be given by [89, 37]

(

1

T2

)

eff

= (∆ω)2 τD (5.33)

which should be compared with Equation 5.31, appropriate for the static regime.

The relaxation time measured in the bulk solution will again be given by multiplying

this time by the ratio of protons in the bulk liquid to those close to the nanoparticle:

1

T2

= (∆ω)2 τDfa (5.34)

Substituting for ∆ω and fa using Equations 5.16, 5.17 and 5.27 gives the full ex-

pression:

1

T2

=
(µ0

4π

)2
(

4π

3

)(

µ2γ2N

DrH

)

(5.35)
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5.3 Proton Relaxation Rates T−1
1 and T−1

2 in the

Motional Narrowing Regime

We now consider a more rigorous treatment of both the longitudinal relaxation rate

T−1
1 and the transverse relaxation rate T−1

2 in the motional narrowing regime, for

protons in aqueous solutions of magnetic nanoparticles. Since longitudinal relax-

ation involves the change of spin populations, it is essential that there is spectral

power in the local magnetic fields at the Larmor frequency. For this reason static

local magnetic fields cannot cause longitudinal relaxation, although they can cause

dephasing and therefore transverse relaxation as we have described above.

There are two mechanisms for longitudinal relaxation within this model. Firstly

as protons diffuse past stationary nanoparticles they will see fluctuating magnetic

fields for times of the order of τD = (r2H/D) and there will be maximum power at

the Larmor frequency ω0 when

τD =
1

ω0

(5.36)

Therefore if the longitudinal relaxation rate is measured as a function of frequency,

one might expect it to be zero at high and low frequencies but to peak at a frequency

given by

ωmax =
D

r2H
(5.37)

However the nanoparticles themselves also fluctuate at rates determined by the Néel

or Brownian relaxation times. This results in finite spectral power at low frequencies

and finite longitudinal relaxation rates at low frequencies.
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The relative amount of static and fluctuating nanoparticles is actually determined

by the static magnetic field B0 since more nanoparticles will align with the static

field as it increases. This results in a shift of the peak in the relaxation rate from that

given by Equation 5.37. A theory of the longitudinal relaxation rate of protons in

aqueous solutions of magnetic nanoparticles was first proposed by Roch and Muller

[90]. This was later improved upon by Koenig and Kellar [83]. The original approach

[90] had a few incorrect assumptions that were later incorportated into the approach

used by Koenig and Kellar [83], as pointed out by Gillis et al. [91]. In the following

analysis, equations similar to those in [83] are derived but corrected following Gillis

et al. [91]. Further analysis by Roch et al. [92] suggested that the anisotropy energy

of the nanoparticles needs to be considered more carefully.

5.3.1 Curie Spin Theory of the Frequency Dependence of

T−1
1 and T−1

2

The analysis in this section follows the work of Gillis et al. [91] and is an extension

to superparamagnetic particles of the concept of the “Curie spin” originally intro-

duced by Gueron [93] in a theory of nuclear magnetic relaxation of macromolecules

by paramagnetic ions. In the case of magnetic nanoparticle solutions the inter-

action of importance is the dipole-dipole interaction between the proton spin and

the nanoparticle spin, which we denote S. For the case of an idealized spherical

nanoparticle of magnetic moment µ, S can be very large. We assume that S is the

same for each nanoparticle. We choose a co-ordinate system such that the static

magnetic field, of magnitude B0, is applied along the z-axis. As the static magnetic

field increases, so does the number of nanoparticle spins aligned along the field, due

to a competition between magnetic and thermal energy.
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One can consider the z-component of the spin to be decomposed into two subcom-

ponents, a time-averaged component

〈Sz〉 = SC (5.38)

and a fluctuating component sz. SC is known as the “Curie” spin. We can write

Sz = SC + sz (5.39)

and since by definition

〈sz〉 = 0 (5.40)

we have

〈

S2
z

〉

= S2
C +

〈

s2z
〉

(5.41)

The effect of these two subcomponents on the proton relaxation can by found by

modifying the standard relaxation equations. For superparamagnetic nanoparticles

the “Curie” spin is determined by the Brillouin function BS. Explicitly, we have

[91]

SC = 〈Sz〉 =
1

Z

S
∑

m=−S

m exp (mx/S) (5.42)

where the partition function Z is given by

Z =
S
∑

m=−S

exp (mx/S) (5.43)

and

x =
S~γSB0

kBT
(5.44)
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Here γS is the gyromagnetic ratio of the electron. Carrying out the sums results in

SC = 〈Sz〉 = SBS (x) , (5.45)

where

BS (x) =

(

2S + 1

2S

)

coth

(

(2S + 1) x

2S

)

−
(

1

2S

)

coth
( x

2S

)

. (5.46)

We can determine the fluctuating term 〈s2z〉 in Equation 5.41 by working out 〈S2
z 〉

explicitly. Furthermore

〈

S2
z

〉

=
1

Z

S
∑

m=−S

m2 exp (mx/S) (5.47)

is shown in [91] to be given by

〈

S2
z

〉

= S (S + 1)− SC coth
( x

2S

)

(5.48)

and therefore the mean-square fluctuating component can be written as

〈

s2z
〉

=
〈

S2
z

〉

− S2
C = S (S + 1)− SC coth

( x

2S

)

− S2
C (5.49)

It is important to look at the limits of these equations. As x → ∞, BS (x) → 1 so

that in the high frequency limit the “Curie spin” SC → S. In the low frequency

limit BS (x) → x (S + 1) /3S and SC is given by

〈Sz〉 = SC =
γS~S (S + 1)B0

3kBT
(5.50)

Equation 5.50 is the expression originally used by Gueron [93] for paramagnetic ions,

which needs to be modified as described above for superparamagnetic nanoparticles.
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We now look at the limits for 〈S2
z 〉. We know that as x → ∞, coth (x/2S) → 1 and

using Equation 5.48 we see that for high fields 〈S2
z 〉 → S2

C . As x → 0, coth (x/2S) →

(2S/x)− (x/6S) and substituting into Equation 5.48 we obtain

〈

S2
z

〉

=
S (S + 1)

3
(5.51)

5.3.2 The Large S Limit

We now look at the limit of these equations when S ≫ 1. This will apply for the

case of superparamagnetic single domain nanoparticles, which are objects of large

spin. In this case the Brillouin function BS (x) reduces to the Langevin function

L (x) given by

L (x) = coth (x)− 1

x
(5.52)

Changing the parameters from the spin S to the magnetic moment µ, related by

µ = ~γSS (5.53)

and using Equation 5.44, gives

x =
µB0

kBT
(5.54)

We can then speak of a “Curie” moment, rather than a “Curie” spin and reformulate

Equation 5.45 as

µC = µL (x) (5.55)

Also we can re-express Equation 5.48 in terms of the mean-square z-component of

the magnetic moment to give [91]
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〈

µ2
z

〉

= µ2 [1− 2L (x) /x] (5.56)

Note that to derive this, the property limy→0 [y coth (y)] = 1 was used, where y =

(x/2S). Therefore this applies only for x ≪ S, which is true so long as ~γSB0 ≪

2kBT , such that for a sample at room temperature B0 ≪ 446T, which is always the

case. We can therefore write for the mean-square fluctuating z-component of µz

〈

µ2
z

〉

− µ2
C = µ2

[

1− 2L (x) /x− L2 (x)
]

(5.57)

In order to calculate both T1 and T2 for aqueous systems of nanoparticles we also need

the mean-square values of the transverse components of the fluctuating moment.

These can be calculated in a similar manner and are given in [91] as

〈

µ2
x

〉

+
〈

µ2
y

〉

= 2µ2L(x)/x (5.58)

5.3.3 Correlation Functions and Spectral Densities

In a liquid spins diffuse rapidly in the local magnetic fields of other spins and these

time varying fields cause both longitudinal and transverse relaxation. If we consider

a set of protons diffusing randomly in the local magnetic fields of a set of nanoparti-

cles, then each proton will see a random local field that can be characterized by a field

strength and a time for the random field to change significantly. The random na-

ture of the time dependent local dipolar magnetic fields are described by correlation

functions and their associated spectral density functions. In general NMR relax-

ation rates are proportional to a sum of spectral densities, therefore the frequency

dependence of the spectral densities will determine the frequency dependence of the

relaxation times. A simple form of correlation function is an exponential, leading to

Lorentzian spectral densities [84, 37].
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Various authors have made calculations of the spectral densities for random diffu-

sion of spins. Torrey [94] considered point spins diffusing by a random walk and

Harmon and Muller [95] took into account the finite size of particles by using the

pair correlation functions. This work was extended by Hwang and Freed [96] and

independently by Ayant et al. [97], who both correctly took account of the finite

size of the particles by using the correct boundary conditions when calculating dif-

fusion of the spins. Hwang and Freed also allowed for the fact that one of the spins

can be relaxing rapidly. Therefore their spectral density is particularly useful in

the case where Néel or Brownian relaxation of the nanoparticles is important. The

normalized spectral density JF (ω, τD, τN) they calculate is given in [96, 98] to be

JF (ω, τD, τN) = Re

[

1 +
(

Ω1/2/4
)

1 + Ω1/2 + (4Ω/9) + (Ω3/2/9)

]

(5.59)

where

Ω =

(

iω +
1

τN

)

τD (5.60)

Ayant et al. obtain a spectral density JA (z) given by [97]

JA (z) =
1 + (5z/8) + (z2/8)

1 + z + (z2/2) + (z3/6) + (4z4/81) + (z5/81) + (z6/648)
(5.61)

JA is the limit of JF when the correlation time characterizing the fluctuation of

the nanoparticle spin becomes infinitely long. While JA accounts for the random

diffusion of protons through a non-uniform static field, JF also allows for the flipping

of the nanoparticles spins. Therefore JF becomes more important in low magnetic

fields, where the static part is not so strong and fluctuations of the nanoparticle

spins make a more significant contribution to the overall time-dependent fields that

the protons experience.
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5.3.4 Theoretical Model for T−1
1 and T−1

2

In order to model the data we use the relaxation equations given by Koenig and

Kellar [83], correcting them as described by Gillis et al. [91] using Equations 5.55,

5.57 and 5.58. This leads to the following equations [99]

T−1
1 = 9A

{

L2 (x) JA
(√

2ωIτD
)

+
[

1− 2 (L (x) /x)− L2 (x)
]

JF (ωI , τD, τN1)
}

+ 3A (L (x) /x) {JF (ωI − ωS, τD, τN2) + 6JF (ωI + ωS, τD, τN2)}

(5.62)

and

T−1
2 = (3/2)A

{

L2 (x)
[

3JA
(√

2ωIτD
)

+ 4JA (0)
]

+
[

1− 2 (L (x) /x)− L2 (x)
]

[3JF (ωI , τD, τN1) + 4JF (0, τD, τN1)]
}

+ 3A (L (x) /x) {(1/2) JF (ωI − ωS, τD, τN2)

+3JF (ωS, τD, τN2) + 3JF (ωI + ωS, τD, τN2)}

(5.63)

where ωI and ωS denote the Larmor frequencies of the proton and electron spins

respectively. τN1 and τN2 correspond to the longitudinal and transverse Néel times.

The coefficient A is given by

A =
(µ0

4π

)2
(

32π

405

)(

µ2γ2N

DrH

)

(5.64)

Apart from the difference in the numerical factor, Equation 5.64 is identical to

Equation 5.35 in Section 5.2.3, which gives an expression for T−1
2 in the motional

narrowing regime. Equations 5.62 and 5.63 were used to generate the theoretical

curves in Section 6.3.



Chapter 6

NMR on Aqueous Magnetic

Nanoparticle Solutions

The work presented in this chapter was undertaken as part of the EU funded sixth

framework Biodiagnostics research project and measured the frequency dependence

of the NMR relaxation times of protons in aqueous solutions of coated superpara-

magnetic nanoparticles in order to evaluate their effectiveness as contrast agents

for low-field MRI. Using the broadband DC SQUID spectrometer allowed for direct

measurements of this frequency dependence to be extended down to much lower

frequencies than was hitherto possible, since in the past such measurements were

only achieved using field cycling relaxometry, as described by Kimmich and Anoardo

[100].

The first two sections in this chapter summarize all the results obtained for two

samples of aqueous dispersions of superparamagnetic iron-oxide nanoparticles in the

Néel regime. These are followed by a comparison of the data to the theoretical model

established in the previous chapter. Finally, the penultimate section presents results

for thermally blocked cobalt-ferrite nanoparticles undergoing Brownian relaxation.

105
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6.1 NMR on fluidMAG-HEAS Fe3O4 Nanoparticle

Solutions

6.1.1 Characterization of fluidMAG-HEAS Sample

The first sample studied was an aqueous dispersion of fluidMAG-HEAS magnetic

nanoparticles, lot number 1500/06, provided by Chemicell [101]. The particles con-

sist of a magnetite (Fe3O4) core, see Goya et al. [102] for a description of the crys-

tallographic structure of magnetite, with a hydrophilic hydroxyethyl-starch polymer

coating. They are suspended in double-distilled water. The properties of this sus-

pension, as quoted by the manufacturer, are given in Table 6.1. The original sample

concentration with a total iron content of 34mg/ml corresponds to 610 milliMolars

(mM) of iron. Based on an estimated core diameter of around 8–10 nm, the mag-

netization behaviour of the particles is expected to be superparamagnetic with Néel

relaxation being the dominant relaxation mechanism.

Weight of volume∗ 100 mg/ml

Total iron content 34 mg/ml

Number of particles 1.3× 1016 g−1

Density 1.25 g/cm3

Hydrodynamic diameter 65 nm

Estimated core size 8–10 nm

Table 6.1: Properties for fluidMAG-HEAS 1500/06. ∗Weight of volume
corresponds to the weight of dried nanoparticles diluted in a millilitre of solution.

A sample of this batch of fluidMAG-HEAS was sent to Imego for further character-

ization. The Photon Correlation Spectroscopy (PCS) measurements they provided

us with are shown in Figure 6.1 and were obtained with a Zeta Sizer Nanoseries

from Malvern Instruments. They determine the mean hydrodynamic size of these
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Figure 6.1: Photon Correlation Spectroscopy measurements for fluidMAG-HEAS.

fluidMAG-HEAS particles to be 66.6± 2.0 nm. According to Imego, the size distri-

bution does not appear to be very broad and there is no indication that the particles

have agglomerated.

The dynamic magnetic measurements performed using AC susceptometry give

information about the rotational Brownian motion of the particles if their Néel

relaxation is blocked. In our case, the dominant relaxation mechanism is Néel and

the AC susceptibility measurement is thus unsuitable for accurately measuring the

core size distribution. The imaginary susceptibility peak would be in the GHz range

and the range of the Imego DynoMag AC Susceptometer only extends to 250 kHz.

The conclusion drawn by Imego from their AC susceptibility data, shown in Figure

6.2, was that the core size distribution is quite broad and that a large fraction of the

particles undergoes Néel relaxation, since the real part of the susceptibility never

reaches zero within the available frequency range. For magnetite this equates to a

prevalence of single domain cores with a diameter of less than ∼ 12 nm [103].
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Figure 6.2: AC susceptibility measurements for fluidMAG-HEAS.
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Figure 6.3: Vibrating Sample Magnetometer hysteresis curves of fluidMAG-HEAS
with an iron content of 34mg/ml, for two different magnetic field ranges.
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The static magnetic measurements obtained using a Vibrating Sample Magnetome-

ter (VSM), also show that the particles are superparamagnetic, since the hysteresis

curves exhibit no remanence or coercivity. From the hysteresis curves shown in

Figure 6.3, the saturation magnetization is measured to be 0.24 emu, correspond-

ing to MS = 2.4× 10−4 Am2. To obtain the average magnetic moment of a single

nanoparticle, it is necessary to know the total number of particles in the measured

sample. The weight of volume of the undiluted solution is given as 100mg/ml and

the volume used to measure the curve was ∼ 50µl, giving about 5mg of nanoparti-

cle material. Furthermore the number of particles per weight of dried nanoparticles

being 1.3× 1016 g−1, gives the total number of particles in the measurement sample

as N = 6.5× 1013. Therefore the average nanoparticle moment for fluidMAG-HEAS

is

µ =
MS

N
=

2.4× 10−4 Am2

6.5× 1013
= 3.7× 10−18 Am2

The expected average magnetic moment of a 10 nm diameter magnetite nanoparticle

can be estimated by assuming a value for M . Here we use M = 3.5× 105 Am−1,

which is quoted as a typical value for the intrinsic magnetization of small magnetite

single domains in Schaller et al. [104]. The volume of a 10 nm diameter particle

is V = 4

3
π(5× 10−9 m)3 = 5.2× 10−25 m3 and therefore the calculated magnetic

moment of such a particle is:

µcalc = (5.2× 10−25 m3)(3.5× 105 Am−1) = 1.8× 10−19 Am2

The calculated magnetic moment per particle is about 20 times smaller than the

measured moment, which in this case would correspond to an average nanoparticle

diameter of ∼ 27.3 nm.
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Figure 6.4: Simple Langevin function fit to VSM data for the fuidMAG-HEAS.

The positive lower field range magnetization data was converted from emu versus

Gauss into units of Am2 versus Tesla, in order to fit to it a simple Langevin function

of the form

f(x) = P1

[

coth

(

P2 x

kT

)

− kT

P2 x

]

(6.1)

where the two parameters to be fitted, P1 = MS and P2 = 〈µ〉, will be given in units

of Am2. kT is taken to be 4.1× 10−21 J for 297–300K.

The best fit to the data is shown in Figure 6.4 and gives the total saturation mag-

netization of the sample as MS = 2.08× 10−4 Am2, which is lower than the apparent

value for MS of 2.4× 10−4 Am2. This is due to the Langevin model not accounting

for the polydispersity of the magnetic core sizes found in the solution. The fit also

gives the average magnetic moment as 〈µ〉 = 6.76× 10−19 Am2, corresponding to an

average diameter of 15.4 nm. These values would put the total number of particles

in the sample at

N =
MS

〈µ〉 =
2.08× 10−4 Am2

6.76× 10−19 Am2
= 3.08× 1014
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Figure 6.5: Relaxation rates as a function of concentration for fluidMAG-HEAS at
B0 = 0.5T.

In addition to these three characterization measurements, for iron-oxide nanoparticle

solutions it is usual to quantify their effectiveness at providing NMR contrast at a

given measurement frequency in terms of their relaxivities R1 and R2 given by

R1,2 =
d (1/T1,2)

dc
(6.2)

where c is the iron concentration in mM, such that R1 and R2 have units of mM−1s−1.

Before proceeding with the low-field experiment, we therefore measured proton

relaxation times for different iron concentrations in two higher fields, with proton

Larmor frequencies corresponding to 15 and 21MHz, using two conventional tuned

pulsed RF NMR spectrometers from Teachspin [105], that were available in the

teaching laboratory of the Royal Holloway Physics department. We first diluted

some of the original solution by a factor of 1000 to obtain an iron content of 34µg/ml

or 0.61mM. From this a series of four consecutive factor 2 dilutions were produced,

the solution with the lowest concentration having an iron content of 2.125µg/ml

or 0.0375mM. Plotting the measured relaxation rates T−1
1 and T−1

2 versus the iron
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concentration in mM and fitting a linear function to determine the slope, gives R1

and R2 as shown in Figure 6.5 for measurements taken at 21MHz. Results for both

frequencies are summarized in Table 6.2.

f0 [MHz] B0 [T] T1 [ms] T2 [ms] R1 [mM−1s−1] R2 [mM−1s−1]

15 0.35 24.5± 0.3 4.7± 0.1 53± 3 299± 8

21 0.50 36.0± 0.3 4.9± 0.1 45± 1 346± 13

Table 6.2: Summary of high field NMR measurements for fluidMAG-HEAS.

6.1.2 Longterm Stability of fluidMAG-HEAS Solutions

Effect of Stycast Containers on Sample Stability

In preparation of the first low-field experiment some of the original fluidMAG-HEAS

solution was again diluted in deionized water by a factor of 1000 to obtain a solution

with a total iron content of 34µg/ml. Approximately 140µl of this solution was

filled into one of our standard sample cells made from Stycast 1266. The low-

field experiment using the SQUID NMR dipper probe was not conducted until two

months after the sample cell had been filled, at which point we measured low-

field relaxation times of T1 ∼ 2.6 s in the prepolarizing field Bp ≈ 2.56mT (where

f0 ∼ 109 kHz) and T2 ∼ 450ms.

Using the conventional 15MHz NMR spectrometer, both the remaining solution

mixed two months earlier and the sample in the Stycast cell were checked to see

if they still exhibited the same relaxation rates at high fields, thus determining

whether or not the solution in the experimental cell had deteriorated and if this

diluted nanoparticle suspension was intrinsically unstable over time. It was found

that T1 and T2 of the Stycast cell sample had become much longer, while those of its

source solution were still around 30ms and 5ms respectively, as had been measured

consistently earlier on at this frequency and concentration.
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A second Stycast cell was filled with some more of the 34µg/ml solution and mon-

itored over time. We found that after only 24 hours the relaxation times measured

at 15MHz had increased to T1 = 1.41 s and T2 = 130ms compared to the previous

values, shown in Table 6.2 of about 25ms and 5ms respectively. We assumed that

this increase in relaxation times was due to an effective reduction in concentration

of the nanoparticles in the solution. Multiplying the increased relaxation times with

the corresponding relaxivities given in Table 6.2 and taking the inverse, gives an

effective nanoparticle concentration of 13× 10−3 mM for T1 and 26× 10−3 mM for

T2. The difference in the effective concentrations obtained from T1 and T2 could

be an indication that aggregated nanoparticles, subjected to magnetic dipole-dipole

interactions between each other and also to attractive Van-der-Waals forces towards

each other and the container walls, will appear thermally blocked and immobile to

the protons diffusing around them, resulting in reduced spectral power available at

the Larmor frequency, while at the same time the aggregates still provide a source

of additional static local field variations to a greater degree. It was hypothesized

that the nanoparticles must stick irreversibly to the walls of the Stycast container,

possibly by chemically bonding to unsaturated bonds in the Stycast resin. Sty-

cast was therefore deemed to be an unsuitable material for storing these particular

nanoparticles.

Sample Stability in Redesigned Kel-F Sample Cell

As described in Section 3.4.3, the sample cell was subsequently redesigned and made

out of Kel-F (PCTFE), a material that was chosen for its non-stick properties and

since it doesn’t contain protons in its chemical structure that could otherwise give

rise to spurious NMR signals. The cell is closed with a screw-thread seal and can be

made sufficiently leaktight by the insertion of a Teflon disc and by wrapping some

PTFE tape on the thread.
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Figure 6.6: Time evolution of T1 and T2 during the low-field experiment and on
the bench (inset).

Before using it on the low-field probe, the new cell was tested on the bench. A

fresh batch of fluidMAG-HEAS 34µg/ml solution was prepared and immediately

filled into a Kel-F test cell and a small glass NMR sample container for reference.

Regular monitoring of the relaxation times at 15MHz show that the sample is stable

in the Kel-F test cell over at least a month.

Encouraged by the initial test results for the Kel-F sample container, a second

low-field experiment was conducted with a 100µl sample of the second batch of

34µg/ml solution prepared the week before, in a Kel-F sample cell. Unfortunately

the nanoparticle solution was not stable under experimental conditions and we ob-

served a permanent increase in relaxation times over a few days, as shown in Figure

6.6. When opening up the sample cell, a rust-coloured residue could be seen on the

Kel-F walls and the Teflon lid disc, an indication that the nanoparticles stuck to the

surfaces of the container.
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Since this time, unlike in the Stycast cell case, the solution was stable in the cell on

the bench, it was suspected that the lack of stability under experimental conditions

might be somehow related to the operation of the heater and diode, needed to keep

the cell at room temperature. Two further Kel-F cells were therefore filled for testing

on the bench: one with a heater wound onto it, the other with a diode glued to it.

Both were operated continuously and the samples in both cells exhibited an increase

in relaxation times, even though the effect was not as pronounced as in the actual

experiment. The diode operation resulted in an increase of T1 from 30ms to 50ms

over the course of ∼ 40 hours, while operating the heater, albeit with a considerably

lower current than under experimental conditions, had the same effect in only ∼ 24

hours. These tests showed that the operation of the heater and/or diode does result

in a slow aggregation of the nanoparticles at the sample cell wall. But it remains

unclear exactly what the mechanism underlying the aggregation process is or why

it is irreversible.

Sample Stability in Final Experimental Conditions

In all our testing, the heater and diode were operated without any filtering, so we

investigated the possibility of AC interference being a problem. We found that we

were able to stabilize the sample in experimental conditions, simply by increasing

the filtering for the heater operation. As described in Section 3.4.2, passive filtering

components are used in between the diode and heater power supplies and the probe

to cut out any high frequency current noise. The cut-off frequency of the original low-

pass filtering circuit for the heater was measured to be around 500Hz. Assuming

that there might be a considerable 50Hz mains component getting through, we

replaced the 3.3µF capacitor across the heater leads with two 220µF ones, shifting

the circuit’s cut-off frequency down to below 10Hz. Figure 6.7 shows the measured

frequency responses for the original and modified heater filtering circuits.
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Figure 6.7: Comparison of frequency response of heater filter circuits with different
capacitances.

Subjecting the sample to extensive testing on the bench under experimental condi-

tions, we observed that it was practically stable for a period of at least two weeks.

The only detrimental effect was a slight but constant drift in T1 during the entire

test. In total it went up from ∼ 27ms to ∼ 33ms.

6.1.3 Low Field NMR on fluidMAG-HEAS

Low Field Measurements

Once the sample was sufficiently stable under experimental conditions, a final set

of low-field measurements was taken with the 0.61mM fluidMAG-HEAS solution.

We measured T ∗
2 as a function of frequency to determine the intrinsic T2 of the so-

lution in zero field. We observed T ∗
2 ∼ 13–14ms, corresponding to signal linewidths

of 22–25Hz, as shown in Figure 6.8. The slope of the linear fit equals the mag-

net inhomogeneity and assuming T2 to be constant over the measurement range of

1–30 kHz, the y-intercept will give T ∗
2 (0) = T2. We cannot measure T2 directly using

a Spin-Echo sequence, because the effect of the nanoparticles dominates over the

magnet inhomogeneity.
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Figure 6.8: Linewidth as a function of frequency for the 0.61mM fluidMAG-HEAS
solution (black) and deionized water (red).

We used the previously established adiabatic turn-off and 1/4-turn techniques, de-

tailed in Section 4.2.1, to measure T1 in low and ultralow fields respectively. These

techniques are necessary in order to transfer enough magnetization into the lon-

gitudinal direction, since the sample polarization at such low fields is too small to

provide adequate signal sizes. T1 fits for different measurement techniques are shown

in Figures 6.9 and 6.10.

At intermediate fields, on the order of a few tens of kHz, a conventional RF

inversion-recovery sequence was used. The upper limit for this method is dictated

by the maximum static background field that can be persisted in the magnet. Be-

yond that, T1 was measured in the prepolarizing field by varying the length of

the prepolarizing pulse. The usual prepolarizing pulse corresponds to a field of

Bp ∼ 2.3mT, where ω0/2π ∼ 100 kHz. But we can generate fields of up to 15mT,

for which ω0/2π ∼ 640 kHz, in the transmitter coil. Unfortunately measuring T1 in

higher prepolarizing fields than Bp ∼ 2.5mT destroys the field homogeneity across

the sample area because of flux trapping in the inner niobium shield and is therefore
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Figure 6.10: T1 at intermediate - 40 kHz (left) and high - 100 kHz (right) fields.

the last measurement taken before having to warm up the probe.

Because the whole experiment extended over the course of several days, we re-

measured T2 and T1 in the prepolarizing field to determine their drift rates, which

we assumed to be linear. The resulting calibration, shown in Figure 6.11, enabled us

to apply a relative correction to our results to adjust for changes in the relaxation

times over time.
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Figure 6.11: Drift in T1 and T2 over time.

Calculation of Predicted T2 for fluidMAG-HEAS

In the motional narrowing regime T2 is given by Equation 5.34

1

T2

= (∆ω)2 τDfa

where from Equations 5.16 and 5.27 we have

∆ω =
µ0

4π

µ

r3H
γ and fa = NVH .

The number of particles per unit volume of the fluidMAG-HEAS solution was de-

termined from the Langevin fit to the magnetization data to be N = 6.2× 1021 m−3.

The measured hydrodynamic volume is VH = 4

3
π (33.3× 10−9 m)

3
= 1.55× 10−22 m3,

giving the nanoparticle volume fraction as fa = 0.96. The sample solution used in

our experiments was a factor of 1000 more dilute than the source solution, therefore

we have fa = 9.6× 10−4. Using the magnetic moment determined by the Langevin

fit, µ = 6.76× 10−19 Am2, then gives ∆ω = 4.9× 105 s−1. Taking the diffusion co-
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efficient D for water at room temperature to be D = 2.14× 10−9 m2s−1 [86], we

also have τD = r2H/D = 5.18× 10−7 s. Substituting these values gives an estimated

relaxation time of

1

T2

= (∆ω)2 τDfa = (4.9× 105 s−1)2(5.187× 10−7 s)(9.6× 10−4) = 120 s−1

This corresponds to T2 = 8.4ms.

In the static dephasing regime, T2 is given by Equation 5.32, such that

1

T2

= ∆ωfa = (4.9× 105 s−1)(9.6× 10−4) = 470 s−1

This corresponds to T2 = 2.1ms.

The static dephasing regime calculation gives the shortest T2 possible for any

given nanoparticle solution, describing the situation where protons in the vicinity

of the nanoparticles dephase immediately. If the diffusion time τD is such that the

protons make many visits to different nanoparticles while they dephase, the local

field variations that the protons see are averaged and T2 becomes longer. The T2

values that we measured in the high field limit were around 5ms, which is between

the predicted values of 2ms for the static regime and 8ms for the motional narrowing

regime. This could be an indication that the protons are subject to some degree of

motional narrowing, but also probably undergo more rapid dephasing when close to

nanoparticles with larger cores or smaller hydrodynamic sizes, thus providing more

evidence of the polydisperse nature of the fluidMAG-HEAS nanoparticles.

Summary of Relaxivity versus Frequency Data for fluidMAG-HEAS

While the high field relaxivities were determined directly by measuring relaxation

times as a function of iron concentration, at low fields we assumed that for deionized

water T1 = T2 ∼ 3 s, such that:
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Figure 6.12: Overview of relaxivities measured to date for the fluidMAG-HEAS
nanoparticles.

R1,2 =
1

c

(

1

T ′
1,2

− 1

3

)

(6.3)

where T ′
1 and T ′

2 are the measured relaxation times.

As expected, R1 is higher at low fields than at high fields, while R2 is reduced at

low fields, such that R1 ≈ R2. There could also potentially be a peak in the relax-

ivities around a few MHz (refer to Section 6.3 for more details), but unfortunately

that range is not accessible to us at the moment. The T1 data between 200–700 kHz

were taken just before ending the experiment, by sequentially increasing the prepo-

larizing field. After applying the highest possible prepolarizing field, for which we

had a current of 7A in the transmitter coil, the field homogeneity had worsened to

such a degree that T ∗
2 shortened to ∼ 3ms.

Figure 6.12 is a summary of all the relaxivity measurements that have been made

to date for the fluidMAG-HEAS sample. As mentioned in the previous section, we

assume T2 to be constant at low fields and have therefore used T ∗
2 (0) to calculate

R2 and depicted it as a line extending across the range of our T ∗
2 measurements.



6.2. NMR on POA@SPION Nanoparticle Solutions 122

6.2 NMR on POA@SPION Solutions

The Royal Institute of Technology in Sweden, KTH [106], provided us with another

sample of superparamagnetic iron-oxide nanoparticles (SPION). Their particles have

a 7 nm core with a PF127/oleic acid (POA) coating and were delivered in aqueous

solution with an iron content of 5mg/ml, corresponding to 90mM of iron. These

two parameters were the only information given by KTH about their POA@SPION

sample, of which they only provided a 0.5ml volume. More than half of that was

sent to Imego for characterization. Unfortunately they did not measure the sample

in the VSM at the time, so there are no magnetization measurements available for

this sample.

The AC susceptibility measurements, see Figure 6.13, indicate that POA@SPION

consists of particles in the Néel regime and that the iron content is indeed smaller

than that of the fluidMAG-HEAS source solution. From the PCS measurements,

shown in figure 6.14, the average hydrodynamic diameter of these particles is deter-

mined to be dH ∼ 100 nm.

We diluted 68µl of the original sample in 10ml of deionized water to get a solu-

tion with a concentration of 0.61mM of iron for direct comparison with fluidMAG-

HEAS. From this, we also performed the same series of factor 2 dilutions to measure

the relaxivities at 15 and 21MHz directly. For a 0.61mM concentration, we mea-

sured T1 = 290ms and T2 = 14ms at 15MHz, compared to T1 = 26ms and T2 =

5ms for the fluidMAG-HEAS sample.

A 0.61mM solution of POA@SPION was then measured using the low-field

SQUID NMR spectrometer. The relatively long relaxation times measured, see

Figure 6.15, are possibly a result of the particular coating used, rather than the

result of an inherent instability, as was originally thought. It was not possible to

do a detailed stability study or to check whether the measured low-field relaxation

times were reproducible due to the insufficient amount of source material available.
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Figure 6.13: AC susceptibility measurements for POA@SPION.
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Figure 6.15: Linewidth as a function of frequency for the 0.61mM POA@SPION
solution.

Details of the POA coating are given in an article by J. Qin et al. [107] from

KTH. The Pluronic F127 (PF127) is an ABA-type triblock copolymer consisting of

polypropylene oxide (PPO) and polyethylene oxide (PEO). While the PPO block

in the middle of the PF127 molecule associates with the alkyl tail of the oleic acid

through the hydrophobic interaction, the hydrophilic PEO end blocks solubilize the

particles in aqueous media. In this article it is hypothesized that the structure of

the POA coating is responsible for a decreased R1 while at the same providing an

R2 that is comparable to similar sized nanoparticles with simple permeable polymer

coatings. For one, water molecules diffusing among the hydrophilic PEO ends will

hydrogen bond to these and their reduced mobility should result in an additional

shortening of T2. But also, since there is a compact hydrophobic layer comprised

of intercalated PPO blocks and oleic acid molecules surrounding the magnetic core,

the water molecules cannot get close to the core, which is seen as a requirement for

effective T1 shortening.
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Figure 6.16: Overview of relaxivities measured to date for the KTH nanoparticles.

Figure 6.16 shows all the measured relaxivities for the KTH particles. There is

an increase in R1 above ∼ 200 kHz, which could be an indication of a peak in R1

between 600 kHz and 15MHz.

The model described by J. Qin et al. could qualitatively explain why R1 is

roughly ten times smaller for the KTH particles than for the fluidMAG-HEAS par-

ticles, while R2 is only smaller by a factor of approximately 3. Maybe this is also

the reason why we don’t observe R1 = R2 at low fields.
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6.3 Comparison of Theory with Data

We compared the measured relaxation rates for our two samples with theoretical Nu-

clear Magnetic Relaxation Dispersion (NMRD) curves based on the model outlined

in Section 5.2. A good fit of the theoretical equations to the data is unobtainable

with the measured/quoted nanoparticle parameters. The best fits in each case were

obtained with the parameters listed in Tables 6.3 and 6.4 and are shown in Fig-

ures 6.17 and 6.18 for fluidMAG-HEAS and POA@SPION respectively. In both

cases, we used D = 2.14× 10−9 m2s−1 for the diffusion coefficient of water at room

temperature, giving a proton diffusion time τD on the order of 1× 10−7 s for the

hydrodynamic dimensions used in the fits. We also used the same iron content of

0.61mM for both samples and consequently the calculated saturation magetization

M = µN is the same for both sets of parameters. Here, an iron content of 0.61mM

gives µN = 3.66Am−1 for magnetite particles.

There is some qualitative agreement between theory and measurement. But

discrepancies are to be expected given that this simple model ignores possible

anisotropy related changes in the Néel relaxation time that could become impor-

tant especially at low fields and also does not fully take into account any influence

that different types of coatings could have on the proton relaxation times.

The curve for fluidMAG-HEAS requires a magnetic diameter that is bigger than

both the quoted core size and the average magnetic diameter obtained from the

Langevin fit to the magnetization curve. This suggests that similar to the static

magnetization measurements, the contribution of a few larger particles has a dis-

proportionate effect on the proton relaxation times, due to the magnetic moment of

a particle increasing as the cube of the magnetic radius.
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Figure 6.17: Theoretical NMRD curves and measured relaxation rates for
fluidMAG-HEAS.

Core diameter, dM 20 nm

Hydrodynamic diameter, dH 30 nm

Magnetic moment, µ 1.68× 10−18 Am2

Néel time, τN 2× 10−8 s

Number density of particles, N 2.18× 1018 m−3

Table 6.3: Fitting parameters for the fluidMAG-HEAS curves.
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Furthermore, the required hydrodynamic diameter is much smaller than the quoted

one confirmed by the PCS measurements. This could be an indication that the

proton permeability of the coating might give rise to an additional relaxation mech-

anism that is not included in the theory. Nevertheless, reasonable curves for both

T−1
1 and T−1

2 can be obtained with one set of parameters.

In the case of the POA@SPION nanoparticles on the other hand, two different

hydrodynamic diameters are needed to obtain similar results, since the theoreti-

cal curves will always give T−1
1 = T−1

2 at low fields for a given set of parameters.

As mentioned before, this might be due to the properties of the part hydrophobic,

part hydrophilic coating. If this is a real effect, then these particular nanoparti-

cles would lend themselves to low-field MRI applications because of the increased

R2/R1 ratio even at low fields. As a general observation, the measured proton re-

laxation rates for POA@SPION are smaller than those for the same concentration

of fluidMAG-HEAS, which is consistent with what one would expect given that the

POA@SPION nanoparticles are thought to have a smaller core size combined with

a larger hydrodynamic diameter. This is also reflected by the theoretical curves,

where the magnetic moment used for the fluidMAG-HEAS curve is a factor of ten

larger than that used for POA@SPION.
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Figure 6.18: Theoretical NMRD curves and measured relaxation rates for
POA@SPION.

Core diameter, dM 10 nm

Hydrodynamic diameter for T−1
1 , dH 33 nm

Hydrodynamic diameter for T−1
2 , dH 22 nm

Magnetic moment, µ 2.09× 10−19 Am2

Néel time, τN 1.3× 10−9 s

Number density of particles, N 1.75× 1019 m−3

Table 6.4: Fitting parameters for POA@SPION curves.



6.4. NMR on CoFe2O4 Nanoparticle Solutions 130

6.4 NMR on Thermally Blocked Cobalt-Ferrite

Nanoparticle Solutions

6.4.1 Characterization of fluidMAG-HS/CF Samples

Chemicell provided us with two fluidMAG-HS/CF nanoparticle samples with lot

numbers 2607/08 and 2507/08. They consist of cobalt-ferrite (CoFe2O4) cores with

the same hydroxyethyl-starch coating as fluidMAG-HEAS and quoted hydrodynamic

diameters of 60 nm and 100 nm respectively. Their core sizes are not specified by the

manufacturer, but they have a larger magnetic moment and are thermally blocked

at room temperature, so that they undergo Brownian relaxation. As can be seen

from the VSM data shown in Figure 6.19, their magnetization behaviour is still

superparamagnetic. They are of interest because they exhibit a peak in the imag-

inary magnetic susceptibility below 1 kHz, see Figure 6.20, which lies within our

low-field measurement range. Due to issues with the stability of the fluidMAG-

HS/CF solutions when diluted, we were only able to use those nanoparticles with a

quoted hydrodynamic size of 60 nm. The properties of fluidMAG-HS/CF lot number

2607/08, as quoted by Chemicell, are given in Table 6.5.

Weight of volume∗ 125 mg/ml

Number of particles 8× 1015 g−1

Density 1.25 g/cm3

Hydrodynamic diameter 60 nm

Table 6.5: Properties for fluidMAG-HS/CF 2607/08. ∗Weight of volume
corresponds to the weight of dried nanoparticles diluted in a millilitre of solution.
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Figure 6.19: Vibrating Sample Magnetometer hysteresis curves of
fluidMAG-HS/CF lot number 2607/08 for two different magnetic field ranges.

Figure 6.20: AC susceptibility measurements for 60 nm fluidMAG-HS/CF.



6.4. NMR on CoFe2O4 Nanoparticle Solutions 132

6.4.2 Low Field NMR on fluidMAG-HS/CF Sample

We wanted to investigate whether the imaginary susceptibility peak would result in

an effect on the proton relaxation times around that frequency. Unfortunately once

diluted, the cobalt ferrite particle solutions were not as stable as the previous super-

paramagnetic samples, even outside of experimental conditions. Furthermore, they

became less stable the more dilute the solution. However we were able to measure

some relaxation times for higher concentrations. Generally, we found the sample

with a hydrodynamic diameter of 60 nm to be more stable than the sample with a

hydrodynamic diameter of 100 nm. Measurements of linewidth versus frequency for

different averages are shown in Figure 6.21 for a dilution of a factor of 1000 of the

60 nm fluidMAG-HS/CF solution, having a weight of volume of 125µg/ml. As can

be seen in Figure 6.22, no variations of the relaxation times were observed in the

vicinity of the peak.

It is possible that no effect is observed, because the nanoparticles are large enough

that the system is not in the motionally narrowing regime, meaning that a proton will

relax as soon as it moves into the region of strong local field created by the particle,

independent of the motion of the nanoparticle’s moment. Another possibility is that

the susceptibility peak could have shifted to a lower frequency due to agglomeration

of the nanoparticles. Because these particles relax via Brownian relaxation, which

is dependent on their hydrodynamic volume, their AC susceptiblilty profile can be

used to determine their hydrodynamic diameter. As can be seen in Figure 6.20, it

exhibits a peak in the imaginary susceptibility at ∼ 300Hz. Using a fitting program

on the AC susceptibility measurements to obtain the particle size distribution also

shown in Figure 6.20, the mean hydrodynamic diameter is determined to be 94 nm,

which is approximately one and a half times the quoted value of 60 nm. If this

discrepancy was due to sample deterioration over time, it is conceivable that by the

time we performed experiments on this sample it could have agglomerated further.
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Figure 6.21: Measurements of signal linewidth vs. frequency for 125µg/ml 60 nm
fluidMAG-HS/CF.
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Figure 6.22: Measurements of signal linewidth vs. frequency for two different
concentrations with the imaginary susceptibility shown for comparison.
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Figure 6.23: 60 nm fluidMAG-HS/CF, 125µg/ml: T1 in Bp (f0 = 119.3 kHz).

Because the sample stability deteriorated with decreasing concentration, it was not

possible to measure T1. The signals were broadened too much at the higher con-

centrations, resulting in T2s that become too short for our low field measurement

techniques, while reducing the concentration to obtain longer T2s meant that the

sample deteriorated too quickly to complete a set of measurements. We nevertheless

managed to measure T1 in the prepolarizing field for the 125µg/ml concentration

solution, see Figure 6.23.

A summary of all the measurements taken for the 125µg/ml 60 nm fluidMAG-

HS/CF solution is shown in Figure 6.24. As for fluidMAG-HEAS, which had the

same hydroxyethyl-starch coating, we observe T1 ∼ T2 at low fields.
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Figure 6.24: 60 nm fluidMAG-HS/CF, 125µg/ml: Summary of measured
relaxation rates.

6.4.3 Predicted T2 Relaxation Time for fluidMAG-HS/CF

We were looking for a maximum in the relaxation rate at the frequency of the peak in

the imaginary susceptibility. As mentioned previously, no such peak was observed

in the transverse relaxation rate. A possible reason could be that the system is

not in the motional narrowing regime, if the strength of the local magnetic fields

is so large that an average proton will flip its spin on a single visit to the vicinity

of a nanoparticle. We can test this hypothesis by using the magnetization curves

measured by Imego, see Figure 6.19, to calculate the predicted transverse relaxation

time T2 for the static dephasing regime and then comparing it to the measured T2

at low fields.
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But first, let us look at the condition for motional narrowing. We see from Equation

5.14 that the static dephasing limit occurs when ∆ωτD > 1. We can express ∆ωτD

as

∆ωτD =
µ0

4π

µ

rHD
γ (6.4)

The quoted parameters of the CoFe2O4 nanoparticles are given Table 6.5, where

the weight of volume of the nanoparticles in solution is given as 125mg/ml and the

number of nanoparticles per gram of dried material is quoted as 8× 1015, giving

1× 1015 nanoparticles per ml or N = 1× 1021 m−3. The average moment µ of a

single nanoparticle can be obtained from the saturation moment MS of the sample,

which is measured to be 0.12 emu, equivalent to 1.2× 10−4 Am2 in S.I. units. Since

the 50µl VSM sample contains 5× 1013 nanoparticles, the average moment per

nanoparticle is µ = 2.4× 10−18 Am2. Using this value for µ together with the

measured hydrodynamic radius rH = 47 nm and D = 2.14× 10−9 m2s−1, we obtain

∆ωτD = 0.64. We are clearly quite close to the static dephasing limit.

We will therefore estimate the expected transverse relaxation rate in this limit.

In the static dephasing limit T2 is given approximately by Equation 5.30

1

T ∗
2

≈ 1.2∆ωfa

where from Equations 5.16 and 5.27 we have

∆ω =
µ0

4π

µ

r3H
γ and fa = NVH

and therefore ∆ω = 6.18× 105 s−1. The hydrodynamic volume of the nanoparticles

is VH = 4.35× 10−22 m3. The original sample of fluidMAG-HS/CF was diluted

by a factor of 1000 for the NMR measurements shown in Figure 6.24, such that

N = 1× 1018 m−3, which then gives fa = 4.35× 10−4.
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Substituting everything into Equation 5.30

1

T2

≈ 1.2(6.18× 105 s−1)(4.35× 10−4) = 323 s−1

we obtain T2 = 3.1ms in the static dephasing limit. From Figure 6.24 we see that

we measured a value of T2 of 7.5ms at f0 = 15MHz, with T1 ∼ 36ms. Here the

measured T2 is slightly longer than the calculated value in the static dephasing limit

and there is very little spectral power at the Larmor frequency available to flip spins.

At low frequencies T1 ≈ T2 = 9.4ms and while we were unable to undertake the

necessary measurements as far as the longitudinal relaxation times are concerned,

there was no evidence for a change in transverse relaxation times in the region of

the peak in the imaginary susceptibility. Despite having determined that we are not

quite in the static dephasing regime, this is possibly not surprising since the time

taken for a proton to diffuse past a nanoparticle is on the order of τD = 1.03× 10−6 s,

whereas the typical time for the nanoparticle to change its spin orientation, which

is the inverse of the angular frequency at the peak, corresponds to a Brownian

relaxation time τB = 5.3× 10−4 s for a peak frequency of 300Hz.
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6.5 Summary

Three different types of aqueous solutions of magnetic nanoparticles were investi-

gated by means of proton NMR. These were fluidMAG-HEAS and fluidMAG-HS/CF

provided by Chemicell and POA@SPION provided by KTH. The results obtained

for each of these samples are summarized below together with their relevant physical

properties.

fluidMAG-HEAS consists of magnetite cores with a quoted diameter of 8–10 nm

inside a hydroxyethyl-starch polymer coating. Their mean hydrodynamic diameter

is measured as 66± 2 nm and their magnetization curves confirm that the particles

are superparamagnetic, while a Langevin fit to the curves gives an average mag-

netic moment of 6.76× 10−19 Am2 per nanoparticle, corresponding to a core size of

15.4 nm. This larger than expected average core size together with the poorness

of the Langevin fit are evidence of the polydispersity of the magnetic cores in the

sample. AC susceptibility measurements show a large proportion of Néel relaxation,

but also indicate a broad core size distribution. Initially there were problems with

the temporal stability of the sample under low-field experimental conditions, but we

eventually managed to keep the sample sufficiently stable with only a slight residual

drift in the relaxation times over time that was monitored and compensated for.

We see significant broadening of the proton signal linewidth in the presence of the

nanoparticles, with T2s of around 13–14ms for a diluted sample with an iron content

of 0.61mM. We observed the usual linear behaviour of linewidth vs. frequency due

to the magnet inhomogeneity, indicating that T2 remains constant over the mea-

sured range of 1 to 30 kHz. We therefore used the fitted value for T ∗
2 (0) to calculate

R2 for this low-field range. It is clear that the transverse relaxation rates are much

higher than the longitudinal rates at higher fields, but in low fields (< 100 kHz) R1

increases and R2 is reduced, such that R1 ≈ R2.
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Figure 6.25: Overview of relaxivities for magnetite nanoparticles at an iron
concentration of 0.61mM.

POA@SPION, consists of 7 nm diameter superparamagnetic iron-oxide nanoparti-

cles (SPION) with a PF127/Oleic Acid (POA) polymer coating. PCS gives their

mean hydrodynamic diameter as 100 nm. AC susceptibility measurements were

similar to those for fluidMAG-HEAS. For a diluted sample with an iron content

of 0.61mM, we measured T1s on the order of 1.2 s, while the linear T ∗
2 frequency

dependence gave T2 = T ∗
2 (0) = 375ms.

Figure 6.25 gives a comparison of all the relaxivities measured for fluidMAG-

HEAS and POA@SPION. The relaxivities in general and R1 in particular are not

as high as for fluidMAG-HEAS and also R1 6= R2 at low fields. This could possibly

be due to the particular polymer coating, as detailed by J. Qin et al. [107]. Since

R2/R1 is increased, POA@SPION could be of special interest as a contrast agent in

low fields. There is also an indication of a peak in the longitudinal relaxivity around

a few MHz, which unfortunately lies outside our accessible measurement range.
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The relaxation rates measured as a function of frequency for the 0.61mM iron con-

tent solutions of both fluidMAG-HEAS and POA@SPION, were compared to Nu-

clear Magnetic Relaxation Dispersion (NMRD) profiles based on the theoretical

model established in Chapter 5. The nanoparticle parameters that needed to be in-

put into the model in order to give reasonable fits to the data gave further indication

of the polydispersity of these nanoparticles and their hydrodynamic sizes.

fluidMAG-HS/CF consists of cobalt-ferrite cores with a measured average mag-

netic moment of 2.4× 10−18 Am2 inside a hydroxyethyl-starch polymer coating.

Compared to the quoted value of 60 nm, fitting to the AC susceptibility measure-

ments determines the mean hydrodynamic diameter to be 94 nm, which is 1.5 times

bigger. The imaginary susceptibility part also exhibits a peak at around 300Hz,

due to the Brownian relaxation of the fluidMAG-HS/CF particles. We measure

T2 ≈ 9.4ms for a 125µg/ml weight of volume solution. We did not observe any

noticeable effect on the transverse relaxation times near the frequency of the peak

in the imaginary susceptibility. A bigger effect might have been expected in the

longitudinal relaxation times in the same frequency region. But due to stability

issues with the more dilute solutions of this sample, that would have been necessary

to measure T1 at lower fields, we were only able to measure T1 in the prepolariz-

ing field, where we observed T1 ≈ 11ms. Given a more stable sample of Brownian

nanoparticles, it should be possible to investigate whether there is a relation between

longitudinal relaxation times and the imaginary susceptibility peak.



Chapter 7

Development of Low-Field MRI

System

7.1 Introduction

Our next target is to develop a low-field SQUID-NMR imaging system that will allow

for larger samples, which can remain directly accessible in the room temperature

environment, as previously demonstrated by Seton et al. [12] and McDermott et al.

[18]. This system will use room temperature coils for prepolarizing the sample and

for generating the magnetic background field in which the sample is placed. For

eventual imaging experiments there will also be room temperature gradient coils.

The SQUID sensor and superconducting receiver coil will sit inside a small low-noise

Dewar, see Figure 7.12, that will be positioned above the sample. The whole set-

up is designed to be operated inside a 1.2 × 2 × 2m Magnetically Shielded Room

(MSR) in order to screen any extraneous fields, including the Earth’s magnetic field.

141
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7.2 Magnetic Background Field and Room Tem-

perature Coils

7.2.1 Magnetically Screened Enclosure

Figure 7.1 shows our Magnetically Screened Room (MSR), sold and installed by

Amuneal Manufacturing Corporation [108]. It consists of a two layer mu-metal

enclosure. Mu-metal is a high magnetic permeability nickel-iron alloy that consists

of approximately 75% nickel.

Figure 7.1: Photograph showing the rebuilt magnetically shielded enclosure.
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After the MSR was constructed, initial characterization measurements showed the

performance of the magnetically screened enclosure to be substantially worse than

the expected performance specified by the manufacturer.

One of the possible reasons considered was that the individual panels of the

room had not been fitted together well enough, resulting in poor electrical contact

between panels. Similarly the door closing mechanism was not only too flimsy, but

also ill-fitting, which could explain why the DC field gradients inside the room were

worst near the door. Furthermore, the manufacturer purported that some of the

mu-metal panels might have been bent or have suffered mechanical shock during

their shipment over from the United States, which potentially could have lead to

them having decreased magnetic permeability.

The solution offered by Amuneal was to redesign some of the components of the

MSR while it was disassembled and the panels were sent to Magnetic Shields Ltd.

[109] to be hydrogen annealed once more. After the improved version of the MSR

was rebuilt, the same characterization measurements were repeated, the details of

which are presented in this section.

We used a triple-axis low TC SQUID magnetometer from Magnicon [46] and a

3-axis MAG-03MSL100 fluxgate magnetometer from Bartington [43] to characterize

the performance of the MSR. The SQUID magnetometer has a quoted system noise

of ∼ 30 fTHz−1/2 at 1Hz and was necessary because the noise floor of the fluxgate is

too high to measure the background noise in the MSR, see Figure 7.2. The fluxgate

magnetometer, with a quoted system noise of < 6 pTHz−1/2 at 1Hz, was used for

calibration measurements outside the MSR, where the unshielded SQUIDs in the

fibreglass Dewar could not be operated. Figure 7.3 shows a comparison of the noise

background in the lab inside and outside the MSR.
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Figure 7.2: Left: Picture of Magnicon Triple-axis SQUID magnetometer inside
low-noise Fujihira fibreglass Dewar and Bartington fluxgate magnetometer; Right:
Field noise measured in the vertical direction by both instruments at the centre of

the MSR, before it was rebuilt.
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Figure 7.3: Field noise in the vertical direction measured in the W157 laboratory
in the centre of the MSR and outside of it, before the MSR rebuild.



7.2. Magnetic Background Field and Room Temperature Coils 145

Noise Floor and DC Field Gradients

The field noise was measured at the centre of the MSR with the triple-axis SQUID

magnetometer, which has a noise floor on the order of 1 fTHz−1/2. The results shown

in Figure 7.4 are the field magnitudes calculated from the noise spectra measured

in all three directions.

10-1 100 101 102 103 104 105
10-15

10-14

10-13

10-12

10-11

10-10

10-9

 

 

Fi
el

d 
N

oi
se

 [T
/H

z0.
5 ]

Frequency [Hz]

 Rebuilt
 Original

Figure 7.4: Comparison of magnetic field noise in the centre of the MSR, initially
and after it was rebuilt.

Even though the triple-axis magnetometer was not cooled down under optimal con-

ditions, the noise spectrum appears to be very similar to that taken before the

reassembly of the MSR. The field noise is slightly lower at very low fields (. 20Hz).

But it still ranges from a few hundred pTHz−1/2 to tens of pTHz−1/2 in the 100Hz

to 10 kHz range and the pick-up noise is also comparable.

A DC field map of a central 60 × 80 × 80 cm region was made, based on a 3-D

grid of fluxgate measurements with a distance between points of 20 cm, the results

of which are represented graphically in Figure 7.5.
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Figure 7.5: DC magnetic field profile slice of central region of MSR as viewed from
top. x and y axes are in meters, the origin being the corner with the door lock.

The colour scale is in nanoTesla.
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The total number of measurements for all three directions was thus 3 × 100. The

magnetic field magnitude was calculated for each point and the resulting field profile

was illustrated in the form of 2-D contour plots as viewed from the top of the MSR

for different heights above the floor of the room (with the x-axis corresponding to

the direction of the door). Previously measured field magnitudes in a central 40 cm

cube area ranged from ∼ 350–650 nT, whereas they now stay below 100 nT. The

colour scale used for the contour plots extends from 0–200 nT, compared with a

scale of 100–2000 nT needed previously.

The field-gradients calculated from the data are smallest in the x-direction

(across the width of the box), where they can be as low as 60 pTcm−1 at the centre

of the MSR, a factor of nearly 12 better than the previously measured field gradients

at this position (∼ 750 pTcm−1). Field gradients in the y and z directions (length

and height) at the centre are about 550 pTcm−1 and 370 pTcm−1 respectively.

Shielding Performance

The shielding factor of the MSR was determined by pointing a 10-turn, 60 cm diam-

eter copper coil outside the MSR towards its centre and driving the coil at different

frequencies to measure the signal getting through to the centre, using either the flux-

gate magnetometer or the triple-axis SQUID magnetometer. The measured residual

signals were then compared with the corresponding reference signals taken with the

fluxgate outside the MSR.

Figure 7.6 shows the best possible shielding performance obtained before the

re-annealing of the mu-metal panels (using the SQUID magnetometer) compared

with the latest shielding measurements (using the fluxgate magnetometer) and the

expected values. For the recent measurements a higher excitation field was used.
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Figure 7.6: Top: Previous shielding performance compared to that of the rebuilt
room; Bottom: Shielding measurements at the side wall, 1. SQUID in centre with
field of ∼ 80 nT at 45.25 inches from coil 2. Fluxgate in centre with fields of 500
nT - 2.3 mT at 45.25 inches. Inset: Field generated by 10-turn coil at a distance of

14.5 inches, i.e. the distance between coil and mu-metal wall, as a function of
frequency.
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There is a substantial improvement at very low frequencies (below 20–30Hz) where

the MSR had already been performing up to, or even exceeding expectations. But

in the critical region of a few kHz not much improvement can be seen.

The expected shielding factor at 1 kHz is ∼ 30000, while the measured value

varies from less than 500 to a little over 1000 at best. A shielding factor of 30000 is

only attained at frequencies as high as ∼ 100 kHz.

Requirements and Conclusions

It was originally determined that the environmental noise would need to be atten-

uated by at least a factor of 1000 above 100Hz to drop below the SQUID noise

level. But actually, our laboratory noise levels are quite high and intrinsic SQUID

noise levels have become lower, such that the shielding performance of the MSR is

insufficient for the intended goal. WL9 SQUID magnetometers have a field noise of

1.2 fTHz−1/2 and Fujihira Dewar noise is around 2 fTHz−1/2. But we only reach that

noise level inside the room at the highest frequencies. The field gradients across

the room are much better than before, but this might at least partly be due to the

degaussing of the walls. Together with a second-order gradiometer setup connected

to the input coil of the SQUID, we should achieve the desired noise levels. With the

magnet homogeneity expected to be around 100 ppm, the DC field gradients inside

the MSR will be of the same order of magnitude as the background field inhomo-

geneities at Larmor frequencies around a few kHz. Therefore the DC gradients will

set a limit on the achievable signal linewidth at sub-kHz frequencies. This is a rough

estimate for a 10 cm wide sample across the width of the MSR, such that the magnet

inhomogeneity at the edge of the sample is about 100 ppm (i.e. 0.1Hz at 1 kHz) and

the total DC gradient across the sample in that direction is approximately 5 nT.
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The smaller the sample size, the higher the frequency at which the DC gradients

will start to dominate over the magnet inhomogeneity. The actual sample size and

magnet homogeneity, discussed in the following sections, are different.

One possibility to improve the performance of the MSR is to add a third layer

made of aluminium. Since we might need to be careful about RF interference, an

additional Faraday cage is probably required anyway. The MSR already sits on a

12mm thick aluminium base plate. Aluminium is more effective at screening higher

frequency signals than mu-metal and could therefore bring an improvement in the

kHz frequency range. Figure 7.7 shows a simple estimate of the total shielding of the

MSR with the addition of an aluminium layer, based on the skin depth as a function

of frequency of aluminium. A signal in a conductor will decay exponentially as e−z/δ,

where z is the thickness of the plate and the parameter δ is the skin-depth. The

skin-depth varies as a function of frequency according to

δ =

(

2ρ

ωµ0

)1/2

=

(

ρ

πµ0

)1/2
1√
f

(7.1)

where ρ is the resistivity. For aluminium, take ρ = 28 nΩm [110], such that δ(f) =

0.0842f−1/2[m].
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Figure 7.7: Top: Attenuation of electromagnetic signals through aluminium plates
of varying thicknesses; Bottom: Effect of additional aluminium screen on MSR

shielding performance.
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7.2.2 Magnetic Background Field

Two different coil designs were considered for generating B0 in the new system;

a conventional Helmholtz pair and a 4-coil corrected Helmholtz coil system which

should offer improved field homogeneity.

Helmholtz-type Four-coil

The axial component of magnetic induction produced by a circular loop of radius a

and carrying a current I is given by the Biot-Savart law

Bx =
µ0I

2

a2

(a2 + x2)3/2
(7.2)

For two identical coaxial loops carrying the same current, optimal field homogeneity

is achieved with the Helmholtz configuration, where the distance between the loops

is equal to the coil radius ∆x = r. As described in Guendouz et al., for a higher

number of loops, there is a general expression to calculate the on-axis field [111],

such that for a four-coil system

Bx =
4
∑

l=1

{

µ0Il
2rl

∞
∑

n=0

{

(n+ 1)

(

x

rl

)n

(Pn(cosαl)− cosαlPn+1(cosαl))

}

}

(7.3)

Here Pn(cosαl) are the Legendre polynomials and r and α are given by a line drawn

from the centre of the coil system to the edges of the loops, with r being the length

of the line and α being the angle between the line and the and the common axis of

the coils. For a symmetric configuration, i.e. identical inner and outer coil pairs,

α1 = α3, r1 = r3, α2 = α4 and r2 = r4. Even symmetry means that odd-order field

derivatives are absent at the centre of the coil system.
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If all coils are carrying the same current, i.e. Il = I and defining Xl = cos2 αl (for

l = 1,2), the coefficients of the even-order terms (2, 4, 6) are given by the following

expressions [111]

3µ0I

2

(−1 + 6Xl − 5X2
l )

r3l
(7.4)

15µ0I

8

(1− 15Xl − 35X2
l − 21X3

l )

r5l
(7.5)

7µ0I

16

(−5 + 140Xl − 630X2
l + 924X3

l − 429X4
l )

r7l
(7.6)

Setting the 2nd and 4th order derivatives to zero for improved homogeneity and sub-

stituting r = r2/r1, for a spherically symmetric arrangement, i.e. r = 1, Equations

7.4 and 7.5 simplify to

(1− 6X1 + 5X2
1 ) + (1− 6X2 + 5X2

2 ) = 0 (7.7)

(1− 15X1 − 35X2
1 − 21X3

1 ) + (1− 15X2 − 35X2
2 − 21X3

2 ) = 0 (7.8)

Solving these two simultaneous equations for X1 and X2 gives: X1 = 0.49376 and

X2 = 0.04438. This is equal to an angle α1 = 77.84◦ for the inner coil pair and

α2 = 45.36◦ for the outer coil pair. Note that Equations 7.3 to 7.6 give the on-axis

field and its derivatives for a single turn per coil, with every coil carrying the same

current. If considering a more sophisticated four-coil set, two additional degrees of

freedom can be obtained by varying the current and the number of turns between

the two coil pairs, which could potentially result in a further improved homogeneity

profile.
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R1 = 371.2 mm

R2 = 270.2 mm

D1 = 80 mm

D2 = 266.8 mm

160 mm

Figure 7.8: Schematic of the compensated Helmholtz test coil.

Because such a coil would be operated inside a shielded enclosure, its dimensions

should be as compact as possible in order to minimise the effect of the MSR on the

coil. But due to the Dewar dimensions, the distance between the two inner coils

needs to be at least 160mm. Given this minimum distance and the required angles

for the two coil pairs, we used the dimensions given in Table 7.1 and illustrated in

Figure 7.8.

Coil Pair Position [mm] Radius [mm]

Inner ± 80 371.2

Outer ± 266.8 270.2

Table 7.1: Dimensions of test coil.
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Calculating the field-current ratio B/I using

B

I
= µ0N

{

r21
(r21 + x2

1)
3/2

+
r22

(r22 + x2
2)

3/2

}

(7.9)

with the dimensions from Table 7.1 gives B/I = 4.8542× 10−6N , where N is the

number of turns. Winding a coil of 15 layers with 15 turns each, equalling a total of

225 loops, gives a more practical field-current ratio B/I = 1.09mT/A. We simulated

the resulting field homogeneity of the 4-coil set-up using a solenoid field simulation

program [49] and compared it with the homogeneity profile for a simple Helmholtz

coil, as shown in Figure 7.9.

We also tried to simulate how the field homogeneity would be affected if the 4-coil

was placed inside the MSR. This was done by including counter-current mirror coils

on the opposite side and equidistant from the MSR walls, to get the field generated

by each coil down to zero at the walls. Since the distance between the side walls

and that between the front and back walls is not the same, how much the field

homogeneity is affected depends on how the axis of the coil system is oriented with

respect to the MSR, as can be seen from Figure 7.10 and Table 7.2.

Simulation Field in Centre [G] Hom. @ 5cm [ppm] Hom. @ 10cm [ppm]

Ideal Four-coil 10.917583 1 -350

Across Width 10.458091 -500 -2500

Across Length 10.827788 -30 -500

Table 7.2: Comparison of field homogeneities for coil system inside or outside of
the MSR.
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Figure 7.9: Comparison of a simple Helmholtz coil with a similar 4-coil system.
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Figure 7.10: Effect on field homogeneity when 4-coil system is placed inside MSR.
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Final Design and Parameters of Magnet Coil

Having investigated more practical coil designs for achieving a similar improvement

in homogeneity, one possibility is to have the smaller radius correction coil pair at

the same position as the Helmholtz-type pair. Since the current in the correction

coils would have to be opposite to that in the other pair, this configuration has a

lower field-current ratio, but is more compact, which is advantageous for operation

inside the MSR. Given that we intend to use a Maxwell pair of the same radius as the

Helmholtz-type pair for generating a field gradient in the z-direction, another option

is to have the correcton coils at the position of the Maxwell pair. Both alternatives

would be more straightforward to build than the original 4-coil test system.

But it will not be necessary to incorporate any corrective coils at this stage, since

even for the relatively poor homogeneity of a simple Helmholtz magnet, the limiting

factor at low fields turns out to be the higher than anticipated field gradients inside

the MSR. The ideal Helmholtz coil performance is achievable if the ratio of the

number of turns per layer and the number of layers, for rectangular cross-section

dimensions, consists of relatively small integers [112]. Therefore the magnet design

that has been decided on is a simple Helmholtz pair with r = 160mm, which makes

it just wide enough for the fibreglass Dewar, with an outer diameter of 150mm, to be

positioned inside it. It will have 20 windings on each side consisting of 10 turns in 2

layers, resulting in a field-current ratio at the centre of the coil of B/I = 112.4µT/A.

The on-axis homogeneity across a 2 cm sample was calculated to be about 50 ppm

using the solenoid simulation program. The magnet former discs will be machined

out of Nylon 66, the same material as the supporting frame that will hold the Dewar

above the sample. They will be held together at the right distance from one another

with tapped fibreglass rods. The part of the support structure directly underneath

the low-noise Dewar, holding the sample and polarizing coil, will be made out of

Teflon (PTFE), so that it will not give rise to spurious proton signals.
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7.2.3 Polarizing Coil

The polarizing coil former will also be machined out of Teflon. The initial polarizing

coil will be a split solenoid, as illustrated in Figure 7.11, with 20 turns of 1mm

diameter copper wire per layer and 4 layers on each side, giving a total of 160 turns

with an average radius of ≈ 12mm. This coil has an inductance of ≈ 300µH, giving

a time constant of around 200µs for a coil resistance of R = 1–2Ω. This coil would

have a field-current ratio of B/I ≈ 1.2mT, which when operated with 10A will

provide a prepolarizing field of Bp = 12mT. This is only a factor of 3–6 bigger than

the polarizing pulses achievable in the previous spectrometer, but here the sample is

also about 100 times larger. Therefore this type of polarizing coil should be sufficient

for initial testing.

3
0
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2
020

22 24

Split solenoid
Teflon former

Sample area

Figure 7.11: Room temperature polarizing coil. Dimensions are in mm.
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7.3 Low Noise Dewar and Insert

7.3.1 Low Noise Dewar Construction

Dewar Design

The general design for the low-noise fibreglass Dewar that we were aiming to con-

struct, was originally put forward by Seton et. al [113, 13]. The two main inno-

vations in this design were the construction of the vapour shield and the choice

of material for the superinsulation surrounding it. Figure 7.12 gives a schematic

overview of our Dewar design and the materials used to construct it.

In Dewars that do not use a liquid nitrogen jacket to screen the liquid helium

bath from the surrounding room temperature thermal radiation, a vapour shield

made from a thermally conductive material is connected to the neck of the De-

war at a position where the evaporating cold helium gas cools it to a temperature

somewhere near that of liquid nitrogen. Since these shields are usually made from

electrically conductive materials, currents can flow in them and they are therefore

a source of noise. In the Seton design the ceramic material alumina is used to con-

struct the bottom of the vapour shield, the bottom being the part surrounding the

superconducting receiver coil. Alumina has good thermal conductivity, but is an

electrical insulator.

The superinsulation of choice in cryogenic applications is aluminized mylar,

which in the Seton design is replaced by aluminized polyester. Again this is to

prevent currents from flowing in the thin aluminium layer of the insulating ma-

terial. Normal aluminized mylar incorporates a more or less unbroken aluminium

film, while the fine weave pattern of the polyester textile creates natural breaks in

the aluminium layer. The noise due to aluminized mylar can be greatly reduced by

crumpling it to break up the aluminium film on the mylar.
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Figure 7.12: Schematic overview of the fibreglass Dewar and the experimental
insert.
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Figure 7.13 shows SQUID noise measurements for different superinsulation samples

that were taken using our low-field dipper probe inside the mu-metal shielded Dewar.

The aluminized mylar used was NRC-2, obtained from OIDirect Cryospares [114],

which was coated with a 250 Å thick layer of aluminium on one side only. While

the white noise level is elevated by a factor of two for the aluminized mylar sample,

it drops back down to the baseline noise level for the crumpled aluminized mylar

sample. Given that the improvement in the environmental noise inside the MSR is

probably not substantial enough to observe a difference in noise, it was decided to

use crumpled aluminized mylar as superinsulation, because it was easier to procure.
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Figure 7.13: SQUID noise with different insulating materials at 4.2 K in pick-up
coil measured inside the mu-metal shielded Dewar. The aluminized polyester

tested here was taken from sample material provided by Hugh Seton.
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The bucket style design of the Dewar is based around two G10 fibreglass cylinders

aquired from Langtec [115] as grade LTG475. The smaller one has an inner diameter

of 100mm with a wall thickness of 3mm and serves as the inner vessel, i.e. the

cryogen storage space of the Dewar. The bigger cylinder with an outer diameter

of 150mm and a wall thickness of 5mm, provides the outer surface. The cylinders

are capped at the bottom with two custom made fibreglass endcaps, also provided

and machined by Langtec. They are made from G10CR, a fibreglass grade that is

proven for use in a cryogenic environment, in order to ensure that the discs do not

delaminate at low temperatures. The drawings for the endcaps are shown in Figure

7.14. They were designed with the forces put on the fibreglass joints by the vacuum

in between the two vessels in mind.
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Figure 7.14: Technical drawing of the G10CR fibreglass endcaps.
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The top of the Dewar, comprising the vacuum jacket seals, consists of two aluminium

rings with an outer diameter of 165mm that each have a groove to take one of the

two fibreglass cylinders. These two rings sit concentrically on top of each other and

have the main O-ring seal to the vacuum jacket in between them. The O-ring groove

is cut into the bottom ring and designed to take an O-ring with an inner diameter

of ID = 5.484 in and a cross-section of d = 0.139 in. The thickness of the rings and

the depths of their cylinder grooves are such that the gap between the two fibreglass

buckets at the bottom will be as small as possible. The bottom ring is about 12mm

thick and the top ring is about 10mm thick. The pump port for the Dewar jacket

is fitted into the top aluminium ring by means of a screw joint that is sealed with

Stycast 2850. The aluminium pump port is sealed via a simple push plug with two

O-rings.

The cryogen containing space of the Dewar is closed off by a 10mm thick alu-

minium plate that is 130mm across and sits on the top aluminium ring that also

holds the inner fibreglass bucket. The seal between the top plate and ring below is

again made with an O-ring that sits in a groove at the bottom of the top plate and

has dimensions of ID = 3.987 in and d = 0.103 in. The top plate has a circular recess

at one point to allow space for the pump port set into the ring below. This top plate

also provides the base plate onto which the NMR detection insert is screwed and

has all the necessary feedthrough holes and ports, see Figure 7.15. The design of

the insert support structure is based around a third LTG475 fibreglass cylinder, also

from Langtec, having an outer diameter of 65mm and a wall thickness of slightly

over 3mm. The adaptors designed to screw into the top plate are all machined

from aluminium. They include a recovery port with two connectors, including one

for safety, a fill line and a level meter port, as well as two KF-16 flanges, one for

the SQUID electronics connection box and a spare one for an additional Fischer

connector if needed. All five adaptors can be seen in Figure 7.17 (a).
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Figure 7.15: Schematic of the top of the Dewar, showing the three aluminium
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Dewar Assembly

Stycast 1266 was used for the fibreglass to fibreglass joints between the two fibreglass

cylinders and their endcaps. The fibreglass surfaces were prepared by first cleaning

them with ethanol and then scratching them with a needle file for better adhesion.

The epoxy was subsequently painted on the surfaces after having been pumped on

for 30 minutes. After pushing the cylinders onto the endcaps, the assembled buckets

were left to cure over night. Stycast 2850 was used for the fibreglass to aluminium

joints at the top of the Dewar. The procedure in this case was the same as for the

fibreglass to fibreglass seals. The fibreglass buckets with their aluminium tops are

shown in Figure 7.17 (c).

Before using the epoxy resins to glue together the actual Dewar parts, a small

test piece was machined to check whether the performance of these seals would be

sufficient for use in a cryogenic environment. This test piece consisted of two 20mm

long pieces of the fibreglass cylinder material with an outer diameter of 65mm and

two 10mm thick aluminium plates with a diameter of 70mm. The plates each have

a 5mm deep groove to fit the cylindrical fibreglass pieces into and one of the plates

also has a 1mm clearance hole into which a pumping line is set with Stycast 2850.

The four pieces are glued together, with Stycast 2850 used between the fibreglass

and aluminium plate pairs and Stycast 1266 connecting the two fibreglass pieces on

their free edges, to form a leaktight cylindrical space that can be pumped out via

the fill line in the top aluminium plate, as shown in Figure 7.16. The test piece

was pumped out with a leak detector and then exposed to helium gas to check for

leaks. No observable increase in the helium background was observed, not even a

diffusive response. The same check was repeated after immersing the test piece in

liquid nitrogen with equal results. Finally the test piece was lowered into liquid

helium and the leak rate still remained unchanged. Having completed the testing of

the Stycast seals successfully, the glueing of the Dewar went ahead.
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Figure 7.16: Photograph showing the fibreglass and aluminium cell used for testing
the strength of the stycast seals.

The aluminium components that make up the top of the Dewar are pictured in

Figure 7.17 (a). They were all hard-anodized at Jackson Plating Ltd. [116] to pre-

vent oxidation and corrosion of the aluminium due to the stainless steel screws and

thermal cycling. Figure 7.17 (b) shows the fully assembled and anodized top plate

with the SQUID electronics connected to a shielded room temperature connection

box that is fitted onto the designated flange adaptor. The top plate adaptors are

simply screwed in with PTFE tape on their threads. Some silicone sealant around

the top of the screw seals serves to keep the PTFE tape from peeling away. Figures

7.18 (e) and (f) show the finished Dewar, with the vapour shield (described further

below) in place and the vacuum space closed off, being pumped on and during one

of the first liquid helium transfers respectively.

Vapour shield

Originally, a third fibreglass cylinder was going to be used as a former for the

alumina-aluminium vapour cooled radiation shield, but Langtec had none available

in a suitable size, i.e. having the right diameter and a sufficiently small wall thick-

ness. Instead the vapour shield components were set to be self-supporting.
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Figure 7.17: Low noise Dewar parts. (a) Un-anodized aluminium components, (b)
anodized top plate with SQUID electronics fitted, (c) inner and outer fibreglass
buckets with aluminium rings glued on, (d) charcoal granules on inner fibreglass
bucket, (e) pumping on Dewar jacket and (f) transferring liquid helium into the

finished Dewar.
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The bottom part of the shield consists of approximately 370 alumina rods having

a diameter and length of about 1mm and 30 cm respectively. They were arranged

with their ends aligned and perpendicular to the edge of sheets of A4 paper and held

in place using double-sided tape, such that they formed a sheet that was then rolled

up into a cylinder with an outer diameter of ∼ 128mm. This cylinder was glued

together and onto a 1mm thick alumina disc, measuring 128mm across and serving

as the vapour shield baseplate, with Stycast 1266 epoxy resin. The finished bottom

part is shown in Figure 7.18 (a). For the top part of the vapour shield, around 360

pieces of 45 cm long aluminium wire were used. Each single one was straightened

by hand and stuck down onto pieces of paper with double-sided tape to form sheets

that were then assembled on a former into a cylinder with a diameter of ∼ 130mm

and set using Stycast 1266. The top and the bottom of the vapour shield were then

glued together, again using Stycast 1266, with an overlap of 3–5 cm.

A 10mm thick aluminium ring with an outer diameter of 125mm was varnished

onto the inner fibreglass cylinder (prior to attaching the aluminium top) at roughly

12 cm from the top, see Figure 7.17 (c), to act as a heat exchanger and anchoring

point for the vapour shield. Its inner diameter was such that it gave a tight fit to the

fibreglass cylinder (with an outer diameter of 106mm) and it had 16× 6mm holes

machined through it, in order to make it easier to pump on the internal vacuum

space later on. After varnishing some charcoal onto the inner cylinder, see Figure

7.17 (d), as a cryo-pump for exchange gas in the vacuum jacket, the inner vessel

was wrapped in approximately 14 layers of aluminized mylar superinsulation, with

plain polyester in between, as shown in Figures 7.18 (b) and (c). The previously

completed vapour shield was then varnished to the aluminium ring at the neck of

the Dewar, as pictured in Figure 7.18 (d). Figure 7.18 (e) shows the vapour shield

in place with some additional superinsulation wrapped around the top of the inner

fibreglass vessel. Finally, the outer superinsulation layers were put on, as shown in

Figure 7.18 (f), before inserting the whole construct into the outer fibreglass vessel.
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Figure 7.18: Assembly of the low noise Dewar vacuum space. (a) Alumina part of
vapour shield, (b) wrapping of inner insulation, (c) inner insulation in place, (d)
vapour shield thermal link, (e) top of inner insulation in place and (f) outer

insulation in place.
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7.3.2 SQUID and Receiver Coil Insert

Figure 7.19: Photograph of the fibreglass insert attached to the aluminium
top-plate. The receiver coil wiring and SQUID sensor are not yet included.

The initial design of the SQUID insert is based around four fibreglass cylinder seg-

ments of the same grade as the two structural cylinders, with an outer diameter of

65.5mm and a wall thickness of 3mm. The 400mm long bottom segment is the

longest. It is screwed onto the 200mm long segment above it with nylon screws

through a Teflon connector ring. The top of the insert consists of two 100mm long

segments, each holding one 1mm thick copper baffle below it, which are all glued

together and onto the top of the 200mm long segment with GE varnish. Figure 7.19

shows a picture of the assembled insert. Rings of high-density foam are put on top

of the baffles in order to route the cold helium gas to the walls of the inner fibreglass

vessel and thus cool the vapour shield more effectively.
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A number of 28mm wide holes, arranged in a spiralling fashion, were drilled into each

of the segments in order to break potential vibrational modes in the cylinders and

to prevent Taconis oscillations that could otherwise lead to increased liquid helium

boil-off rates. The bottom cylinder has the grooves for the windings of the receiver

coil. It also has corresponding holes on opposite walls at different depths from its

top, that are designed to take the SQUID sensor inside its cylindrical niobium shield,

which will be held in place by screwing it onto a semi-circular Teflon plate that is

screwed to the inside of the fibreglass cylinder. The SQUID and receiver coil are

kept on the same fibreglass segment to protect the receiver coil wiring in case the

bottom were to drop off accidentally while handling the insert. The copper wiring

between the room temperatute electronics and the SQUID runs through a Fisher

connector that plugs into the SQUID shield. The SQUID used here will be another

Two-Stage device, model number C519-B22, that has already been tested.

Gradiometric Receiver Coil

The receiver coil will consist of a second order, single turn gradiometer, see Figure

7.20, with a 150mm baseline and a loop diameter of 65mm.

Figure 7.20: Schematic of a second order gradiometric receiver coil configuration
with baseline b and pick-up loop diameter d.
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The inductance of a single loop of the gradiometer is given by [117]

L = aµ0

[

ln

(

8a

b

)

− 2 +
1

4
µ′

]

(7.10)

where a is the loop radius, b is the radius of the wire and µ′ = 0 for a supercon-

ducting wire. For the above coil a = 32.5× 10−3 m and b = 25× 10−6 m for 50µm

superconducting niobium wire, giving L = 2.96× 10−7 µH for a single loop. As-

suming the mutual inductances between the coil segments to be negligible, the total

inductance of the coil is determined by adding up the inductances for each of the

coil segments, calculated by multiplying the single loop inductance by the square of

the number of turns in the segment. Having two single loops and one double loop

segment gives (12 + 22 + 12 = 6), such that the total inductance of the coil becomes

Lg = 1.78µH.

The field-current ratio of the sensing loop of the coil is found by rearranging the

Biot-Savart law, see Equation 7.2, to obtain

Bz

I
=

µ0

2

a2

(a2 + z2)3/2

This gives B/I = 1.93× 10−5 T/A at the centre of the coil, i.e. at z = 0. At

z = 30mm, which roughly corresponds to the distance between the sensing coil and

the centre of the sample, B/I = 7.67× 10−6 T/A ≡ B1.
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7.3.3 Expected Signal-to-Noise Ratio

The flux coupled to the sensing loop is given by

φp = B1M0Vs (7.11)

where M0 is the initial magnetization of the sample and Vs is the sample volume.

The sample volume to be used with the polarizing coil described earlier is Vs =

2 cm3 = 8× 10−6 m3. The initial magnetization M0 is given by

M0 =
χ0

µ0

Bp (7.12)

where the initial susceptibility χ0 is equal to

χ0 =
µ0n~

2γ2

4kT
(7.13)

Water at T = 300K has a number density of n = 6.69× 1028 m−3, such that χ0 =

4.05× 10−9 and M0 = 3.22× 10−3Bp. Using Bp = 10mT, Equation 7.11 gives

the flux in the sensing loop generated by the protons in the water sample as φp =

1.976× 10−15 Wb = 0.956 φ0 (φ0 = 2.067× 10−15 Wb).

The flux coupled to the SQUID is given by

φSQ =
−φpMi

(Lg + Li)
(7.14)

where Li is the inductance of the input coil andMi is the mutual inductance between

the input coil and the SQUID. For SQUID C519-B22, Li = 1.8µH and Mi = 9.0 nH.

Using φp = 1.976× 10−15 Wb and Lg = 1.78µH thus gives the corresponding flux

coupled to the SQUID as φSQ = 4.96× 10−18 Wb = 0.0024 φ0.
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Signal-to-Noise Ratio if Limited by SQUID Noise

The time domain signal-to-noise ratio based on the intrinsic noise of the SQUID,

can be determined by combining Equations 2.26 and 7.14 to get

φSQ

〈φ2
N〉

1/2
=

φp

(Lg + Li)

(

Li

2ǫc

)1/2

(7.15)

which, when taking the coupled energy sensitivity of the SQUID to be ǫc ∼ 50h,

results in

φSQ

〈φ2
N〉

1/2
= 2876

The corresponding frequency domain SNR is then given by

S

N
=

φSQ

〈φ2
N〉

1/2

(

1

Kf

√

T ∗
2

2Kt

)

(7.16)

where Kf is the ratio of peak noise to rms noise in the frequency domain and Kt

is the ratio of the capture time to T ∗
2 , which we take to be 2.5 and 1 respectively

[118]. Setting Kt = 1 will give a distorted line, but a good signal-to-noise ratio.

T ∗
2 needs to be determined from the magnet inhomogeneity using the expression

1

T ∗
2

=
1

T2

+ π∆f (7.17)

where T−1
2 = π(0.16Hz) = 0.5Hz and ∆f = αf0 since

∆f

f0
= α =

∆B

B

From the simulation done for the chosen magnet design, α was determined to be

∼ 50 ppm at a distance of 1 cm from the centre. Assuming this to be a factor of

ten worse to get a conservative estimate, such that α = 500 ppm and taking the

measurement frequency to be f0 = 1kHz, gives
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T ∗
2 = [(0.5Hz) + π(500 ppm)(1000Hz)]−1 = 0.5 s

Substituting this value for T ∗
2 into Equation 7.16 gives a single-shot SNR in the

frequency domain of 575.

Signal-to-Noise Ratio if Limited by Environmental Noise

The time domain SNR for this setup if environmental noise is the dominating factor,

depends on the flux noise coupled to the sensing loop, given by

〈

φ2
N

〉1/2
= Ap

〈

B2
N

〉1/2
(7.18)

where Ap is the area of the pick-up loop and 〈B2
N〉

1/2
is the magnetic field noise,

which was measured to be ∼ 2× 10−13 THz−1/2 at 1 kHz inside the MSR.

Assuming initially that the gradiometer is completely ineffective at reducing the

noise, the total flux noise coupled to the gradiometer can be calculated by adding

up the squares of the flux noise for all the coil segments, such that

〈

φ2
N

〉1/2
=

√
6Ap

〈

B2
N

〉1/2
(7.19)

Dividing the signal flux coupled to the sensing loop φp by the total flux noise cou-

pled to the coil, gives a SNR in the time domain of 1.2, corresponding to a SNR

in the frequency domain of 0.17. This is a worst case scenario and improves by

almost a factor of 2 if the magnet inhomogeneity is as simulated. Furthermore if the

gradiometer has a 1 in 10 balance, resulting in a lowering of the noise background

by a factor of 10, the SNR in the frequency domain increases from 0.17 to 1.7. With

a 1 in 100 balance, which has been achieved previously with similar gradiometers

elsewhere [17], the SNR can go up to 17.
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7.4 Holdtime Testing
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Figure 7.21: Plot showing the liquid helium level inside the home-built fibreglass
Dewar as a function of time following a transfer.

Once the Dewar was fully assembled, a first and crucial test was to measure its

holdtime. After pumping out the vacuum space for half a day, the Dewar was filled

with liquid nitrogen and left to precool over night. Before preparing to transfer

liquid helium into the Dewar, the liquid nitrogen was poured out and the top of the

insert holding the two copper baffles was put in place. The boil-off following the

very first transfer was very high and was assumed to be due to the helium being

used up to cool the inner vessel and the still warm insert.

Subsequent consecutive transfers did result in improved boil-off rates, but the

corresponding holdtimes were much lower than expected. The best achievable boil-

off rate was about 36mm/hr, giving a holdtime of approximately 16 hours and an

operation time of about 5 hours, if the SQUID is positioned around 400mm from

the bottom of the insert. The minimum expected holdtime and operation times
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were about twice that. Different types of foam plug inserts and baffle combinations

were experimented with. Figure 7.21 shows some of the results from the initial test

transfers. The boil-off rates became worse later on, at some point giving holdtimes

of just over an hour.

One issue that was identified was the aluminium pump-port. During prolonged

times of heavy boil-off, the top aluminium plate can become frozen to the extent that

the contracting pump-port with its frozen O-rings begins to leak. When the charcoal

inside the vacuum space becomes saturated, exchange gas starts to appear and the

Dewar jacket goes soft. This can be prevented by heating the port if necessary and

only caused a real problem once so far.

The main reason behind the poor performance of the Dewar appears to be the

vapour shield. As a diagnostic measure, three Si diode thermometers were stuck to

the vapour shield, one onto the aluminium wires attached to the heat exchanger at

the top, a second one on the alumina rods just below the aluminium-alumina link

and a final one on the bottom alumina plate. They showed that the vapour shield

seemed to decouple from the inner vessel as both cool down, due to the difference in

thermal contraction between the fibreglass cylinder and the surrounding aluminium

ring. As a very rough guide, the differential contraction (using ∆l/l ∼ 0.6% for

G-10 and 0.38% for aluminium at 100K [52]) for 106mm of both materials would

result in an additional gap between the ring and the cylinder of 1

2
(0.12mm).

With the vapour shield not thermally linked to the helium vapour, the tempera-

ture environment that the inner vessel is exposed to is therefore substantially higher

than it ideally should be, resulting in an increased boil-off rate. A plan to improve

the holdtime of the Dewar is to unglue the aluminium wires, move the aluminium

ring and then reattach the aluminium wires directly to the neck of the Dewar for a

more reliable and flexible thermal contact.
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7.5 Summary

Work on the design and construction of a new low-field NMR set-up with a directly

accessible room temperature sample area is presented. The magnetic background

environment provided by a magnetically screened enclosure has been characterized.

A prototype low-noise fibreglass Dewar and a made-to-fit fibreglass SQUID insert

holding a gradiometric receiver coil have been designed and constructed. Room

temperature NMR coil designs have been studied from which the coil dimensions to

be used here have been determined. The expected signal-to-noise ratios have been

calculated for this set-up and obtaining a signal should be relatively straightforward.

The holdtime of the finished fibreglass Dewar was measured to be almost 16 hours

at best and has been identified as an area needing improvement.



Chapter 8

Conclusions and Future Work

The work described in this thesis falls largely into two main categories; one part

was focused on the improvement of existing and the development of new low-field

NMR instrumentation, the other part consisted of investigating aqueous magnetic

nanoparticle solutions for their suitability as contrast agents for low-field MRI. In

this chapter, the results and work presented in the preceeding chapters are discussed

and conclusions are drawn. Finally, the next steps and some potential future work

are outlined.
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8.1 Discussion

8.1.1 Low-Field NMR Spectrometer Dipper Probe

A sensitive low-field NMR spectrometer with DC SQUID detection has been de-

veloped which is capable of maintaining a stable room temperature sample region

within a cryogenic environment, with a warm to cold distance of only ∼ 1mm. The

sensitivity of the spectrometer has been improved throughout this work, as described

in Chapter 3. This improvement was a result of replacing the original SQUID array

with a Two-Stage SQUID amplifier, that delivered a higher sensitivity of 30–50 h.

It was also due to the incorporation of a power amplifier to increase the strength of

the prepolarizing pulses, as well as the great care taken in avoiding any magnetic

materials in the sample region. All this ultimately resulted in a decrease in averaging

time of more than an order of magnitude for a given signal-to-noise ratio.

Using this set-up, NMR signals have been observed in the frequency range of

4Hz to 600 kHz. All the data presented in this work was obtained from very small

liquid samples between 100 and 150µl, underlining the sensitivity of the dipper probe

spectrometer. The improvements in the signal-to-noise ratio we achieved, enabled us

to observe proton NMR signals from water down to 4Hz. Furthermore, we were able

to measure the intrinsic linewidth of water at finite fields with a compact shielding

arrangement. We could use a prepolarizing pulse of up to 4mT without significant

broadening of the signal linewidth due to flux trapping in the inner superconducting

shield. We were also able to use a prepolarizing pulse of up to 15mT to measure T1

in the prepolarizing field, assuming the resulting line broadening to be constant.

As described in Chapter 4, it was necessary to develop new pulse sequences in

order to measure T1 in the lowest fields, where the sample magnetization is too small

for an RF or Bp measurement. For this purpose, we successfully adopted techniques

used by Melton et al. [59] and Friedman et al. [3].
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The performance of the dipper probe spectrometer was characterized and tested

with a range of samples. We measured water, because it has a high spin density and

long T1 and T2 relaxation times, therefore providing a good test for looking at the

residual field gradients in the system. In addition, we measured oil-water mixtures to

demonstrate the ability of the spectrometer to record two-component signals, which

can have potential applications in measuring water contamination in oil samples, see

[58]. We also looked at oil samples, which have much shorter relaxation times than

water, to show the capability of the spectrometer to accurately measure samples

with short T2s, which paved the way for the magnetic nanoparticle work.

8.1.2 NMR on Aqueous Magnetic Nanoparticle Solutions

The dipper probe spectrometer has been used in conjunction with two conven-

tional benchtop NMR spectrometers to assess the suitability of superparamagnetic

nanoparticles for use as contrast agents in low-field MRI. The latter study was un-

dertaken as part of the European Framework 6 Biodiagnostics project.

As part of the Biodiagnostics project, we measured the T1 and T2 frequency

dependence of aqueous solutions of magnetic nanoparticles. Direct measurements of

these were at much lower fields than those of other groups. In Chapter 5 we presented

a theoretical model based on the random diffusion of protons in the local magnetic

fields arising from the nanoparticles. This theoretical model was used to analyze

our measurements of the frequency dependence of the proton relaxation rates of two

different samples of superparamagnetic iron oxide nanoparticles in solution, namely

fluidMAG-HEAS and POA@SPION. We found that for both nanoparticle systems,

in order to describe the data, we had to use an average magnetic core diameter that

was larger than that specified by the manufacturers and a hydrodynamic diameter

which was smaller than that determined by photon correlation spectroscopy. These

results are consistent with a spread of particle sizes, since those nanoparticles that



8.1. Discussion 182

have the largest magnetic core size and the smallest hydrodynamic diameter are the

ones that are most efficient in causing spin relaxation.

In addition, the theoretical calculations suggest that T1 = T2 at low frequencies.

This was confirmed for the fluidMAG-HEAS sample, but not for the POA@SPION

sample. A possible reason that T1 > T2 for POA@SPION, even at the lowest

frequencies, could be the composite coating of the particles [107], which delivers an

increased R2/R1 ratio even at low fields, thus suggesting that these nanoparticles

could be particularly useful as contrast agents in low-field MRI.

In a separate experiment we investigated the relaxation properties of fluidMAG-

HS/CF, a solution of CoFe2O4 nanoparticles. These samples contained a significant

fraction of Brownian particles. We were looking for a correlation between the imagi-

nary susceptibility peak of the cobalt-ferrite nanoparticles in solution and the proton

relaxation times measured at the frequency of this peak, which was exactly in the

frequency region that can be probed by low-field SQUID NMR. We did not observe

any such correlation.

8.1.3 Development of Low-Field MRI system

The current stage in the development of our room temperature SQUID NMR capa-

bility is to build a system to perform SQUID NMR experiments where the sample is

located outside of the cryogenic environment. The simplest way of achieving this is

to place the Dewar inside a magnetically shielded room, since such a set-up can no

longer benefit from the use of superconducting shields, as in our previous system.

An alternative to using a magnetically shielded room is to build a system of three

compensation coils, one for each axis, to cancel out any extraneous magnetic fields,

including the Earth’s magnetic field, as used in [17]. This route was not pursued in

our case, since the background noise in our Biodiagnostics laboratory is quite ele-

vated. The magnetically screened room was delivered, installed, tested, reinstalled
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and finally retested. Much time and effort was spent on attempting to optimize the

below-spec performance of the screened room.

As detailed in Chapter 7, much progress has already been made in the develop-

ment of the new set-up. The entire system has been designed and the estimated

signal-to-noise ratio looks promising. The prototype low-noise liquid helium Dewar

has been built and at present has a hold time of just under a day. While this is

sufficient for initial tests, further development is required to improve this. Final con-

struction of the experimental insert and the room temperature coil assembly and

support structure are currently underway.
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8.2 Conclusions

The main aim of this project was to apply improvements in SQUID NMR tech-

nology to benefit measurements on room temperature samples, to lead us into the

fields of low-field NMR spectroscopy and MRI. A secondary aim was to evaluate

aqueous solutions of magnetic nanoparticles for use as contrast agents in low-field

MRI, in conjunction with a comparison to current theoretical models of proton re-

laxation in their presence. We measured different types of magnetic nanoparticle

dispersions, but encountered problems with the temporal stability of these suspen-

sions under experimental conditions, which combined with a large spread in sizes of

the available particles as well as insufficient characterization information, makes it

difficult in some instances to obtain firm conclusions from the analysis of the data.

Nevertheless, our measurements being the only ones of this kind performed on any

nanoparticle solutions, give new information about the behaviour and contrast effect

in low magnetic fields for each of the samples measured.

In relation to the main objective of this work, we obtained the first ever NMR sig-

nals of a room temperature sample using SQUIDs in the Low Temperature group at

Royal Holloway and achieved some improvements over previous work done by other

groups, such as short measurements deadtimes, small sample sizes and techniques for

measuring T1 in low fields. Our proof-of-principle dipper probe spectrometer cannot

provide sufficiently high prepolarizing fields to allow us to explore its NMR spec-

troscopy capabilities, due to the consequent inadequate signal-to-noise ratio. This

is to be addressed eventually in the home-built low-noise Dewar system, which will

also form the basis of a planned NMR imaging experiment. Despite some setbacks

with the performance of the magnetically shielded enclosure, the main part of this

system, the Dewar, has already been built and most of the remaining components

have been designed and in some cases constructed. Much progress has therefore

been made towards reaching the ultimate aims of this project.
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8.3 Future Work

Before moving on to future work relating to the new SQUID NMR system being

developed, it is worth noting that the dipper probe spectrometer could still pro-

vide us with some interesting results. Even though using it involves relatively long

sample turn-around times, it has proven to produce good and consistent data, es-

pecially with aqueous samples. With the procedures involved now well established,

one possibility would be to perform measurements on well characterized magnetic

nanoparticle solutions with better physical characteristics, to allow us to draw more

firm conclusions as to the validity of the proton relaxation theories presented in

Chapter 5. Furthermore, measurements of more widely used commercial nanopar-

ticle contrast agents could be carried out in order to evaluate their performance as

MRI contrast agents in low magnetic fields. In the future these same measurements

can of course be made using the new system, which will not only offer much shorter

sample turn-around times, but will also avoid any potential sample stability issues.

One measurement that was not achievable with the dipper probe spectrometer,

but which is still of interest, especially using the new system, would be a demon-

stration of the broadband capabilities of our SQUID NMR setup by performing a

spectroscopy experiment. For this purpose, initial tests could be on biological sam-

ples such as suspensions of an amino acid like glycine. Work on low-field NMR

spectroscopy has already been carried out by some groups [14, 22, 119] and is of

interest because the spectral resolution at low fields is essentially limited by the

natural linewidth of the spectral lines, since the inhomogeneous broadening of the

signals is very small. Furthermore, chemical shifts are negligible at low fields, which

therefore enables pure J-spectroscopy measurements.

But ultimately, the new system is being developed to be used for low-field MRI.

Once we have attained imaging capability, an interesting future research application

could be neuronal current imaging. The group at Los Alamos has recently performed
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simultaneous SQUID MRI and magnetoencephalography (MEG) experiments [20].

MEG uses an array of SQUIDs to measure the magnetic fields due to neuronal

currents in the brain [120]. Applications include the location of epileptic foci. One

difficulty with MEG is what is know as the inverse problem. The same measured

magnetic fields could be a result of different sources, which often limits the spatial

resolution of MEG to the cm range. In practice, MEG data need to be combined

with functional MRI (fMRI) data on the same patient in order to locate the sources

of the measured neuronal currents, but the temporal resolution of fMRI is only on

the order of seconds, since it involves changes in blood flow to regions of neuronal

activity. The Los Alamos group suggested that low-field SQUID NMR/MRI could

give rise to a new method of neuronal current imaging [121], due to the fact that

the frequencies of neuronal activity lie in the range accessible to low-field SQUID

NMR. This idea is based on the expectation that a resonant mechanism might allow

the neuronal activity to alter the relaxation properties of nearby protons in the

brain at these frequencies. This has been evaluated theoretically by Cassara and

Maraviglia [122] and possible approaches are suggested in [123], which promise to

offer mapping of brain activity with high spatial and temporal resolution and are

only possible given the sensitivity of low-field SQUID NMR. Our new set-up could

be used for experiments with neuronal current phantoms designed to determine the

detection limit of neuronal activity.

Magnetic nanoparticles could provide another future area of research for our

planned MRI system. A major problem in magnetic drug targeting using magnetic

nanoparticles is the absence of a good method for measuring the distribution of

magnetic nanoparticles in the body [124]. MRI shows promise as a possible means

of achieving this [125] and the potential for low-field MRI for imaging nanoparticle

distributions could be investigated.



8.3. Future Work 187

Before we can undertake any of the work described above with the new NMR system,

a substantial amount of work still needs to be completed to get the system up and

running. First of all, the holdtime of the Dewar needs to be optimized, since it

has the potential to perform much better [13, 113], although its present holdtime

is sufficient to progress with initial testing, provided that it does not get too much

worse with the completed experimental insert in place. The next step is to measure

the noise performance of the Dewar, with and without having the SQUID sensor

attached to the gradiometer. Following that, we should try to obtain signals from

water as a function of frequency and compare the results to those obtained using the

dipper probe. If the overall performance is good enough, we could attempt NMR

spectroscopy measurements or further work with magnetic nanoparticle solutions.

Once these basic experiments have been completed satisfactorily, work can then start

on optimizing the system for a given application. Depending on requirements, this

could involve a redesigning of the room temperature coils, as well as the addition of

a z-gradient coil to allow for 1D imaging, or even a further two sets of gradient coils

for 3D imaging. At this stage the possibilities will be endless.
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