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In the hippocampal dentate gyrus (DG), pattern separation mainly depends on the concepts of ‘expansion recoding’, 
meaning random mixing of different DG input channels. However, recent advances in neurophysiology have 
challenged the theory of pattern separation based on these concepts. In this study, we propose a novel feed-forward 
neural network, inspired by the structure of the DG and neural oscillatory analysis, to increase the Hopfield-network 
storage capacity. Unlike the previously published feed-forward neural networks, our bio-inspired neural network is 
designed to take advantage of both biological structure and functions of the DG. To better understand the 
computational principles of pattern separation in the DG, we have established a mouse model of environmental 
enrichment. We obtained a possible computational model of the DG, associated with better pattern separation ability, 
by using neural oscillatory analysis. Furthermore, we have developed a new algorithm based on Hebbian learning 
and coupling direction of neural oscillation to train the proposed neural network. The simulation results show that 
our proposed network significantly expands the storage capacity of Hopfield network, and more effective pattern 
separation is achieved. The storage capacity rises from 0.13 for the standard Hopfield network to 0.32 using our 
model when the overlap in patterns is 10%. 
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1.  Introduction 

A Hopfield network is a symmetrical recurrent artificial 
neural network, which imitates the structure of the 
hippocampal CA3 region [1,2] and can be used as a device 
capable of storing patterns by setting the input patterns as 
its attractor states [3]. However, one of main limitations of 
a Hopfield network is its restricted storage capacity. 
Several approaches have been proposed to enhance the 
storage capacity, with some success, for example, using 
the absorbing-neighborhood [4] or by increasing the 
number of discrete states of individual Ising-Lenz neurons 
[5].  

A recent pioneering work on a biologically plausible 
neural network structure has attracted our attention [6]. 
The work deals with modelling a similar computational 
function of the hippocampal dentate gyrus (DG) known as 
pattern separation (PS), which makes the DG produce 
sparse representations of spaces [7]. The basic idea of the 
approach is that the DG acts as a pattern separator prior to 
memory storage in the CA3, by which the storage capacity 
of a Hopfield network could be improved markedly. 
However, one of their biological hypotheses of ‘expansion 
recoding’ that occurs in the entorhinal cortex (EC)-DG 
pathway has recently been challenged because more 
anatomical details of DG have been revealed [8]. 
Furthermore, a growing number of studies have shown that 
complex circuits within the DG play an important role in 
PS [8,9,10]. 

Little is known about how the DG achieves PS, 
although several mechanisms have been proposed based 
on the experimental developments over the past half 
century. The early computational model for PS was 
enlightened by Marr's ‘extension recoding’ theory based 
on the fact that there is a larger population of granule cells 
(GCs) and a sparse firing pattern in the DG [8,11,12]. 
However, it is hard to elucidate the contribution of the cells 
with multiple place fields in the DG to PS [11]. Mossy 
cells (MCs) are glutamatergic cells in the DG whose 
somata reside in the hilus. They provide widespread 
feedback, namely monosynaptic excitatory and disynaptic 
inhibitory inputs to GCs, hence they play an important role 
in PS [12,13]. Chronic MC degeneration has little effect on 
PS [10], while contextual discrimination is impaired in the 
acute phase of MC degeneration. MCs show spatially 
selective firing fields during exploration and usually have 
multiple firing fields in the environment compared with 
GCs [8]. Meanwhile, MCs exhibit stronger place-field 

remapping than GCs in response to changes in 
environmental cues [14]. The authors of another study that 
used a different method reached a similar conclusion [9]. 
Compared with monosynaptic exhibitory inputs to GCs, 
disynaptic inhibitory inputs to MCs are more essential to 
complete PS by GCs. In general, the complex circuit 
composed of a variety of neurons in the DG provides a 
more general explanation for the sparse activity of GCs 
and the mechanism of PS.  

We believe that investigating how neural information 
propagates along the structure could lead to further 
understanding of the computational principles of the brain 
[16]. Neural oscillations regulate information flow in 
neural circuits and contribute to the realisation of a variety 
of higher brain functions, so they have been considered 
one of the emerging computational principles in the brain 
[15,17]. As the predominant oscillations in the 
hippocampus, theta (θ) and gamma (γ) are two of the most 
important rhythms because of their close association with 
multiple cognitive functions [18,19]. The θ and γ 
components of local field potentials (LFPs) in the DG are 
mainly associated with excitatory postsynaptic currents 
(EPSCs) and inhibitory postsynaptic currents (IPSCs), 
generated by glutamatergic neurons and interneurons (INs) 
respectively [20], which make it possible to infer the 
direction of information flow among layers in the DG. 

We aimed to develop a novel feed-forward neural 
network inspired by the structure of the DG and neural 
oscillatory analysis to increase the Hopfield network 
storage capacity. We firstly established a mouse model of 
environmental enrichment (EE) and then subjected the 
mice to object pattern separation (OPS) and Morris water 
maze (MWM) tests to determine whether EE significantly 
alter neural activity patterns in the hippocampus. In 
addition, we used power spectral analysis to distinguish 
any change in energy distribution to better understand the 
computational principles of PS in the DG. Subsequently, 
we used two algorithms, namely PAC-CMI and PAC-PLV, 
to measure the strength and direction of cross-frequency 
coupling. Harnessing our findings on the biological 
structure and functions of the DG, we have proposed a bio-
inspired artificial neural network structure with a hidden 
layer representing MC in the DG. A neuron in each hidden 
layer has both excitatory and inhibitory projections to its 
input layer. For PS in the DG, we investigated the 
interrelationship between inhibitory and excitatory 
neurons. 
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The rest of the paper is organised as follows. Section 2 
provides the experimental details, including experimental 
animals, behavioral tests, LFP recordings and neural 
oscillatory analysis. In addition, we discuss the anatomy of 
the DG neural network, and briefly introducea variation of 
Hebbian learning. In Section 3, inspired by coupling 
direction of neural oscillation, we present a novel 
computational model based on Hebbian learning. In 
Section 4, we provide the experimental results from the 
biological tests and our novel algorithm. Furthermore, we 
assess the function of the neural network and its 
performance including the convergence across the layers. 
In Section 5, we discuss the differences between our 
research and other related studies. Finally, we provide our 
conclusions in Section 6. 

2.  Methods and materials 

2.1.  Animals and treatment 

It is well known that there is a positive effect of EE on PS 
[21,22]. In this study, male C57 mice (n = 12) at the age of 
weaning (21 days) were used and they were randomly 
divided into two groups: an enriched environment (EE) 
group (n = 6) and a control (CON) group (n = 6). Mice in 
the EE group were raised in a large, multilayer space (60 
× 40 × 35 cm3) with 6 mice/cage. There were various toys 
including houses, running wheels, hammocks, scales, 
small bells, ladders, and tunnels available for animals in 
the EE group (Fig.1B, left). The toys were changed twice 
a week. Mice in the CON group were raised in standard 
cages (36 × 18 × 14 cm3) with 6 mice/cage without any 
objects (Fig.1B right). Mice were housed in different cages 
until 12 weeks of age. The housing conditions, except for 
the cages, were kept strictly identical between these two 
groups. The room temperature was constant at 22 ± 2℃. 
Animals had free access to food and water during the 
experiment. Mice were purchased from the Laboratory 
Animal Center, Academy of Military Medical Science of 
People’s Liberation Army. Every procedure was followed 
the protocol approved by from the Committee for Animal 
Care at Nankai University (20160004). The schematic 
representation of our experimental design, which lasted 73 
days, is shown in Fig.1A. Section 2.2 and 2.3 provide 
details about the behavioural tests. 
 

 

Fig. 1. Experiments and artificial neural network. A. The 
schematic representation of the experimental design. B. Mice in 
the EE group (left panel) have larger space and various toys such 
as houses, running wheels. In contrast, animals in the CON group 
were housed in standard cages ( 36 × 18 × 14 cm) with 6 
mice/cage. C. The experimental protocol of MWM test and OPS 
test. D. The anatomy layers of the dentate gyrus. E. Schematic of 
the DG with granule cells, mossy cells, and interneurons. 

2.2. Object pattern separation 

OPS was proposed by Goethem et al. [23], with the aimed 
to measure the hippocampus-driven PS. The test was 
performed in a circular arena with a depth of 40 cm and a 
diameter of 60 cm (Fig.1C-right). Half the circular wall is  
transparent, and the other half is black. The bottom of the 
arena contains 18 position tags. There are two tags for 
position 1 and four tags for positions 2 to 5. In the 
experiment, we performed three sessions at three positions 
(1, 3, and 5) with an inter-session interval of 48 h (1 
session/day). Each session was divided into two trials (4 
min/trial). During the first trial (T1), mice need to be 
familiar with the positions of the two objects located in 
position 1. There was no difference in appearance between 
the two objects. One hour later, the mice performed the 
second trial (T2) with one of the two objects displaced to 
one of three positions along the vertical axis. The red circle 
in Fig. 1C (right) indicates the new position of the object 
on the right during T2 (taking position 5 as an example). 
The test trial is executed at position 3, 24 h after 
completion of the final learning trials. The test trial process 
is the same as the learning trial. Finally, the time the mice 
stayed near the familiar object (tf) and the new location of 
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the object (tn) in T2 was collected to measure the 
discrimination index by (tn - tf)/ (tn + tf). 

2.3.  Morris water maze test 

The MWM test was executed with appropriate 
modifications [38]. It was performed in a circular pool 
with 90 cm in diameter and 60 cm in height, filled with 
opaque water maintained at the temperature of 20-22 °C 
(Fig.1C-left). The tank was divided into four equal 
quadrants by two imaginary vertical axes. During the 
initial training stage, a platform with10 cm in diameter was 
located in a target quadrant, submerged 1 cm below the 
water surface. The animals were placed randomly into the 
tank facing the side wall and near the edge at one of four 
points randomly. The mice were allowed 60 s to find the 
hidden platform; if they did not find it, they were guided 
to the platform. After each training session, mice were 
allowed to stay on the platform for about 10 s. The initial 
training stage (IT) lasted for 5 days; both the escape 
latency, which is the time needed to find the platform, and 
swimming speed were collected. Mice that failed to find 
the platform were guided to the platform and stayed there 
for about 10 s, and the escape latency was recorded as 60 
s. In the space exploration test stage (SET, day 6), the 
platform was removed, and the mice were placed in the 
pool on the opposite side of the platform. The time spent 
in the target quadrant and the number of crossing platform 
were examined in the test stage. A CCD camera connected 
to a dedicated computer (Ethovision 2.0, Noldus, 
Wageningen, Netherlands) was used to record the 
navigation performance during the MWM test.  

2.4.  Electrophysiological recording 

After the behavioural tests, all the animals were 
anaesthetized with 30% urethane (1.2 g/kg body weight, 
intraperitoneal; Sigma-Aldrich, St. Louis, MO, USA), and 
then they were placed in a stereotaxic apparatus (Narishige, 
Tokya, Japan) for surgery. A bipolar stimulating electrode 
was slowly implanted in the angular bundle of the 
perforant pathway (PP: 3.0 mm lateral to the midline, 3.8 
mm posterior to bregma, and 1.8 mm ventral below the 
dura), and the recording electrode was gently inserted into 
the DG (2.0 mm lateral to the midline, 1.4 mm posterior to 
bregma, and 1.8 mm ventral below the dura) according to 
the mouse brain atlas [24]. LFP signals were collected at a 
sampling rate of 1000 Hz for 10 min by means of a dual-

channel bioelectric amplifier and PowerLab/8SP 
acquisition. 

2.5.  LFP data analysis 

2.5.1  Power spectrum analysis 

Recorded LFP data were analyzed using built-in and 
custom-written MATLAB programs. The Multitaper 
Spectral Estimation in the Chronux toolbox was applied to 
calculate power spectra. Each LFP recording was 
segmented using 40-s sliding windows with 50% 
overlapping. The data were then Fourier-transformed with 
a Hamming window and averaged to obtain a direct 
Multitaper spectral estimate. Next, the direct estimates 
were normalized to power ratios of the whole frequencies 
(1–100 Hz) for further statistical analysis. A time-
frequency power spectrogram was generated in 200-s data 
segments using a 20-s time-window with a 10-s overlap. 

2.5.2  Phase-amplitude coupling analysis 

Phase-amplitude cross-frequency coupling (PAC) 
intensity is the most predictive neurophysiological 
indicator of learning [25,26]. This measur shows the 
distribution of the fast oscillation amplitude within the 
specific phase of slow oscillations, indicating the accuracy 
and efficiency of integration and processing of neural 
information [40]. In our study, the phase locking value 
(PLV) of cross-frequency PAC was applied to evaluate the 
strength of PAC in the signal of length 𝑁 and defined as: 

𝑃𝐴𝐶 − 𝑃𝐿𝑉!"#!"$%! =

)&
'
∑ 𝑒𝑥𝑝.𝑖0𝜙()*(𝑡) − 𝜙"+,"(𝑡)56'
-.& )  

 
(1) 

where, N is the length of signals. The phase of the low 
frequency channel (4-12 Hz) was filtered by Hilbert 
transform and denoted as 𝜙(𝜃); then, the amplitude of the 
high-frequency channel (30-100 Hz) was narrow-band 
filtered and denoted as 𝛼(𝛾) . The second Hilbert 
transform was applied to determine the phase of the high-
frequency amplitude, that is, 𝜙(𝛼(𝛾)). Finally, the PLV 
between 𝜙(𝜃)  and 𝜙(𝛼(𝛾))  was calculated. The 
procedure was applied on a data length of 20 s with 10-s 
time steps. The PAC values were normalized to obtain 
more robust and accurate estimates through a surrogate 
data approach [27,28]. Specifically, the surrogate data 
were generated by shuffling the high amplitude time series 
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with 50 surrogate times and the measurement was defined 
as: 

𝑍_𝑠𝑐𝑜𝑟𝑒 =
𝑍 −𝑚𝑒𝑎𝑛(𝑍/011),$-2)

𝑠𝑡𝑑(𝑍/011),$-2)
 (2) 

where Z refers to the original values of the indices. The 
normalized indices, Z-scores, were applied in the final 
results. The surrogate time was set as 100. 

2.5.3  Conditional mutual information 

Conditional mutual information (CMI) is a measurement 
for detecting information flow’s direction, by using the 
phase information derived from interacting neural rhythms 
recorded in related cerebral regions [29,30]. To determine 
the hierarchical structure of the DG, both slow and fast 
oscillations were extracted from the LFP signals. The 
phase information of both slow and fast oscillations was 
obtained by Hilbert transformation. 𝜙3$/- represents the 
phase of the envelope of the the amplitude of the filtered γ 
frequency signal and 𝜙/()*  denotes the phase of the 
filtered θ frequency signal. The CMI could be yielded from: 

𝐼E𝜙/()*; 𝛥𝜙3$/-H𝜙3$/-I 

= 𝐻E𝜙/()*H𝜙3$/-I + 𝐻E𝛥𝜙3$/-H𝜙3$/-I
− 𝐻(𝜙/()* , 𝛥𝜙3$/-|𝜙3$/-) 

 
 
 
(3) 

𝐼E𝜙3$/-; 𝛥𝜙/()*H𝜙/()*I 

= 𝐻(𝜙3$/-|𝜙/()*) + 𝐻(𝛥𝜙/()*|𝜙/()*)
− 𝐻(𝜙3$/- , 𝛥𝜙/()*|𝜙/()*) 

 
 
 
(4) 

where 𝐻(∙)	is defined as definded by Shannon, and 𝛥𝜙 =
𝜙(𝑡 + 𝜏) − 𝜙(𝑡) . Each LFP recording was segmented 
using 24-s sliding windows with 50% overlapping. The 
phase increment was set to	𝜏 = 100 𝑚𝑠. The normalized 
directionality is defined as: 

𝐷3$/-→/()* =
5#6
576

, 

where 𝐴 = 𝐼E𝜙3$/-; ∆𝜙/()*H𝜙/()*I 
𝐵 = 𝐼E𝜙/()*; 𝛥𝜙3$/-H𝜙3$/-I 

(5) 

2.6.  Anatomy of the dentate gyrus 

The schematic interconnection between the EC, the DG 
and CA3 has been discussed in several studies[31,32,33] 

and is shown in Fig. 1D and E. It includes a perforant path 
(PP) projection from the second layer of the EC to the DG, 
and CA3, a mossy fibre (MF) projection from the DG to 
CA3, and a backward loop from CA3 to the hilus of the 
DG. Recent evidences has revealed that MCs and several 
types of inhibitory neurons in the hilus of the DG may play 
an important role in achieving PS [12,13,34]. An MC 
receives the local GC input (Fig.1D) [9,33,35], and its 
activation leads to the inhibition of the local GC by 
inhibitory neurons and inform non-local GCs by recurrent 
collaterals [33,36]. MC degeneration causes transient DG 
hyperexcitability and impaired PS [10]. Moreover, 
disynaptic inhibition is more important than monosynaptic 
excitation to implement PS [9]. A similar finding has also 
been reported: weak inhibitory neurons mediated by MCs 
are the culprit of temporal lobe epilepsy (TLE) [14]. 
However, it is still unclear how MCs are involved in PS 
because this process is dynamic and not necessarily 
dependent on the anatomy of connection. 

2.7.  Expanded Hebbian learning 

Hebbian learning has been proposed to describe the 
principles of learning at the synaptic level [37]. Recently, 
a novel expansion of the Hebbian learning method, named 
expanded Oja’s rule, has been proposed [41]. It employs 
the merits of BCM theory simulating long-term depression 
(LTD) [39] and completely solves the issue that the weight 
increases without boundary. The learning rule is illustrated 
as below: 

𝜏8
𝑑𝑾+

𝑑𝑡 = 𝑔(𝑄)(𝑅!𝑣+ − 〈𝑾, 𝒗〉𝑊+) (6) 

where 𝑄 = 〈𝑾,𝒗〉

〈𝑾,𝑾〉
!"#
!

 and 𝑔(ℎ) = d
0,										ℎ < 0

−∆,			0 ≤ ℎ < ℎ∗
1, 							ℎ∗ ≤ ℎ

 

In this equation, 𝑔(ℎ) is the activation function of any 
real number input ℎ. The constant 𝜏8	 is defined as the 
time scale of learning dynamics. The parameter 𝑾 
represents the weight matrix. Output of the network 𝑄 is 
formed by the input vector 𝑣  transformed by 𝑾  and 
divided by the p-norm of 𝑾. The above procedure shows 
that each row of 𝑾 finally converges to a sphere of radius 
R. When Q is less than threshold ℎ∗ , 𝑔(ℎ) inhibits W 
with the extent ‘−∆’, otherwise, it excites 𝑾. In this study, 
we have proposed a new learning algorithm based on Oja’s 
rule. 
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2.8. Statistics 

All analyses were performed by using SPSS statistics 21.0 
(IBM Corp., Armonk, NK, USA) with the significance 
level set at 0.05. All data are presented as the mean ± 
S.E.M. A one-way analysis of variance (ANOVA) or a 
two-way repeated ANOVA was employed, followed by 
Bonferroni’s multiple-comparison test to determine 
between-group differences. The Kruskal-Wallis test was 
employed for data that did not follow a Gaussian 
distributions (P≤ 0.05),.  

3. Proposed works 

3.1.  Enhancement of pattern separation associated 
with information flow 

To evaluate the effect of EE on PS, the OPS test was 
performed on mice in the EE group and the CON group 
(see Section 2.2). The mice in the CON group were trained 
in a circular arena until a reliable OPS performance was 
established (Fig.2A). The discrimination index in the EE 
group was greater than that in the CON group, suggesting 
that the EE mice have a stronger PS ability compared with 
the CON mice (Fig.2B). 

The MWM test was used to assess the hippocampus-
dependent spatial learning and memory ability [42,43]. In 
the IT stage, animals were subjected to 5 consecutive days 
of training to learn the location of a hidden platform 
(Fig.2C). A two-way repeated ANOVA showed 
significant housing environment [F (1,10) = 9.33, P < 0.01] 
and day [F (4,54) =38.55, P < 0.001] effects, but the the 
housing environment × day interaction was no significant 
[F (4,54) = 1.14, P  >  0.05]. There were lower latencies 
on days 3-5 (Fig.2C, P  <  0.05) in the EE group 
compared with the CON group. In the SET, there were 
more platform crosses in the EE group compared with the 
CON group (Fig.2D, P < 0.05). 

LFPs were collected from the DG in the EE and CON 
groups. To investigate how EE impacted the brain rhythms 
of LFPs, the power spectrum density (PSD) was measured. 
Fig. 2E shows the averaged PSD in both the CON and EE 
groups: EE clearly altered the PSD distribution. There was 
a significant increase in either the q frequency band (Fig. 
2F-left, P < 0.05) or high-g rhythm (Fig.2F, right, P < 0.05) 
in the DG. To better characterise the EE-mediated change 
in the PSD distribution, the growth rate of power was 
defined as: [(band-power in EE) / (band-power in CON)]. 

Interestingly, the increase in power was greater at the high-
g band than that at the q band (Fig.2G, P < 0.05). 

PAC intensity could be used to characterise an 
interaction between two different rhythms. q-g PAC is an 
integration mechanism for different spatial and temporal 
scales in the cognitive process. The strength of PAC in the 
DG was higher in the EE group than that in the CON group 
(Fig.2H-left, P < 0.05), indicating that EE significantly 
augmented neural information integration and processing. 
Meanwhile, there was no significant change between these 
two groups in the PP region (Fig. 2H-right). 

Furthermore, CMI was applied to infer the direction of 
cross-frequency coupling in the DG (Fig.2I). The inset in 
Fig. 2I shows that there was greater directional coupling 
between the high-γ rhythm and the θ rhythm in the EE 
group than that in the CON group. The data illustrates that 
the activity of low-frequency signals is more capably 
regulated by the high-frequency signals in the EE group 
compared with the CON group. This finding suggests that 
there is a PS function in the DG. However, the above-
mentioned regulatory capacity was not observed in the PP 
region (Fig. 2J), implying that the PP does not function in 
PS. 

3.2. A novel computational model based on the 
dentate gyrus structure and function 

We have proposed a novel dentate gyrus computational 
model (DGCM) based upon the structure and function of 
the DG, including a network structure inspired by the real 
DG and an algorithm utilising Hebbian learning. The 
biological connections in the DG, including GCs, MCs, 
and Ins, are considered as the basic structure of the 
artificial neural network (ANN, Fig. 1E). The structure of 
our proposed network is shown in Fig. 3A. To better 
illustrate the processing order of the network to input data, 
the network is separated into three layers (Fig. 3B). The 
first layer is called the input-output (I/O) layer, which 
represents GCs, while the second layer is named as the 
hidden layer, which mixes the biological functions of MCs 
and INs. The learning process is discussed next. 

3.2.1  Learning process from the input-output 
layer to the hidden layer (GC à MC) 

The hidden layer receives the data from the I/O layer 
to extracting the most representative features of the local  
 



7 
 

 

 

Fig. 2. Results of biological experiments. A. Means + SEM for the d2 index in the OPS on 1, 3, 5 positions for the pilot study with 
control C57/BL mice. B. Means + SEM for the d2 index in the OPS for EE treatment on position 3. C. Mean+ SEM for escape latency 
was determined for the IT stage in MWM test among two groups. D. Mean+ SEM for number of platform crossings in the SET stage of 
MWM test. E. Averaged power spectrum within groups from 1 Hz to 100 Hz in DG region. F. The histogram of PSD at 𝜃(4-12 Hz, left 
panel) and High 𝛾(50-90 Hz, right panel). G. Ratio computed by averaged band power of CON divided by band power of EE. H. 
Histogram of Mean + SEM for PAC-PLV of DG and PP. I. Line chart with Mean + SEM which indicate the PAC_CMI between high 
𝛾 and 𝜃 by within DG. The embedded figure illustrates the averaged PAC_CMI of high 𝛾 to 𝜃	. J. Line chart with Mean + SEM 
which indicate the PAC_CMI between high 𝛾 and 𝜃 by within PP. The embedded figure illustrates the averaged PAC_CMI of high 
𝛾 to 𝜃. 
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Fig. 3. The architecture of DGCM and its flowchart. A. The architecture of DGCM. B. A network structure unfold diagram. C. Step-
by-step DGCM work through: i. The GCs receive input patterns from the entrochinal cortex; ii. The pattern of GCs actives MCs and 
INs; iii. The MCs uses INs to realize 𝑘-WTA and renew the synaptic 𝑤!"# between GCs and MCs; iv. The INs communicate local 
inhibitory information to GCs and updated inhibitory synaptic weight 𝑤$%& ; v. Updating the excitatory synaptic weight 𝑤'()  by 
combining inhibitory weight and GCs activity; vi. The output of GCs are regulated by MCs.
 
input, as shown in Fig. 3C(𝑖 − 𝑖𝑖). Note that 𝑤3*? ,	from 
the I/O layer to the hidden layer, is not fully connected. 
Advances in neurobiology have shown that MCs usually 
have several place fields [8]. Around 47% of MCs are 
recruited into the active neuronal network at the same time 
during sharp wave ripples (SWRs) [34], implying that soft 
competitive learning may better simulate the activity of 
MCs than hard competitive learning. As a result, we make 
use of the activation function of ‘Neural-Gas’ [45] and the 
framework of k-WTA [31] as our soft competition learning 
scheme for 𝑤3*?. The updated rule for 𝑤3*?	is defined 
as follows: 

𝑑𝑤3*?+

𝑑𝑡 = 𝑎 ∙ 𝑒#
@$
A ∙ (𝐺+ −𝑤3*?+ ) (7) 

Note that the learning ratio 𝑎 ∈ [0,1] describes the 
extent of the modification and 𝑒𝑥𝑝	(−𝑘+/𝜆)	 ∈ [0,1] 
denotes post-synaptic strength, where 𝑘+  and 𝜆 
represent arrangement and the number of neural units, 
respectively. 𝐺+ is the local input vector received by the 
𝑖th hidden neuron, which has the weight vector 𝑤+. The 

closer 𝐺+ is to 𝑤+, the higher the sort of k (close to zero) 
and the greater the postsynaptic membrane response. The 
larger the 𝑑𝑤/𝑑𝑡	is, the closer the updated 𝑤+  and 𝐺+ 
will be. Therefore, each neuron obeying the update rules 
of Eq. (7) can converge to a stable value that describes the 
local feature of the input vector. 

When the hidden layer is activated, only the first K 
neurons that are most active are retained, while the other 
hidden layer neurons are inhibited by INs through the 𝑘-
WTA mechanism. Then, the network updates the 𝑤3*? 
according to Eq. (7) with GCs as the presynaptic 
membrane and MCs as the postsynaptic membranes (Fig. 
3C(𝑖𝑖𝑖)).  

3.2.2  Learning process from the hidden layer to 
the input-output layer (MCàGC) 

Whenever the neuron in the hidden layer is activated, a 
bilateral impact including both excitation 𝑤2BC  and 
inhibition 𝑤+D"  will pass back to the I/O layer through 
disynaptic inhibition and monosynaptic excitation, as 
shown in Fig. 3B. The only issue is which of them should 



9 
 

 

be updated first. The higher PAC-CMI value in the EE 
group suggests that inhibitory neurons have a better 
regulatory ability than excitatory neurons. The main 
reasons are: 1) as shown in Eqs (3) and (4), the 
directionality of information flow comes from a time-
delay system; and 2) in the DG, fast oscillation is mostly 
derived from the activity of inhibitory neurons, while the 
slow oscillation is primarily derived from the activity of 
excitatory neurons [20]. Therefore, 𝑤+D" is updated first 
(as shown in Fig. 3C(𝑖𝑣)), which is then used to update 
𝑤2BC (illustrated in Fig. 3C(𝑣)). 

The updated rules for inhibition synapse can be defined 
as follows: 

?*$%&
'(

?-
= − EF(*)*+,	I)

KLM,M'(NK
, o𝑀(( +𝑤+D"

(( 𝜌(𝑤2BC , 	𝑏)s  

where 

	𝜌(𝑤2BC , 	𝑏) = (𝑤2BC 𝑏) t 𝑀
‖(𝑀,𝑀(()‖v 

(8) 

The updated rules for excitation synapse are: 

𝑑(𝑤2BC , 	𝑏)
𝑑𝑡 =

𝛼𝜎(𝑤2BC , 	𝑏)
‖(𝑀,𝑀(( 	)‖O xo

𝑀
1s

− (𝑤2BC , 	𝑏)𝜎(𝑤2BC , 	𝑏)y 

where 

𝜎(𝑤2BC , 	𝑏) = 𝑅𝑒𝐿𝑢E𝜌(𝑤2BC , 	𝑏) + 𝑀((𝑤+D"
(( I 

(9) 

Note that 𝑤+D"
((  is the weight of the inhibitory vector 

with local index 𝑙@	 , while 𝑤2BC  is the weight of the 
excitatory vector. They correspond separately to the local 
input 𝑀(( and 𝑀, and finally converge to the frequency-
input pattern. 𝑏 is used to model the threshold of DC and 
converges to the average fire rate of I/O neurons. Similarly 
to Eq. (7), 𝛼 represents the learning rate. 

When the hidden layer neurons are activated, they 
deliver inhibitory effects to the I/O layer firstly and update 
𝑤+D"  according to Eq. (8) based on the response of the 
postsynaptic membrane (GCs’ of Fig. 3C(𝑖𝑣)). Note that 
the inhibitory synapses of the hidden layer to the I/O layer 
are also not fully connected. This is because the range of 
influence of GABAergic interneurons (INs) is usually 
local [50]. GCs with inhibitory components are used to 
update the excitatory synapses from the hidden layer to the 
I/O layer (Fig. 3C(𝑣)). Unlike the inhibitory synapses, the 
excitatory synapses of the hidden layer to the I/O layer are 

fully connected. This is because MCs make synaptic 
connections with around 75% of GCs [33]. Therefore, it is 
more appropriate to simulate this phenomenon by the 
dense connections. Finally, influenced by both excitation 
and inhibition, GCs maintain an excitatory output (Fig. 
3C( 𝑣𝑖 )). The description of the algorithm for PS is 
illustrated as Table 1. 

Table 1. Algorithm for pattern separation 

Algorithm 1: Pattern separation 
Hyperparameters: 
𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔	𝑟𝑎𝑡𝑒:	𝛼 
𝑖𝑛𝑝𝑢𝑡	/𝑜𝑢𝑡𝑝𝑢𝑡	𝑙𝑎𝑦𝑒𝑟	𝑠𝑖𝑧𝑒: 𝑛 
𝑤𝑖𝑛𝑑𝑜𝑤	𝑙𝑒𝑛𝑔𝑡ℎ:	𝑙! 
𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔	𝑟𝑎𝑡𝑒: 𝑟 
𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑖𝑛𝑝𝑢𝑡	𝑝𝑎𝑡𝑡𝑒𝑟𝑛𝑠: 𝑞 
𝑖𝑛𝑝𝑢𝑡	𝑝𝑎𝑡𝑡𝑒𝑟𝑛: 𝑃 = {𝑝", … , 𝑝#, … , 𝑝⃑$}	 

𝑖𝑛𝑝𝑢𝑡	𝑣𝑒𝑐𝑡𝑜𝑟: 𝑝# = (𝑥", 𝑥%, … , 𝑥&) 

′𝐫𝐞𝐩𝐞𝐚𝐭'𝒖𝒏𝒕𝒊𝒍	𝒕𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅	𝜃	𝒉𝒂𝒔	𝒃𝒆𝒆𝒏	𝒔𝒂𝒕𝒊𝒔𝒇𝒊𝒆𝒅  

𝑊()→+) = \ℎ]⃑ ", … , ℎ]⃑ #, … , ℎ]⃑ ,^,	 

𝑤ℎ𝑒𝑟𝑒	ℎ]⃑ # = (𝑤"
-!. , 𝑤%

-!. , … , 𝑤/!
-!.)0 

𝑊+)→()
1 = {𝑔⃑"1, … , 𝑔⃑#1, … , 𝑔&1}, 

	𝑤ℎ𝑒𝑟𝑒	𝑔⃑#1 = (𝑤"1, 𝑤%1, … , 𝑤,1)0 , 𝑚 = _
𝑛 −	 𝑙!
	𝑙! − 𝑟

a + 1 

𝑊+)→𝑮𝑪
4 = {𝑔⃑"4, … , 𝑔⃑#4, … , 𝑔&4}, 

	𝑤ℎ𝑒𝑟𝑒	𝑔⃑#4 = (𝑤"4, 𝑤%4, … , 𝑤54)0 , 𝑠 = _
𝑛 − 𝑟 ∙ 𝑙!
	𝑙! − 𝑟 ∙ 𝑙!

a 

𝑏]⃑ = (𝑏", 𝑏%, … , 𝑏&) 
 
START 
Initialization{  

foreach 𝑾𝝐\𝑾𝑮𝑪→𝑴𝑪,𝑾𝑴𝑪→𝑮𝑪
1 ,𝑾𝑴𝑪→𝑮𝑪

4 ，𝑏]⃑ ^	𝐝𝐨  
									𝑾 = 𝒓𝒂𝒏𝒅𝒐𝒎{𝟎~𝟏} 
} 
foreach 𝑝⃑#𝜖𝑃 do 
#	𝐥𝐞𝐚𝐫𝐧𝐢𝐧𝐠	𝐫𝐮𝐥𝐞𝐬	𝐟𝐨𝐫	𝐆𝐂 → 𝐌𝐂 
								𝑝# = (𝑥", 𝑥%, … , 𝑥&) 
								𝐫𝐞𝐩𝐞𝐚𝐭 
																𝐟𝐨𝐫	𝒊𝐭𝐡	𝐡𝐢𝐝𝐝𝐞𝐧	𝐧𝐞𝐮𝐫𝐨𝐧	𝐰𝐞𝐢𝐠𝐡𝐭	ℎ]⃑ 𝒊 
																								𝑗 = (𝑖 − 1)(𝑙! − 𝑟) + 1,	 
																						𝑘8 = 𝒔𝒐𝒓𝒕{ℎ]⃑ 8 ∙ 𝑝⃑#[𝑗: 𝑗 + 𝑙! − 1]} 

																								𝒅:
;;⃑ "
𝒅=
= 𝑎 ∙ 𝑒4

#"
$ ∙ (𝑝⃑#[𝑗: 𝑗 + 𝑙! − 1] − ℎ]⃑ 8)        eq. (7) 

																								𝐮𝐩𝐝𝐚𝐭𝐞	ℎ]⃑ 8	𝐚𝐬	ℎ]⃑ 8 +
𝒅:;;⃑ "
𝒅=

  

																𝐞𝐧𝐝 
								𝐮𝐧𝐭𝐢𝐥 ‖𝑊()→+)‖𝟐 < 𝜃 
#	𝐥𝐞𝐚𝐫𝐧𝐢𝐧𝐠	𝐫𝐮𝐥𝐞𝐬	𝐟𝐨𝐫	𝐌𝐂

1
→ 𝐆𝐂	𝐚𝐧𝐝	𝐌𝐂

4
→ 𝐆𝐂 

								𝑀]]⃑ = 	𝑊()→+) ∙ 𝑝# 
								𝐫𝐞𝐩𝐞𝐚𝐭 
																𝐟𝐨𝐫	𝒍𝒌th	inhibitory	input	weight	𝑔/#

4 	 
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																								𝜌�𝑊+)→()
1 , 𝑏]⃑ � = �𝑊+)→()

1 𝑏]⃑ � �
𝑀]]⃑

��𝑀]]⃑ , 𝑀]]⃑ /#��
�   

																								
𝒅@%#

&

𝒅=
= − ABCD'(→*(

+ ,F;⃑ G

HC+;;⃑ ,+;;⃑ %#GH
, �𝑀]]⃑ /# + 𝑔⃑/#

4𝜌�𝑊+)→()
1 , 𝑏]⃑ ��   

                                                 eq. (8) 

																𝐞𝐧𝐝 
																𝐟𝐨𝐫	𝒌th	excitatory	input	weight	𝑔#1	 

																								𝜎�𝑔⃑#1, 𝑏]⃑ � = 𝑅𝑒𝐿𝑢 �𝜌�𝑔⃑#1, 	𝑏]]⃑ � + 𝑀]]⃑ /#
0
𝑔⃑/#
4� 

																								𝒅(@;⃑#
+,F;⃑ )
𝒅=

= AKC@;⃑#
+,F;⃑ G

HC+;;⃑ ,+;;⃑ %#GH
, �(𝑀]]⃑ 1) − (𝑔⃑#1 𝑏]⃑ )𝜎�𝑔⃑#1, 𝑏]⃑ �   

                                                 eq. (9) 

																𝒆𝒏𝒅 

																𝐮𝐩𝐝𝐚𝐭𝐞	(𝑊+)→()
1 , 𝑏]⃑ )	𝐚𝐬	(𝑊+)→()

1 , 𝑏]⃑ ) +
𝒅(𝑔⃑#1, 𝑏]⃑ )
𝒅𝑡  

																𝐮𝐩𝐝𝐚𝐭𝐞	𝑊+)→()
4 	𝐚𝐬	𝑊+)→()

4 +
𝒅𝑔⃑/#

4

𝒅𝑡  

								𝐮𝐧𝐭𝐢𝐥 ¡𝑊
+)

+
→()

¡
𝟐
< 𝜃 && �𝑊+)

&
→()�𝟐 < 𝜃 

𝒆𝒏𝒅 
𝐑𝐞𝐭𝐮𝐫𝐧	{𝑊()→+) ,𝑊+)→()

4 ,𝑊+)→()
1 , 𝑏]⃑ }  

 
According to each pattern 𝑝@𝜖𝑃, learning rules for GC

→ MC aim to generate the hidden layer state vector 𝑀. 
Firstly, the PP input activates its corresponding neurons, in 
the local hidden layer. According to Eq. (7), the more 
intense the activation of the hidden layer neuron, the more 
adequate the update of its synaptic weight, meaning that 
the weight is closer to the input. Predictably, when hidden 
layer neurons are activated, their corresponding local input 
charateristics appear more frequently. When the weight of 
GC→MC stabilises, the training of MC → GC begins. 
Second, the activity state of hidden layer neurons has been 
taken as input. The state of the original input layer is 
changed by the activation of the hidden layer, which can 
be divided into the excitatory and the inhibitory, as defined 
in Eqs (8) and (9). If the GC activity is greater than the 
threshold, the neurons remain active after the dual 
influence of excitation and inhibition are superimposed on 
the GCs. Otherwise, GCs activity is suppressed. 

We have proposed the novel DGCM to increase the 
storage capacity of a Hopfield network. Moreover, we 
have used the same input data to compare between DGCM 
and the Hopfield network.  

 
 

 

Fig. 4. Results of ANN test. A. Loss of feedforward weight 
from the first layer to the second layer. B. Loss of feedback 
excitatory weight from the second layer to the first layer. C. Loss 
of feedback inhibitory weight from the second layer to the first 
layer. D. Loss of bias of the first layer. E. The histogram of 
storage capacity of three models under the condition of pattern 
overlapping percentage equals to 10. F. The histogram of storage 
capacity of three models under the condition of pattern 
overlapping percentage equals to 40. G. Number of storage 
patterns of standard Hopfield network as the function of input 
noise in patterns. H. Number of storage patterns of 
DGCM+Hopfield network as the function of input noise in 
patterns. I. Number of storage patterns of standard Hopfield 
network as the function of patterns complexity. J. Number of 
storage patterns of DGCM+Hopfield network as the function of 
patterns complexity. 
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4. Results 

4.1.  The dentate gyrus computational model 
enhances the Hopfield network storage 
capacity 

We investigated whether the Hopfield network storage 
capacity is enlarged marketly by using our new modelling 
algorithm. Input data are generated randomly for 𝑞 
different patterns. Each pattern is a 100-bit binary string. 
𝑞 patterns are orthogonal to each other, and each pattern 
has 100/𝑞 bits as 1 and the remaining bits are 0. The dot 
product of each pair of the pattern is 0. 𝑞 is chosen to be 
bigger than 1 and less than 40, and its range is fully 
orthogonal with 50% overlapping. The overlapping rate is 
achieved by adding random variation to the completely 
orthogonal mode. Because 𝑞 modes generated each time 
have randomness, each	𝑞 mode is stimulated 1000 times 
to reduce the impact of randomness on our network 
performance evaluation. When the network can fully recall 
𝑞  stored patterns, a counter for the correct number of 
recalls is increased by 1; otherwise, it remains unchanged. 
Finally, the recall accuracy is obtained as the counter 
divided by 1000. The parameter values are summarised in 
Table 2. 

Table 2. Parameters 

Variables Value 

𝛼 
𝑛 

𝑙! 
𝑟 
𝑞 
𝜃 

0.1 
100 

16 
0.5 
1~40 
0.01 

The learning rate 𝛼 is set to 0.1, commonly used in 
other ANN models. 𝑛 is set to 100, referred to Ref. 6. The 
maximum number of 𝑞 is 40 since the maximum storage 
capacity is 0.32. When q equals 0.01, the model can 
achieve good performance, suggesting that it is not 
necessary to set it as smaller value. 𝑙*  and 𝑟  are 
adjusted according to our experience. 

The learning curves representing loss over time show 
the performance of the model: the lower the loss, the better 
the model performance. The learning curve of 𝑤3*? 
corresponding to the left-hand side of Eq. (7) is presented 
in Fig. 4A. Furthermore, the learning curve 
of	𝑤+D"	corresponding to the left-hand side of Eq. (8) is 

shown in Fig. 4B. In addition, the learning curves of 𝑤2BC 
and 𝒃 corresponding to the left-hand side of Eq. (9) are 
given in Fig. 4C and 4D, respectively. Fundamentally, the 
loss evidently decreases over time in all four curves; 
therefore, the model is capable of learning. The results of 
convergence test are shown in Fig. 4A-D. Note that the 
convergence of 𝑊PQ→MQ (Fig. 4A) corresponds to the left  
side of Eq. (7). The convergence of 𝑊MQ→PQ

#  (Fig. 4B) 
corresponds to the left side of Eq. (8). The convergence of 
𝑊MQ→PQ

7  and 𝒃  (Fig. 4C and D, respectively) 
corresponds to 𝑤2BC and 𝑏 in Eq. (9). 

Three models, including a standard Hopfield network 
(Fig. 4E and F, left), a previous bio-inspired model [6] (Fig. 
4E and F, middle) and our new model (Fig. 4E and F, right), 
are considered for comparison. Fig. 4E and F display the 
number of storage patterns in these three models under the 
condition of pattern overlapping of 10% and 40%. Note 
that the overlap in patterns has been calculated by using 
the Hamming distance. Compared with the previous bio-
inspired model, our new model significantly increased the 
number of storage patterns from 18 to 32 when there is 10% 
overlap (Fig. 4E). Our new model still slightly enhanced 
the storage capacity when there is 40% overlap (Fig. 4F). 
Additional details of comparison among these three 
models are shown in Table 3. 

Table 3. Parameters 

OP 10 20 30 40 50 

Our model 32 22 16 11 9 
Ref. [6] 18 ～16 ～14 10 N.G. 

Std. Hop. Net. 13 8 6 3 0 

“~” represents the estimated value from Ref.[6], while 
N.G. represents “no result given”. The storage capacity of 
all three models is decreased with the continuous increase 
of OP. When the OP is 40, the similar performance has 
been obtained by both our model and Ref.[6]. When the 
OP is 50, our model still achieves the storage capacity 
compared to other two models.  

The number of storage patterns as a function of the 
overlap percentage in a standard Hopfield network and a 
Hopfield network with the novel DGCM is represented in 
Fig. 4G and Fig. 4H, respectively. The background color 
represents the success rate, which is the number of storage 
modes retrieved correctly over the total number of 
retrievals. A success rate of 1 indicates all the retrieved 
patterns were correct, while a success rate of 0 indicates all 
the retrieved patterns were incorrect. The curves, 
represented in Fig. 4G and H, correspond to the contour
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Fig. 5. Quantitative evaluation of DGCM performance. A. The loss of excitatory and inhibitory synaptic weights in two orders. B. 
The neuronal activity of input/output layer before DGCM processing. C. The sparsity and similarity between input and output patterns. 
D. The neuronal activity of input/output layer after DGCM processing. 

line of a 95% success rate. We measured the number of 
storage capacity when the overlap percentage was 10%. 
The storage capacity was 0.13N for a standard Hopfield 
network, however, it was evidently increased to 0.32N for 
a Hopfield network with the novel DGCM (Fig. 4H). In 
addition, we compared a standard Hopfield network (Fig. 
4I) and a Hopfield network with the novel DGCM (Fig. 4J) 

in term of the storage capacity, considering the pattern 
complexity as the variation. Pattern complexity is defined 
as the ratio of the number of bits that equal to 1 to the total 
number of bits in the pattern. The background color and 
the curves have the same meaning as in Fig. 4G and H. The 
results clearly show that the storage capacity of the 
network is reduced as the pattern complexity increases. 
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However, compared with the standard Hopfield network, 
the storage capacity of the new network could be 
effectively enhanced by the DGCM by suppressing the 
excitatory neurons and increasing orthogonalization 
among patterns. 

4.2 Evaluation of the dentate gyrus computational 
model 

We next carefully evaluated the DGCM performance. To 
show that the guiding role of inhibitory neurons to 
excitatory neurons in the DGCM is necessary for the 
learning process of this network, we switched the 
activation sequence of the two types of neurons in the 
learning process and retested it on the dataset. Fig. 5A 
shows the loss of excitatory and inhibitory synaptic 
weights in two different orders. The change in the 
activation sequence of these two types of neurons had a 
significant, negative impact on the convergence of 
inhibitory neurons (Fig. 5A, upper panel, Kruskal-Wallis 
test,	𝑃 < 0.05), but it had almost no effect on the learning 
process of excitatory neurons. Furthermore, Fig. 5B and D 
show both the neuronal activity pattern of the I/O layer 
without hidden layer regulation and the pattern of the I/O 
layer after hidden layer regulation. There was sparser 
neuronal activity pattern of the I/O layer regulated by the 
hidden layer, which was quantitatively evaluated (Fig. 5C, 
left, Kruskal-Wallis test, 𝑃 < 0.001). After the regulation 
of the DGCM hidden layer, the network activity was 
significantly sparser and there was less similarity among 
patterns (Fig. 5C, right, Kruskal–Wallis test, P < 0.001), 
suggesting that the reduced similarity between the two 
patterns is the computational biological definition of PS. 
Therefore, the DGCM functionally implements PS. 

5. Discussion 

Brain-inspired neural networks have been studied 
extensively in recent years due to the advancements in 
neuroscience [46,50]. In this study, we established a 
mouse model of EE to verify its effectiveness in enhancing 
cognitive ability. The EE group showed superior PS 
compared with the CON group. Meanwhile, in the DG 
there was greater γ to θ information flow in the EE group 
than in the CON group. This suggests that the neural 
information flow from γ to θ is associated with PS. 
Accordingly, we developed a new feedforward artificial 
neural network and found that it enhanced the storage 
capability of a Hopfield networks. Clearly, the novel 

algorithm has been inspired by the coupling direction of 
neuronal oscillation and has been developed by using 
Hebbian learning, which is different from other multilayer 
feedforward learning algorithms[48,49].  

5.1.  Comparison between a Hopfield network with 
the dentate gyrus computation model and other 
models 

We developed a Hopfield network with the novel DGCM 
based on the study by Janarthanam et al. [6]. Those authors 
tried to use a DG-inspired network structure to increase the 
storage capacity of a Hopfield network. One of their key 
hypotheses was ‘expansion recoding’, which is derived 
from Marr's hypothesis of the cerebellar input layer, 
developed in the 1960s. A remarkable feature of the input 
layer is the extensive divergence from a smaller number of 
MF inputs to a much larger number of GCs. Because there 
are comparable characteristics of a pathway from the EC 
to the DG, we extended the above hypothesis to the DG, 
which is capable of PS. There are several different 
approaches to enhance the capacity of a Hopfield network. 
Kobayashi et al. improved the capacity of a Hopfield 
network by increasing the discrete state of each neuron [5]. 
Another way to enhance the storage capacity is by using 
non-monotonic continuous neurons, although this 
approach increases the computational and storage burden 
[2]. Another approach to increase the capacity of a 
Hopfield network is called absorbing neighbourhood [4]. 
Moreover, a computational model was developed based on 
the anatomical structure of the DG [44,47], which was 
used to infer how PS was executed. The required 
parameters of the model were set based on the currently 
known information about the real DG rather than dynamic 
learning. In their subsequent study, they focussed on the 
effect of CA3 on the hilus of the DG. CA3 improved both 
PS and storage capacity; therefore, the model was a better 
fit to empirical data. Compared with other models 
[31,32,51,52], the main advantage of our model is that the 
synaptic parameters are determined by the differential 
equation inspired by directional cross-frequency coupling 
rather than the constants given by the random number 
generator. Moreover, the establishment of the new model 
depends not only on its corresponding anatomical structure, 
but also on the pattern of neural oscillations, which can 
signify neuronal synaptic plasticity.  

Another work relevant to our study was carried out by 
O'Reilly et al. [31]. They were the first researchers to 
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propose the k-WTA algorithm, which had been used to 
reveal that CA1 contains neurons with several place fields. 
Compared with the traditional competitive learning 
methods, their computational model allows 𝑘 neurons to 
be activated in the second layer of the neural network. This 
leads us to believe that a soft competition algorithm could 
be used to simulate a special competitive environment, 
where there are multiple neurons that could be activated in 
the second layer of the network.  

5.2.  The role of inhibitory neurons in the learning 
process and excitatory-inhibitory assemblies 

Recently, there has been increasing attention devoted 
towards understanding the role of inhibitory neurons in the 
learning process. In optimised artificial neural networks, 
each neuron makes both excitatory and inhibitory 
connections with its targets separately. In physiological 
neurons, however, every synaptic connection is either 
excitatory or inhibitory [53]. Several studies have 
attempted to explain the role of inhibitory neurons in these 
excitatory-inhibitory (E-I) assemblies. We have shown 
that inhibitory neurons modulate the activity of excitatory 
neurons in the mouse DG. Accordingly, excitatory neurons 
are able to segment similar patterns in a stimulus-specific 
manner. Interestingly, similar results can also be found in 
thalamus [54] and the primary visual cortex (VI) [55] in 
mice. The GABAergic synapses of basal ganglia structure 
area X can precisely drive the spike of neurons in the 
dorsolateral thalamic nucleus (DLM) [54]. Similarly, 
Owen et al. not only talked about the contribution of PV 
intermediate neurons to shaping V1 computation, but also 
argued that the mechanism behind this phenomenon is E-I 
balance [55].  

The two requirements [56] to achieve E-I balance are: 
1) neurons should be connected sparsely and randomly, 
and 2) the strength of inhibitory connections should be 
high enough to balance the network, in which feedback 
excitation and inhibition could be cancelled. The 
underlying mechanism regarding the unbalanced 
distribution between excitatory neurons and inhibitory 
neurons is the update rule of Eq. (9) showing that there are 
a small number of inhibitory synapses with a stronger 
connection strength to achieve E-I balance. However, the 
physiological significance of E-I balance to achieve PS is 
still not fully understood. A computational model [57] 
showed that the balance between excitation and inhibition 
was required for high-capacity, and noise-robust neuronal 

selectivity. Moreover, the latest evidence suggests that GC 
activity could enhance the precision of memory recall [58]. 
Taken together, the E-I balance may be an important 
mechanism to achieve accurate coding in the DG. 

When the information is not distributed uniformly in 
the feature space, discovering the effective information 
hidden in the feature space could greatly improve the 
performance of machine learning [59]. This makes it 
possible to improve learning performance by using local 
information and non-homogeneity in the training sample, 
such as dividing the original problem into smaller parts 
[60]. The probabilistic neural network was improved by 
using local decision circles [61]. When the information is 
not distributed uniformly in the feature space, discovering 
the effective information hidden in the feature space can 
greatly improve the performance of machine learning [59]. 
However, the hidden layer structure has a non-adaptive 
window length and overlap ratio. Therefore, it is necessary 
to establish a dynamic approach to determine the topology 
of hidden layer integration[62].  

6. Conclusion 

Advances in neuroscience offer artificial intelligence 
researchers an unique perspective. We hve proposed a new 
algorithm to enhance the storage capacity of a Hopfield 
network. Input layer neurons, representing cross-pattern 
local features, have more chances to activate excitatory 
hidden layer neurons and to be inhibited by their 
downstream inhibitory neurons. This preserves exclusive 
local features for each mode and brings sparser and more 
orthogonal inputs to a Hopfield network. Potential 
improvement directions include the introduction of a 
probabilistic neural network or a dynamic ensemble 
learning algorithm. 
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