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**Abstract**

Research has found that value-behavior relations are usually weak to moderate. But is this really the case? This paper proposes that the relations of personal values to behavior are stronger at higher levels of value importance and weaker at lower levels. In a large, heterogeneous sample, we tested this proposition by estimating quantile correlations between values and self-reported everyday behavior at different locations along the distribution of value importance. We found the proposed pattern both for self-reports of everyday behaviors chosen intentionally to be value-expressive and everyday behaviors subject to strong situational constraints (e.g., spending allocation to clothing and footwear). Our findings suggest that value-behavior relations may be stronger than previously recognized, depending on value importance. People who attribute high importance to a value will not only engage in value-expressive behaviors more frequently, but as we move up the value importance distribution, the relations strengthen. In contrast, people who attribute low importance to a value not only engage in value-expressive behaviors less frequently, but as we move down the value importance distribution, the relations weaken. These findings provide important insight into the nature of values.
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**The Role of Value Importance in the Relationship Between Values and Behavior**

Many people seem to assume that personal values motivate behavior.[[1]](#footnote-1) This assumption may have stemmed from observations that people’s behaviors often appear to be consistent with the values they verbally express. For example, we may observe that a person who parties a lot also verbally endorses hedonism values. In contrast to this lay assumption, empirical studies have typically found weak value-behavior correlations, even when behaviors are measured by self-reports (Cieciuch, 2017). The gap between this assumption and research findings may signify that people’s assumptions are wrong. Alternatively, it is possible that lay people’s assumption of a value-behavior link is based on observations of people who behave consistently according to a value that is highly important to them. However, to the best of our knowledge, past research has ignored the possibility that value importance may have a role in value-behavior relations.

In this paper, we propose that value-behavior associations are not only non-linear, but that they vary systematically across the value importance distribution. Specifically, we expected to find stronger associations in the upper ranges of value importance and weaker associations in the lower ranges of value importance. To test our proposition, we adopted the recently developed method of quantile correlation (Choi & Shin, 2018; Li et al., 2015). This method enabled us to assess value-behavior relations at different points along a value’s distribution of importance, thereby providing a more complete picture of value-behavior relations than currently exists.

**Value-Behavior Relations**

Individuals’ values (e.g., benevolence, power) express the important, broad life goals that serve as guiding principles in their lives (e.g., Schwartz, 1992). People’s value priorities have been found to be relatively stable, with research showing little change throughout adulthood (Schuster et al., 2019). Moreover, values are thought to transcend specific situations and contexts (Schwartz, 1992). This suggests that, for example, a person who prioritizes benevolence values tends to prioritize being kind across time and in different relationships.

Values are by nature socially positive (Rokeach, 1973). However, the degree of importance people attribute to different values, and the priority they give to one value over another, has been found to vary across individuals (e.g., Schwartz, 1992). Thus, one person may prioritize stimulation values over security values, whereas another may prioritize security values over stimulation values. These differences in priorities may influence how people perceive and interpret situations and hence behave (Schwartz, 2015).

Studies of value-behavior relations have typically used carefully selected everyday behaviors presumed to express primarily one value. For example, the behavior item ‘Do[ing] risky things for the thrill of it’ was selected to express primarily stimulation values and the behavior item ‘Avoid[ing] walking alone on a dark street at night’ was selected to express primarily security values (Schwartz & Butenko, 2014). Selecting such behaviors makes it easier to specify the expected predictor values, providing the best chance of finding strong value-behavior relations. Nonetheless, the strength of observed relations, even when using self-reported behaviors, has typically been small to medium (see Bardi & Schwartz, 2003; Schwartz & Butenko, 2014; Schwartz et al., 2017).

There are many reasons why value-behavior relations may not have been found to be as strong as people tend to assume. First, values are only one of the many internal and external factors that may drive any behavior. Values are relatively broad and abstract aspects of the self, whereas behaviors are specific and concrete actions (Bardi & Schwartz, 2003). A lack of knowledge or ability or resources to act, together with situational or time constraints, may influence the enactment of a behavior. Second, multiple values can motivate any single behavior and, conversely, people can express any value through different behaviors (Schwartz, 2015). Third, even if a given value does motivate a person, the appropriate behavior may not come to mind (Verplanken & Holland, 2002), or may not be perceived as an expression of the value (Maio et al., 2009; Hanel et al., 2018). Fourth, normative pressures may weaken relations between values and behavior (Bardi & Schwartz, 2003). People may comply behaviorally with normatively expected values even when they do not prioritize those values, and people may comply with normatively expected behaviors even when their own values are not compatible with those behaviors. Value-behavior researchers have designed many studies in ways that attempted to overcome such factors (e.g., Eyal et al., 2009; Verplanken & Holland, 2002). Nonetheless, the usual value-behavior associations they have found, though often significant in the predicted direction, are rather weak.

Past research has overlooked the possibility that the strength of value-behavior relations may vary at different points along the value’s distribution of importance. In this paper, we propose that the links between values and behavior are stronger in the upper ranges of the distribution of value importance and weaker in the lower ranges. This proposition does not simply imply that greater frequency of the behavior accompanies higher levels of value importance, as would be expected with a linear correlation (e.g., Pearson). Rather, this proposition also implies that value-behavior relations should be stronger at higher levels of value importance and weaker at lower levels of value importance. Thus, an increase in value scores at higher levels of value importance should accompany a greater positive increase in value-expressive behavior than an equivalent increase at lower levels of value importance. Testing the proposition that value-behavior relations are stronger at higher levels of value importance and weaker at lower levels requires a different statistical approach from those used previously in the value-behavior literature.

Psychological research has commonly used linear models to estimate average associations or differences among group means (e.g., correlation, ordinary least squares regression (OLS), analysis of variance, and multilevel linear models). These models focus on the conditional mean of an outcome as a linear function of explanatory variables, to estimate a single relationship for each predictor. OLS can include polynomials to capture non-linear relations, but this nonetheless remains a model of the conditional mean of the outcome on these predictors, again estimating the average relations for each predictor. Thus, it cannot test whether value-behavior relations are stronger at higher levels of value importance and weaker at lower levels, as we propose. In contrast, quantile techniques, used in this paper, allow the estimation of relations at different points along the distribution of a variable of interest (see the Appendix for a discussion and comparison of OLS regression and the quantile technique we used in this paper).

**The Current Research**

Evidence that supports the idea that values motivate behavior far more strongly above a certain threshold of value importance can contribute to our understanding of the nature of values and value-behavior relations. We provide the first evidence of this by testing our proposition in a diverse sample of adults aged 18 and 75 years, across two very different types of self-reported behavior. Part 1 investigated everyday self-reported behaviors presumed to express primarily one value, that is, value-expressive behaviors (Bardi & Schwartz, 2003). We examined the strength of association between 20 refined values and a validated measure of such behaviors (Schwartz & Butenko, 2014; Schwartz et al., 2017). Part 2 investigated the allocation of monthly expenditure to specific value-expressive categories. Purchasing behaviors are vulnerable to strong situational constraints (e.g., resource scarcity, choice restrictions, social coordination, and environmental uncertainty; Hamilton et al., 2019). We asked whether situationally constrained behaviors exhibit the expected pattern of varying correlations along the distribution of value importance. Specifically, Part 2 examined the strength of association of (1) the broad value of self-enhancement with spending allocated to clothing and footwear and (2) the broad value of openness to change with spending allocated to recreation. The hypotheses were not pre-registered.

**Method**

The current study was part of a larger project that examined value-behavior relations across the adult lifespan (18 to 75 years of age). The surveys used in the current study were administered to respondents over several weeks in mid-2017, as part of a series of 5 to 10 minute online surveys. The first survey in the series measured respondents’ personal values, the fourth survey measured self-reports of their everyday behaviors, and the fifth survey measured self-reports of their monthly expenditure allocation to 11 spending categories. Between the first and fourth surveys, respondents answered questions about a wide range of traits and states and about how they spend their time. The use of a series of short surveys over time was designed to reduce respondent fatigue and common method bias (Hulland et al., 2018). All surveys including those not relevant to this study can be viewed by following this link: <https://osf.io/w6uen/>. They were all approved by The University of Western Australia Human Ethics Committee.

**Analytical Strategy**

We tested whether relations between values and self-reported value-expressive behavior differ across the distribution of value importance by estimating quantile correlations following the method of [Choi and Shin (2018)](#_ENREF_1). Quantile correlation conditions the analysis on different points along the value’s importance distribution to investigate different sensitivities or strength of relations at higher and lower levels of value importance. We examined and compared these relations at nine different quantiles (i.e., .1, .2, …, .9) of value importance. This method extends the idea of estimating relations using subsets of data (e.g., the highest quartile), but importantly includes all the data in the estimation for each quantile (see Appendix for details). Thus, it avoids splitting the data into subsets on the variable of interest which “would yield disastrous results” (Koenker & Hallock, 2001, p.147).

We first estimated the quantile regression coefficients necessary to estimate quantile correlations, using the quantile regression function (qreg) in Stata 16 (StataCorp, 2019). Each quantile (*τ)* correlation coefficient () is the geometric mean of the two quantile regression slopes, (i.e, X on Y) and (i.e., Y on X) calculated with Equation 1.
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The quantile correlation coefficient is *τ* specific. It ranges between -1 and +1, and can be interpreted like the Pearson correlation coefficient.

Quantile analysis can be done on non-continuous psychological data, but it was designed for random sampling of truly continuous variables (e.g., temperature and prices). To prepare non-continuous psychological data, such as Likert scales and behavior counts, requires small adjustments to the data. This can be done by adding random noise to smooth discrete points in the data. We used the approach of [Machado and Silva (2005)](#_ENREF_5), adding a small uniformly distributed noise to the raw value scores, in order to avoid the potentially “deleterious effects of degenerate solutions” ([Koenker, 201](#_ENREF_2)9, p. 20). Specifically, we introduced a random small perturbation[[2]](#footnote-2) to each value importance score. The perturbations had a mean of zero and standard deviation equal to .2 times the smallest distance between the unique scores for each value.[[3]](#footnote-3) The addition of this noise served the purpose well. It increased the continuity of scores while leaving them indistinguishable, on average, from the raw scores.

We used bootstrapping to estimate 95% confidence intervals conditioned around each quantile (i.e., .1, .2, …, .9) to assess differences in value-behavior correlations across quantiles. Specifically, we drew 1000 samples with replacement from the original data set (cf. Kirby & Gerlanc, 2017 on bootstrapping). We compared each quantile correlation with the median (.5 quantile) correlation. We adjusted confidence intervals to be consistent with the method of [Zou (2007)](#_ENREF_9).[[4]](#footnote-4) All code and data used to produce these results can be accessed for this project at the following link: <https://osf.io/vejwp/?view_only=c8aea5dd657f47a3af99f0295c4b7f6a>

The required sample size for quantile correlation depends on the chosen quantiles examined, the effect size, and distribution of the data. To estimate the necessary sample size, we used the R function, power.rq.test (Gong, 2016), that assesses adequacy of sample size for quantile regression. We chose a power value of .80 and a *p*-value of .05, with a normal distribution (see Cohen, 1992), as these are commonly used in psychological research. In our analyses, the samples met the sample size requirement for estimating the quantile correlations (see Supplementary Materials pp.1-3 and Table S1 for details).

**Part 1**

As the first test of our proposition, we chose behaviors with a clear conceptual link to one value. Specifically, we tested relations between the refined values (Lee et al., 2019; Schwartz, et al., 2012) and the corresponding self-reported value-expressive behaviors at different points along the value importance distribution.

**Participants and Procedures**

In this part of the study, 6023 Australian adults completed the two surveys. Of these, 5,348 (62% women; *Mage* = 48.5 years, *SD* = 15.6) provided reliable values data, as indicated in the Measures section. The respondents were citizens (91%) or residents (9%) of Australia, with 76% born in the Oceania region, 14% in Europe and 7% in Asia. The occupational distribution of respondents was 53% in paid employment, 22% retired, 13% homemakers, 7% unemployed, and 5% students. Most respondents had a post high school education; 35% had a trade certificate or diploma, 20% an undergraduate degree, and 13% a graduate diploma or degree. The median household income was between A$55,000 and A$59,999.

We drew upon data from two separate survey modules (i.e., the first and fourth in the series); the first on personal values and the fourth on value-expressive behavior. The two survey modules were administered an average of 13 days apart.

***Measures***

**Values.** We measured respondents’ values with the Schwartz Refined Values Best Worst Survey (BWVr: Lee et al., 2019). The BWVr instrument asks participants to choose the most and the least important values from 21 value sets derived from a Youden balanced incomplete block experimental design. This design ensures that all value items appear five times and every pair of items appears together once across all sets. In best-worst scaling, the latent value of a construct is estimated based on the choice frequencies (Louviere et al., 2015).

Prior to scoring the value items, we assessed the reliability of respondents’ value choices by examining the number of times each value was chosen as most important by each individual. In best-worst scaling reliability of the data can be assessed by examining the consistency of choice. Specifically, we considered responses to be reliable when respondents chose at least one value-item as most important four or five of the five times it appeared across all sets. Of the 6,023 people who responded to the values survey, 675 respondents (11%) did not meet this criterion and were excluded from the analysis, leaving 5,348 respondents.[[5]](#footnote-5) The respondents we included also appeared to be more diligent than those we excluded in their responses to the other surveys. For instance, respondents identified as reliable took significantly more time to answer the value-expressive behavior survey (median = 701 seconds) than those who were not (median = 376 seconds; *p* < .001).

To calculate relative importance scores for the 20 refined values, we used the square root of the ratio of most-to-least counts (see Lee et al., 2008). We chose this method of scoring because it produces more scale points than other scoring procedures (Louviere et al., 2015). We calculated the square root of the best-worst ratio for value j as in equation 2:
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where Vj is the score for each value, vj is the score for the jth value and Best vj is the weighted sum representing the most important score for the jth value in a set. This scoring method produced a 20 point-scale ranging from 0.25 to 4.00.

**Behavioral self-reports.** Respondents indicated how often they had performed each behavior in an expanded version of the Schwartz and Butenko’s (2014) 85-item Everyday Behavior Questionnaire (e.g., Comply with deadlines, attendance rules, dress codes and schedules at my work or school; Collect food, clothing, or other things for needy families). We added six items designed to measure behaviors expressive of the universalism-animals value (e.g., Avoid buying items that are tested on animals) from Lee and colleagues (2019). These instruments have been used successfully in five countries (e.g., Lee et al., 2019; Schwartz et al., 2017).

Respondents reported how often they engaged in each behavior during the past 12 months, relative to their opportunities to do so. The 5-point response scale was labelled 0 (never), 1 (rarely--about a quarter of the times), 2 (sometimes--about half of the times), 3 (usually--more than half the times), and 4 (always). Three to six items in the behavior survey were intended to express each value. We centered individuals’ responses to each item around that person’s mean response across their behaviors. We then averaged the responses to the items intended to express each refined value to form indices of the relevant behavioral tendency. Centering reduced possible individual differences in activity levels and in acquiescence bias (see Bardi & Schwartz, 2003). Averaging behaviors from different situations to capture a behavior tendency reduced the effects of situation specific constraints.

# Results

Figure 1 graphically presents the results of Pearson correlations (OLS) and of quantile correlations for value-behavior relations, together with their 95% confidence intervals. The solid black horizontal line and corresponding dotted lines show the Pearson correlations and their confidence intervals. The x-axis shows the quantiles of value importance that we report. The solid red line represents the estimated quantile correlations at these conditional quantiles (i.e., .1, .2, …, .8, .9), with the grey shading representing their 95% confidence intervals. Each plot allows us to compare the Pearson correlation with the quantile correlations across the entire distribution of value importance.

**Figure 1 about here**

The graphs in Figure 1 show that value-behavior relations vary across the distribution of value importance in almost every case. Figure 1 presents the values in the order of the strength of their Pearson correlations, as the expected pattern appeared to be most consistent when value-behavior relations were stronger. As expected, value-behavior relations tend to be stronger at higher levels of value importance, and weaker at lower levels, than at “average” levels. This expected pattern can be seen in 17 of the 20 graphs. To illustrate the pattern of relations, we describe the plot for the universalism-animals value and associated behaviors (see Figure 1, column 1, row 1). In this case, the Pearson correlation (*r* = .551), shown as a solid black horizontal line, clearly underestimated relations at the higher levels of value importance (e.g., at the .9 quantile the *τ* correlation coefficient = .738) and clearly overestimated relations at lower levels of value importance (e.g., at the .1 quantile = .334).

Table 1 provides the estimated Pearson correlation with their confidence intervals and the quantile correlations. In addition, tests of the differences between the median (*τ =*.5) quantile correlation and all other quantile correlations are reported. For each value, the first row presents the estimated correlations between the value and its value-expressive behavior. The two rows under each quantile correlation list the bootstrapped 95% confidence intervals for the difference between the median and all other quantile correlations. If the confidence intervals do not include zero, the quantile correlation differs significantly from the median correlation. Quantile correlations highlighted in green are significantly stronger, and those in yellow are significantly weaker, than the median correlation.

**Table 1 about here**

To illustrate the nature of value-behavior relations along the distribution of value importance, we again consider the universalism-animals value at the top of Table 1. Its median correlation (i.e., at the .5 quantile the *τ* correlation coefficient = .475) was significantly weaker than the quantile correlations at the .6 ( = .545), .7( = .613), .8 ( = .674) and .9 ( = .738) quantiles. It was also significantly stronger than the quantile correlations at the .1 ( = .334), .2 ( = .332), .3 ( = .331), and .4 ( = .397) quantiles. Further, only one quantile correlation (at the .6 quantile) was not significantly different from the Pearson correlation, which showed the same pattern of differences in the strength of relations as with the median.

Overall, Table 1 shows that value-behavior relations were stronger in 75% of the top two quantiles (.8 and .9), and 73% of the top three quantiles (.7, .8, and .9), than at the median. Moreover, value-behavior relations were weaker in 78% of the bottom two quantiles (.1 and .2), and 73% of the bottom three quantiles (.1 to .3), than at the median. Taken together, these results demonstrate the substantial gain in information afforded by examining value-behavior relations along the distribution of value importance.

As a comparison point, we also examined the results of polynomial regression to assess whether non-linear patterns of value-behavior relations can be found with this method (see Section 3 in the Supplementary Materials). In Table S2, it can be seen that OLS polynomial regression detected some form of non-linear relations (*p* < .05) in 16 of the 20 analyses. In Figure S1, it can be seen that the general overall expected pattern can be found in most cases. Nonetheless, using quantile correlations results in a richer and therefore more informative result regarding how the strength of the relations between values and behaviors changes along the value importance distribution.

**Discussion**

The results supported our proposition that value-behavior relations are stronger at higher and weaker at lower levels of value importance. We observed this expected pattern in 17 of the 20 value-behavior relations examined in Part 1. We briefly mention two possible reasons for the three exceptions and elaborate upon them in the General Discussion. In the case of the two benevolence values (caring and dependability), strong normative pressures to promote the welfare of family and friends may have induced most people, not just those who prioritize benevolence highly, to behave in ways consistent with these values. Second, where a value correlates relatively weakly with the behaviors expected to express it, as with security-societal, the behavioral items may not have been appropriate to capture the behavioral tendency in the study sample (i.e., Australians).

These findings go beyond what we know about values and their expression. They not only show that higher levels of value importance were accompanied by greater frequency of the behavior, as linear correlations signify, but also show that correlations between values and behavior were stronger at higher levels of value importance and weaker at lower levels. This provides a novel and more complete understanding of how values may relate to their associated expressive behaviors. In the next part of the paper, we examined whether the same pattern of relations was also found in everyday behaviors that have stronger situational constraints.

**Part 2**

Part 1 assessed the proposed pattern of variation in value-behavior relations across the value importance distribution with a validated measure of value-expressive behaviors, designed to be conceptually linked primarily with one value. In contrast, Part 2 assessed our proposition with behaviors vulnerable to strong situational constraints (e.g., resource scarcity, choice restrictions, social coordination, and environmental uncertainty; Hamilton et al., 2019). We asked whether, even when situational constraints are likely to weaken value-behavior associations, relations of values to behavior are stronger at higher and weaker at lower levels along the value importance continuum.

We examined the self-reported proportion of monthly expenditure people allocate to two value-expressive categories: (1) clothing and footwear and (2) recreation, in a subsample of the original respondents. We chose these categories because we expected them to express different values. Specifically, we expected the proportion of total monthly expenditure allocated to clothing and footwear to relate most strongly to values that emphasize maintaining, demonstrating, and protecting one’s social status and prestige (i.e., self-enhancement values). These values have been positively associated with materialism (e.g., Burroughs & Rindfleisch, 2002; Kilbourne et al., 2005; Kilbourne & LaForge, 2010) and with purchasing luxury brands (e.g., Roux et al., 2017). Thus, we expected people who ascribe higher importance to self-enhancement values to allocate a larger proportion of their total monthly expenditure to clothing and footwear, as a way of signaling their status. Crucially, our proposition postulates that these value-behavior correlations will also be stronger at higher levels and weaker at lower levels of the self-enhancement value importance distribution.

Similarly, we expected the proportion of total monthly expenditure allocated to recreation to relate most strongly to values that emphasize novelty, excitement, fun, and independent thought and action (i.e., openness to change values). These values have been positively associated with the frequency of leisure activities (e.g., visiting art museums: Luckerhoff et al., 2008) and with higher levels of optimum stimulation (Steenkamp & Burgess, 2002). We therefore expected people who ascribe higher importance to openness to change values to allocate a larger proportion of their total monthly expenditure to recreational activities, as a way of attaining their valued goals. Crucially, our proposition postulates that these value-behavior correlations would also be stronger at higher and weaker at lower levels of the openness to change value importance distribution.

**Participants and Procedures**

Of the 5,545 Australian adults who completed the fifth survey module, designed to elicit the allocation of monthly expenditure to each of 11 categories, 4902 provided reliable values data, as indicated in the Measures section. Their characteristics were almost identical with those reported in Part 1, as would be expected given the overlap in respondents. In this part of the paper, we focus on respondents who answered the first survey on personal values and the fifth survey on the allocation of monthly expenditure, including clothing and footwear and recreation. These surveys were administered an average of 20 days apart.

***Measures***

**Values.** Respondents’ values were measured with the Schwartz Refined Values Best Worst Survey (BWVr: Lee et al., 2019) as in Part 1, and scored in the same manner. We used the basic values to calculate the higher order values, following Schwartz and colleagues (2012). Specifically, we computed the broad value of self-enhancement by averaging the basic values of power and achievement and the broad value of openness to change by averaging the self-direction and stimulation values.[[6]](#footnote-6)

As in Part 1, we assessed the reliability of respondents’ value-item choices to identify respondents who were less consistent in their value choices. Of the 5,545 people who responded to the values survey, 643 respondents (12%) did not meet the reliability criterion identified in Part 1 and were excluded from the analysis, leaving 4,902 respondents.[[7]](#footnote-7)

**Self-reported spending allocation.** Respondents were asked to report their average monthly expenditure allocation to 11 major spending categories, selected from the Australian Bureau of Statistics household expenditure survey (Australian Bureau of Statistics, 2017). Specifically, respondents indicated how much money, to the nearest dollar, they currently allocate on average every month to each of 11 categories. We then calculated the proportion allocated to recreation and to clothing and footwear by dividing the expenditure in these two categories by the total allocated across all 11 categories.

**Results and Discussion**

Figure 2 graphically presents the results of Pearson correlations (OLS) and of quantile correlations for value-behavior relations, together with their 95% confidence intervals. Despite potentially strong situational constraints, the graphs in Figure 2 show the expected pattern of value-behavior relations along the distribution of value importance. As expected, value-behavior relations were stronger at higher, and weaker at lower levels, of value importance than at “average” levels. For example, for the relations between self-enhancement values and the proportion of monthly expenditure allocated to clothing and footwear, the Pearson correlation (*r* = .090) underestimated relations at higher levels of value importance (.8 and .9 quantiles) and overestimated relations at lower levels of value importance (.1, .2, .3, .4, .5, and .6 quantiles). Similarly, for relations between openness to change values and proportion of monthly expenditure allocated to recreation, the Pearson correlation (*r* = .088) underestimated relations at higher levels of value importance (.8 and .9 quantiles) and overestimated relations at lower levels of value importance (.1, .2, and .3 quantiles).

**Figure 2 about here**

Table 2 provides the point estimate of the Pearson correlations and their confidence intervals, and the quantile correlations. As with Table 1, tests of the difference between the median (.5 quantile) and all other quantile correlations are reported. As in Part 1, the first row presents the estimated correlations between the values and related spending behavior. The two rows under each quantile correlation list the bootstrapped 95% confidence intervals for the difference between the median and all other quantile correlations. If the confidence intervals do not include zero, the quantile correlation differs significantly from the median correlation.

**Table 2 about here**

The median correlation between self-enhancement values and proportion of spending allocated to clothing and footwear (i.e., at the .5 quantile = .052) was significantly weaker than the quantile correlations at the .7( = .091), .8 ( = .122), and .9 ( = .187) quantiles. The median correlation was also significantly stronger than the quantile correlations at the .1 ( = .000), .2 ( = .000), and .3 ( = .026) quantiles. Similarly, the median correlation (i.e., at the .5 quantile = .081) between openness to change values and proportion of spending allocated to recreation was significantly weaker than the quantile correlations at the .8 ( = .149) and .9 ( = .172) quantiles and significantly stronger than the quantile correlations at the .1 ( = .000), .2 (= .000) and, .3 ( = .000) quantiles.

Although these results were more modest than those in Part 1, the patterns of relations still supported the key proposition of the Study that the correlations between values and behavior would be stronger at higher levels of value importance and weaker at lower levels of value importance. This goes beyond what the Pearson correlations convey, that there were positive relations between values and value-expressive behavior. It also goes beyond results from the polynomial regression, which in addition to linear effects finds a quadratic effect for spending allocation to clothing and footwear (see Table S3 and Figure S2). Thus, quantile correlation provided a more complete view of the relations between values and behavior even in contexts with strong situational constraints.

For both types of spending behavior the Pearson correlations found with the mean-centered approaches were so low that practitioners might be tempted to ignore values as factors in purchasing. Knowing, however, that the variance in money spent on these types of purchases increased by approximately 10% at higher levels of value importance might have significant implications for marketing.

**General Discussion**

We proposed that values may be more strongly related to behavior than was previously recognized. More specifically, we hypothesized that value-behavior correlations are stronger at higher levels, and weaker at lower levels, of the value importance distribution. Using the novel method of quantile correlation, we provided support for this proposition by examining self-reports of everyday behaviors chosen intentionally to be value-expressive and everyday behaviors subject to strong situational constraints (i.e., spending allocations to clothing and footwear and to recreation). Thus, our results provide insight into both value-behavior relations and the nature of values. That is, highly important values may motivate behavior more strongly than previously recognized. This insight suggests that similar patterns of associations may exist for the links of values to other related variables such as goals, attitudes. Studying these links with quantile correlation has the potential to advance substantially our understanding of how values relate to many other variables.

It is important, nonetheless, to note that there were some exceptions to the expected pattern of associations. While the proposed variation in the strength of value-behavior relations emerged in 17 of the 20 assessments in Part 1 and in both assessments in Part 2, these patterns were not evident in every case. We suggest possible theoretical and statistical explanations for the exceptions.

First, the proposed pattern may not occur in the presence of normative pressure. Bardi and Schwartz (2003) reported that value-behavior correlations were weaker for especially normative values and for behaviors that were especially common. Benevolence-dependability and benevolence-caring did not exhibit significantly stronger correlations at the higher quantiles than at the median in Part 1. These values were by far the two most normative values in our sample, as evidenced by the fact that their average ratings of value importance were the highest of all values. Thus, there was probably strong normative pressure to behave consistently with them and people may have felt less free to express their own values. Both those who attributed high importance to these two values and those who did not, are likely to behave consistently with them. The former do so as an expression of their own values, the latter do so because they comply with the normative pressure. Thus, normative pressures can attenuate or even eliminate the proposed variation in the strength of value-behavior relations across the importance distribution of a value.

The normative pressure argument may be especially relevant for benevolence-dependability, where both the value and value-expressive behavior had the highest mean levels in the sample. People who value conformity highly are particularly prone to normative influence (Lo¨nnqvist et al., 2006) and also likely to value benevolence. These people would occupy the moderate-high area in the benevolence values distributions, but perform benevolence behaviors with a higher than expected frequency, not because they value benevolence moderately, but because they value conformity highly and are more likely to succumb to normative pressures. This may explain the higher value-behavior correlations found in the moderate benevolence-dependability region.

Second, variation in the strength of correlation with a behavior across the importance distribution of a value is unlikely to occur for behaviors that are not truly expressive of the value. This may have been the problem with the security-societal value in Part 1. Its correlation was the weakest of all of the value-behavior relations in Table 1 (Pearson *r* = .136 and median .5 quantile = .067). The behavioral indicators we adopted for security-societal were developed for a Russian sample (Schwartz & Butenko, 2014). These indicators may not have been value expressive for Australians at the time of the survey. For example, the item “In a conversation, speak in favor of maintaining a strong national defense” may have been less relevant in Australia than in countries with shared borders and/or ones that are exposed to recent or imminent conflicts. Behaviors that express security-societal values may vary greatly across countries, making it problematic to adopt them. Behaviors that are poor examples of a value in a context are unlikely to show the expected pattern of value-behavior relations. They are simply not value-expressive.

In summary, across two studies, measuring very different types of self-reported value-expressive behaviors, we provided the first evidence that people who ascribe high importance to a value will not only engage in value-expressive behaviors more frequently, but as we move up the value importance distribution, the relations strengthen. Moreover, people who ascribe low importance to a value not only engage in value-expressive behaviors less frequently, but as we move down the value importance distribution, the relations weaken. This provides a more complete picture of relations between values and behavior than previously recognized.

**Limitations and Future Directions**

Relying on self-reports of behavior is certainly less desirable than actual behaviors. It was necessary in this pioneering research in order to be able to reach large numbers of participants and to study 20 values and sets of expressive behaviors in Part 1. Moreover, most research on value-behavior relations has been done with self-reported behaviors, so the insights we derived are relevant to that vast body of research. Furthermore, past research has produced similar patterns of value-behavior correlations whether the behaviors studied were self-reported, other-reported, or actual. For example, actual selfish behavior in a money allocation experiment (Schwartz, 1996) had the same pattern of correlations with ten basic values as self-reported and other-reported selfish behaviors in a survey (Bardi & Schwartz, 2003). This suggests that the current findings are likely to apply to actual behaviors. Nonetheless, future research should seek to replicate our findings with actual behaviors.

A related limitation is our use of self-reports for both values and behavior. This may have amplified value-behavior correlations as respondents sought to be consistent. We tried to mitigate consistency effects by measuring values and behavior on separate occasions, approximately two weeks apart, and by having respondents complete at least two survey modules with different content during the intervening weeks. Further, the strength of the linear value-behavior correlations we obtained was similar to the correlations prevalent in the literature. This suggests that the postulated pattern we observed may have been present in many of those studies, too.

A growing number of psychological studies employ the quantile regression method to examine variability in the impact of individual difference characteristics along quantiles of a predicted variable (e.g., Dauvier et al., 2019; Dumas, 2018; Pargulski & Reynolds, 2017). The use of quantile correlations opens the door to examine variability in relations along quantiles of predictor variables, which may lead to new insights. For example, using quantile regression, Rogers and Joiner (2018) showed that relations of suicide risk factors to suicidal ideation were strong at higher quantiles of suicidal ideation, but weak or nonsignificant at median levels. By using quantile correlations, it would be possible to uncover whether the strength of these relations also varies along quantiles of suicide risk factors. Quantile correlation could also be used to uncover potential protective factors that reduce suicide risk-ideation relations. Further, many existing, large data sets include psychological constructs that could be re-examined with quantile correlations. This would be especially useful for understanding people who have scores far from the mean on psychological characteristics (e.g., highly neurotic individuals or very high and low achievers). Initial research of this type is likely to be exploratory, but our findings may help guide the formation of formal, pre-registered hypotheses.

Researchers are generally being encouraged to expand their populations of participants, both in terms of size and diversity, to improve the potential for generalizing findings (Kitayama, 2017). Not only does the current paper do this, but it also illustrates the importance of sample diversity. Relatively homogeneous samples, such as university students in a specific field (e.g., psychology students) may mask the effects we find in our sample if the studied values are of low importance in this population (e.g., tradition values). However, for values that tend to be highly important to students (e.g., self-direction values), we may witness an inflated value-behavior correlation compared to general populations. As illustrated by spending behavior in Part 2, at low levels of value importance, values sometimes have no perceptible association with behaviors that are presumed to express them, but at higher levels of value importance, they show stronger associations. This has implications for selecting appropriate samples and for explaining failures to replicate value-behavior relations in particular samples. For instance, universalism values tend to be especially important in West Europe but only moderately important in North America (Schwartz, 2006). Hence, relations of Universalism values to behavior found in West Europe may not replicate in samples from North America. Applying quantile correlation to re-examine past value-behavior studies may clarify why findings did or did not replicate across studies.

A note of caution is that the analyses of the more extreme quantile correlations can require relatively large sample sizes, depending on the relations between focal constructs and the standard deviations in the sample (see Section 2, Table S1 in the Supplementary Material). When large samples are not available, values researchers may draw on the current study to suggest where to focus the power they have. For instance, the current research suggests that a threshold for stronger value-behavior relations may be at or above the 70th percentile of the value importance distribution. Researchers might compare the quantile correlations estimated at .75, .5, and .25 on a focal value. However, where behavior is subject to strong situational pressures, such as the spending behaviour examined in Part 2, the examination of higher quantiles may be necessary. For instance, we expected and found low value-behavior correlations between self-enhancement and spending on clothing and footwear with Pearsons correlation (.090). It is therefore striking that the correlation in the highest quantile of self-enhancement (.187) was the same as the average median correlation (.19) between individual differences found across 708 meta-analytic correlations (Gignac & Szodorai, 2016).

Alternatively, researchers might compare individuals who ascribe their highest priority to a particular value (e.g., self-direction) with those who ascribe their highest priority to the opposing value (e.g., conformity). The value to which an individual ascribes highest priority may be especially important in guiding behavior. Although comparisons of extreme groups within a sample is not generally advised (Preacher et al., 2005), including this as an additional analyses may provide further information about value-behavior relations. As an illustration, in Part 2, those in the top quartile of the importance distribution of self-enhancement values allocated almost twice as much ($86) to clothing and footwear in a month as those in the bottom quartile ($49; *t* = 3.625, *p* < .001).

**Conclusion**

The current research revealed that the strength of value-behavior relations varied in a meaningful non-linear pattern. Knowing that value-behavior relations may be stronger at higher levels of value importance and weaker at lower levels is central to progress in the field of values research. We should no longer conclude that values relate only weakly to behavior as mean centered analyses suggest. Our results indicated that, when specific values are highly important to individuals, they seem to provide a much stronger guide for behavior than previously recognized.

## **Data Accessibility Statement**

Materials can be accessed at <https://osf.io/w6uen/>

Scripts and Data can be accessed at <https://osf.io/vejwp/?view_only=c8aea5dd657f47a3af99f0295c4b7f6a>
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**Appendix: A Comparison of OLS Regression and Quantile Techniques**

OLS, including those with polynomial terms, and quantile regression both use all of the data in their estimations. However, some important differences between these techniques led us to adopt quantile correlations in this paper. First, OLS regression estimates one equation producing a single relationship for each independent variable. In contrast, quantile regression produces a relationship at each chosen quantile. To do this, a different loss function is utilized. In quantile regression the loss function is the minimization of the sum of weighted absolute residuals (Wenz, 2019), whereas in OLS regression it is the sum of the squared residuals (Cameron & Trivedi, 2009). Second, quantile regression weights the residuals differently from OLS regression in the loss function. OLS regression treats the positive and negative residuals as equally important (i.e., equally weighted), whereas quantile regression gives positive residuals an importance equal to the chosen quantile ( which is between 0 and 1, and negative residuals an importance equal to 1-.[[8]](#footnote-8) Only for the median regression (equivalent to = 0.5) do the residuals receive equal importance (i.e., equal weighting) as they do in OLS regression. Thus, quantile regression allows researchers to examine whether significant differences exist between quantile coefficients at different points along the predicted variable’s distribution (e.g., at the .25 quantile, at the median, or at the .75 quantile). This paper refers to the quantiles in terms of the proportion or percent of the sample below each quantile (e.g., *τ* = .25, the 25th percentile).

Quantile regression allows researchers to assess whether relations are stronger at higher levels and weaker at lower levels of a predicted variable. However, this method is not directly applicable to our analyses because it is designed to examine the effect of predictor variables (e.g., values) at different points along the distribution of the predicted (e.g., behavior) variable. In our case, we wished to examine the effect at different points along the distribution of a predictor variable (values) on the predicted variable (behavior). The quantile correlation technique developed by Choi and Shin (2018) solved this problem. This technique extends quantile regression to estimate quantile correlations in which neither variable is explicitly the predicted or predictor variable, as is also the case with Pearson correlation. This technique permits researchers to estimate correlations at different quantiles of either of the two variables and uncover where in a distribution relations may differ. Thus, this method enabled us to test our proposition that value-behavior relations are stronger at higher levels and weaker at lower levels along the distribution of value importance.

**Table 1**

*Pearson and Quantile Correlations of Values with their Expressive Behaviors*

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | | Pearson | | *τ* = .1 | | *τ* = .2 | | *τ* = .3 | | *τ* = .4 | | *τ* = .5 | | *τ* = .6 | | *τ* = .7 | | *τ* = .8 | *τ* = .9 |
| Universalism- animals | | **.551** | | **.334** | | **.332** | | **.331** | | **.397** | | **.475** | | **.545** | | **.613** | | **.674** | **.738** |
| .532 | | -.168 | | -.163 | | **-.165** | | -.092 | |  | | .054 | | .123 | | .178 | .236 |
| .570 | | -.117 | | -.121 | | -.122 | | -.064 | |  | | .085 | | .157 | | .219 | .292 |
| Universalism- nature | | **.487** | | **.301** | | **.289** | | **.302** | | **.385** | | **.436** | | **.476** | | **.517** | | **.566** | **.650** |
| .466 | | -.163 | | -.169 | | -.154 | | -.064 | |  | | .028 | | .064 | | .109 | .180 |
| .507 | | -.112 | | -.127 | | -.114 | | -.034 | |  | | .054 | | .100 | | .157 | .242 |
| Tradition | | **.425** | | **.229** | | **.269** | | **.292** | | **.296** | | **.303** | | **.318** | | **.382** | | **.489** | **.621** |
| .403 | | -.096 | | -.051 | | -.028 | | -.017 | |  | | .006 | | .048 | | .154 | .298 |
| .447 | | -.056 | | -.014 | | .002 | | .004 | |  | | .029 | | .101 | | .217 | .349 |
| Universalism- concern | | **.382** | | **.219** | | **.282** | | **.356** | | **.373** | | **.398** | | **.397** | | **.401** | | **.416** | **.437** |
| .359 | | -.201 | | -.151 | | -.055 | | -.037 | |  | | -.016 | | -.013 | | -.004 | .015 |
| .405 | | -.153 | | -.088 | | -.027 | | -.010 | |  | | .015 | | .030 | | .045 | .073 |
| Stimulation | | **.332** | | **.185** | | **.197** | | **.205** | | **.247** | | **.320** | | **.348** | | **.380** | | **.406** | **.448** |
| .307 | | -.159 | | -.146 | | -.132 | | -.086 | |  | | .016 | | .041 | | .062 | .081 |
| .355 | | -.108 | | -.103 | | -.096 | | -.054 | |  | | .045 | | .086 | | .113 | .157 |
| Power- resources | | **.312** | | **.143** | | **.164** | | **.179** | | **.208** | | **.227** | | **.255** | | **.294** | | **.374** | **.525** |
| .288 | | -.104 | | -.085 | | -.061 | | -.031 | |  | | .013 | | .048 | | .112 | .254 |
| .336 | | -.069 | | -.049 | | -.036 | | -.012 | |  | | .041 | | .084 | | .176 | .337 |
| Universalism- tolerance | | **.310** | | **.185** | | **.238** | | **.280** | | **.296** | | **.322** | | **.334** | | **.353** | | **.375** | **.370** |
| .286 | | -.163 | | -.112 | | -.059 | | -.039 | |  | | -.002 | | .006 | | .025 | .014 |
| .334 | | -.110 | | -.061 | | -.019 | | -.009 | |  | | .029 | | .057 | | .085 | .087 |
| Self-direction thought | | **.297** | | **.197** | | **.234** | | **.282** | | **.261** | | **.244** | | **.278** | | **.328** | | **.368** | **.399** |
| .273 | | -.076 | | -.037 | | .017 | | .003 | |  | | .012 | | .063 | | .098 | .123 |
| .322 | | -.021 | | .014 | | .057 | | .034 | |  | | .051 | | .102 | | .148 | .190 |
| Power- dominance | | **.295** | | **.099** | | **.180** | | **.153** | | **.202** | | **.231** | | **.258** | | **.285** | | **.325** | **.416** |
| .270 | | -.158 | | -.074 | | -.099 | | -.049 | |  | | .011 | | .033 | | .069 | .128 |
| .319 | | -.109 | | -.037 | | -.059 | | -.019 | |  | | .039 | | .076 | | .128 | .225 |
| Benevolence- dependability | | **.262** | | **.132** | | **.254** | | **.309** | | **.391** | | **.392** | | **.348** | | **.277** | | **.221** | **.067** |
| .237 | | -.315 | | -.174 | | -.105 | | -.025 | |  | | -.064 | | -.141 | | -.251 | -.357 |
| .287 | | -.188 | | -.101 | | -.052 | | .021 | |  | | -.013 | | -.085 | | -.137 | -.273 |
| Achievement | | **.256** | | **.142** | | **.138** | | **.171** | | **.199** | | **.211** | | **.223** | | **.254** | | **.312** | **.353** |
| .231 | | -.097 | | -.096 | | -.058 | | -.025 | |  | | -.001 | | .020 | | .068 | .081 |
| .281 | | -.055 | | -.058 | | -.031 | | -.002 | |  | | .020 | | .062 | | .119 | .171 |
| Conformity- interpersonal | **.245** | | **.162** | | **.162** | | **.166** | | **.172** | | **.174** | | **.183** | | **.194** | | **.326** | | **.430** |
| .220 | | -.034 | | -.028 | | -.022 | | -.016 | |  | | -.002 | | -.001 | | .118 | | .210 |
| .270 | | .008 | | .006 | | .006 | | .005 | |  | | .022 | | .039 | | .185 | | .288 |
| Self-direction action | **.229** | | **.111** | | **.067** | | **.088** | | **.212** | | **.152** | | **.213** | | **.264** | | **.306** | | **.342** |
| .201 | | -.084 | | -.127 | | -.104 | | .028 | |  | | .022 | | .080 | | .114 | | .147 |
| .252 | | -.003 | | -.049 | | -.026 | | .089 | |  | | .085 | | .143 | | .188 | | .232 |
| Face | **.227** | | **.080** | | **.154** | | **.145** | | **.178** | | **.180** | | **.197** | | **.224** | | **.285** | | **.317** |
| .201 | | -.126 | | -.048 | | -.055 | | -.017 | |  | | .006 | | .023 | | .068 | | .089 |
| .252 | | -.078 | | -.008 | | -.018 | | .010 | |  | | .031 | | .061 | | .132 | | .178 |
| Security- personal | **.221** | | **.089** | | **.070** | | **.221** | | **.188** | | **.232** | | **.259** | | **.270** | | **.283** | | **.246** |
| .195 | | -.172 | | -.186 | | -.037 | | -.082 | |  | | .005 | | -.005 | | .019 | | -.017 |
| .246 | | -.080 | | -.104 | | .036 | | -.008 | |  | | .069 | | .078 | | .097 | | .070 |
| Hedonism | **.209** | | **.128** | | **.135** | | **.136** | | **.209** | | **.224** | | **.224** | | **.250** | | **.237** | | **.248** |
| .184 | | -.129 | | -.116 | | -.110 | | -.040 | |  | | -.052 | | .005 | | -.059 | | -.031 |
| .235 | | -.068 | | -.067 | | -.067 | | .002 | |  | | .014 | | .044 | | .045 | | .069 |
| Benevolence- caring | **.209** | | **.208** | | **.227** | | **.226** | | **.225** | | **.238** | | **.187** | | **.237** | | **.072** | | **.205** |
| .184 | | -.060 | | -.068 | | -.031 | | -.028 | |  | | -.120 | | -.020 | | -.189 | | -.068 |
| .235 | | -.001 | | .008 | | .006 | | .003 | |  | | -.005 | | .020 | | -.145 | | -.007 |
| Humility | **.206** | | **.121** | | **.112** | | **.107** | | **.107** | | **.122** | | **.104** | | **.210** | | **.347** | | **.419** |
| .180 | | -.018 | | -.024 | | -.030 | | -.024 | |  | | -.032 | | .039 | | .174 | | .249 |
| .232 | | .020 | | .005 | | -.000 | | -.005 | |  | | .004 | | .139 | | .251 | | .333 |
| Conformity- rules | **.206** | | **.143** | | **.177** | | **.157** | | **.129** | | **.087** | | **.100** | | **.266** | | **.296** | | **.274** |
| .180 | | .031 | | .068 | | .058 | | .032 | |  | | .005 | | .157 | | .163 | | .042 |
| .232 | | .086 | | .103 | | .083 | | .051 | |  | | .027 | | .199 | | .237 | | .238 |
| Security-  societal | **.136** | | **.050** | | **.112** | | **.083** | | **.161** | | **.067** | | **.161** | | **.052** | | **.148** | | **.045** |
| .110 | | -.046 | | .007 | | -.003 | | .021 | |  | | .074 | | -.032 | | -.010 | | -.047 |
| .163 | | -.001 | | .110 | | .094 | | .122 | |  | | .108 | | -.000 | | .125 | | -.001 |

*Note. N =* 5,348. Results are ordered by the strength of Pearson correlation. The first row for each value presents the estimated correlation between the value and its value expressive behavior (in bold). The second and third rows under the quantile correlation list the bootstrapped confidence intervals. For the Pearson estimate, the intervals are of the point estimate, based on the same ‘jittered’ data as with the quantile estimates. For the quantile estimates the intervals are for the difference between the respective quantile correlation and the median (.5 quantile) correlation. Quantile correlations highlighted in green are significantly stronger and those in yellow are significantly weaker than the median correlation.

**Table 2**

*Quantile Correlations of Higher Order Values with Self Reported Spending Allocation to Clothing and Footwear and Recreation*

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Pearson | *τ* = .1 | *τ* = .2 | *τ* = .3 | *τ* = .4 | *τ* = .5 | *τ* = .6 | *τ* = .7 | *τ* = .8 | *τ* = .9 |
| Self-enhancement & clothing & footwear | **.090** | **.000** | **.000** | **.026** | **.046** | **.052** | **.058** | **.091** | **.122** | **.187** |
| .062 | -.072 | -.072 | -.047 | -.026 |  | -.007 | .018 | .027 | .054 |
| .118 | -.029 | -.029 | -.010 | .007 |  | .024 | .070 | .108 | .217 |
| Openness to change & recreation | **.088** | **.000** | **.000** | **.000** | **.074** | **.081** | **.082** | **.108** | **.149** | **.172** |
| .060 | -.104 | -.104 | -.097 | -.021 |  | -.013 | -.008 | .021 | .016 |
| .115 | -.053 | -.053 | -.037 | .008 |  | .026 | .055 | .100 | .165 |

*Note.* *N* = 4,902. The first row for each value presents the estimated correlation between the value and its value expressive behavior (in bold). The second and third rows under the quantile correlation list the bootstrapped confidence intervals. For the Pearson estimate, the intervals are of the point estimate, based on the same ‘jittered’ data as with the quantile estimates. For the quantile estimates the intervals are for the difference between the respective quantile correlation and the median (.5 quantile) correlation. Quantile correlations highlighted in green are significantly stronger and those in yellow are significantly weaker than the median correlation.

**Figure 1**

*Quantile and Pearson Correlations for 20 Refined Values and their Value-Expressive Behaviors*
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*Note.*Red lines join the point estimates of quantile correlations at the .1, .2, .3, .4, .5, .6, .7, .8, and .9 quantiles. The shaded areas indicate the 95% confidence intervals around the quantile correlations. The horizontal solid black lines show the Pearson correlations with their 95% confidence intervals indicated by the dotted lines above and below them.

**Figure 2**

*Quantile and Pearson Correlations for Higher Order Values and Spending on Clothing and Recreation.*

|  |  |
| --- | --- |
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*Note.*Red lines join the point estimates of quantile correlations at the .1, .2, .3, .4, .5, .6, .7, .8, and .9 quantiles. The shaded areas indicate the 95% confidence intervals around the quantile correlations. The horizontal solid black lines show the Pearson correlations with their 95% confidence intervals indicated by the dotted lines above and below them.

1. See Supplementary Materials p.1 for results of an empirical study that supports this statement. [↑](#footnote-ref-1)
2. Also referred to as “jittering” by [Machado and Silva (2005)](#_ENREF_5). We used the perturb function in Stata (version 16) for the estimation. [↑](#footnote-ref-2)
3. This level of perturbation or jittering is consistent with the jitter function in R (Stahel & Maechler, nd). [↑](#footnote-ref-3)
4. [Zou (2007](#_ENREF_9)) developed this extension to better account for sampling distribution skewness when estimating Pearson correlations. [↑](#footnote-ref-4)
5. Results using the full sample are presented in Section 4, Figure S3 and Table S4 in the Supplementary Materials. These results are very similar, but show less differentiation between quantiles closer to the median. [↑](#footnote-ref-5)
6. We repeated these analyses including face in self-enhancement and including hedonism in openness to change, as hedonism was more strongly correlated with openness to change than self-enhancement. The expanded three value indices correlated highly with the two value indices (.90 for self-enhancement and .87 for openness to change). Results of the analyses were almost identical. [↑](#footnote-ref-6)
7. As in Part 1, the results using the full sample were very similar. These results are in presented in Section 4, Figure S4 and Table S5. [↑](#footnote-ref-7)
8. The quantile regression estimates the parameters of the conditional quantile function byminimizing (Wenz, 2019). See also Cameron and Trivedi (2009) for further discussion. [↑](#footnote-ref-8)