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# Introduction

‘Revenge porn’ typically occurs when an ex-partner shares private sexual images (PSI) of their former partner in order to seek retribution for the ending of a relationship.[[2]](#footnote-2) Additionally, ‘revenge pornography’ can involve distribution of PSI which were obtained through hacking of a storage device or software, recordings of sexual assault, images obtained through voyeurism, and even explicit images which have been manipulated (photoshops and deepfakes). The practice also encompasses the re-posting of these images once they have been made available online.[[3]](#footnote-3) What all of these situations have in common, is that irrespective of how the private sexual images or videos are obtained, they are publicly shared without the consent of the person depicted.[[4]](#footnote-4)

Non-consensual distribution of PSI can frequently result in harmful consequences for victims as they are often identified by the perpetrator, while the distributors remain anonymous. According to the Cyber Civil Rights Initiative, in 59% of cases the full name of the individual was provided.[[5]](#footnote-5) Further, 49% gave links to social networking pages, 26% provided an email address, 20% gave the individual's phone number, 16% gave the individual's home address and in 14% of cases the work address was provided. As a result, victims are often threatened with physical violence and experience psychological abuse. Additionally, 93% of victims experienced significant stress and anxiety and 49% have reported being stalked or harassed as a result.[[6]](#footnote-6) ‘Revenge pornography’ can also lead to professional costs. It is not uncommon for future employers to research candidates on the internet and sexual images online can diminish one’s chances of securing employment.

Publication of PSI can occur on specific ‘revenge pornography’ websites, adult entertainment websites, messaging boards, social media platforms or by emailing numerous recipients. All of this can be achieved with a phone, anywhere, using 3-4G technology.[[7]](#footnote-7) It is estimated that currently, there are almost 3000 ‘revenge pornography’ websites.[[8]](#footnote-8) Online distribution of images through communication platforms is simple – involving only a few clicks. Furthermore, images can be collated and disseminated in bulk with ease, as was the case for Lauren Evans, whose images were circulated as part of a larger document that was shared at her former school.[[9]](#footnote-9) Due to the nature of online communication, images shared online can be seen by broad audiences and reproduced multiple times.[[10]](#footnote-10) The difficulty in removing PSI from the internet, once they are uploaded online, often means that harms stemming from this practice are significant and long-lasting.[[11]](#footnote-11)

If the website hosting the image agrees to take a specific image down, it can still be re-uploaded. Many websites do not have the technology to match and remove re-posted images. Facebook, in 2018, announced that it would implement PhotoDNA technology to tackle ‘revenge pornography’. This technology takes an uploaded photo and converts it to a numerical value – a hash. That hash can then be stored and compared to uploads of images to prevent that image from being uploaded again. However, the image can still be published on other websites and a link to the depicted person’s Facebook profile can also be provided. This will not be prevented by the PhotoDNA technology since the image itself will not appear on Facebook.[[12]](#footnote-12)

Many websites have reporting mechanisms to request the takedown of private sexual images, but this reliance on website terms of service can be limiting. To report an image on Facebook, for example, one must have a Facebook account. More worryingly, websites dedicated to ‘revenge porn’ are not usually willing to remove content from their websites. In order to effectively tackle ‘revenge porn’, websites disseminating such images ought to be held legally accountable, since they are deriving revenue from this practice. Further, by creating specific platforms dedicated to this purpose, they are making the practice of ‘revenge porn’ easier and promoting social acceptance of abusive behaviours. However, the legal methods to force websites to take down images from online are largely ineffective.

This article considers the mechanisms available to victims of ‘revenge porn’ to require the takedown of their images from the internet. It considers first the criminal offence introduced in 2015, and concludes that its limited scope,[[13]](#footnote-13) combined with the requirement of ‘actual knowledge’[[14]](#footnote-14) to make website providers liable, makes this an insufficient remedy for takedown of ‘revenge porn’ images and videos. Moving on, then, to human rights and privacy laws, the article discusses the applicability of Article 8 of the European Convention on Human Rights to ‘revenge porn’, and how this intertwines with requests for its removal. The article addresses historical ‘breach of confidence’ cases, then considers the post-1998 Human Rights Act cases which established ‘misuse of private information’ as a separate category of action.[[15]](#footnote-15) In considering these, it highlights the weaknesses of each cause of action, notably its ability to scale, as well as the difficulty of identifying perpetrators.

After identifying the weaknesses of both the criminal and tort law remedies for image takedown, the article moves on to consider a remedy which is applicable in some 80% of cases. The article suggests that copyright is an efficient and appropriate mechanism for demanding the removal of images from cyberspace in a majority of ‘revenge porn’ situations. An automatic, non-registrable right which arises at creation, it also provides the holder with the right to prevent distribution or reproduction of their work.

The role of copyright law in dealing with ‘revenge pornography’ can be seen as problematic. This is because it focuses on providing copyright owners with a bundle of property rights to their images and films. McGlynn and Rackley argued that this may be disadvantageous for ‘revenge porn victims’ as it misrepresents the harm involved in this practice and shifts the issue from sexual abuse to property rights.[[16]](#footnote-16) As a result, copyright law cannot effectively address the attitudes that underpin ‘revenge pornography’ and the sexual shame that victims feel after the online exposure. However, as Levendowski highlights, copyright law remains a cost-effective solution which can offer a stronger protection to ‘revenge porn’ victims than tort laws.[[17]](#footnote-17) Victims do not need to hire a lawyer or to have an official registration document to submit a takedown notice.[[18]](#footnote-18) Also, websites hosting PSI are not immune from copyright infringement, unlike from tortious claims.[[19]](#footnote-19)

This article adopts a doctrinal analysis and outlines the requirements for copyright protection, as well as the availability and effectiveness of notice and takedown as a removal mechanism for private sexual images. The qualitative analysis of legal doctrine acknowledges that there are still weaknesses and areas which lack coverage in using copyright law for takedown. The article proposes a copyright-style notice and takedown regime that would provide an appropriate and efficient remedy for victims of ‘revenge porn’ to achieve removal of their PSI from the internet.

# Terminology

‘Revenge porn’ is a well-used term in contemporary media, discourse and society. The UK Safer Internet Centre defines ‘revenge porn’ as ‘sexually explicit media that is publicly shared online without consent of the pictured individual’.[[20]](#footnote-20) Hall and Hearn define ‘revenge pornography’ as the ‘online and offline non-consensual distribution, or sharing, of genuine or fake explicit images of someone else by ex-partners, others in order to seek revenge, for entertainment or for political motives’.[[21]](#footnote-21) Further, they point out that whilst the term ‘revenge pornography’ is problematic, it remains the most well-used term to describe this phenomenon. As a result, they use the term ‘revenge pornography’ in inverted commas, as the cultural reference it has become, not as distinct analytical or political category.

This article adopts a similar approach to Hall and Hearn and uses the term ‘revenge pornography’ in inverted commas as a cultural reference. This is particularly the case since the article is not only concerned with perpetrators disseminating ‘revenge pornography’, but additionally with related actors, including websites hosting such images. Similar to Hall and Hearn, ‘revenge pornography’ is defined broadly, to encompass the non-consensual distribution of real and digitally altered private, sexual images (PSI).[[22]](#footnote-22) The term ‘images’ encompasses both photographs and videos for the purposes of this article. This definition includes images distributed by ex-partners, people known to the victim, hackers and others who came across PSI on lost/stolen phones. It is also concerned with primary distributers of PSI who initially share the images with the wider public, and secondary distributers who later disseminate them further.[[23]](#footnote-23) It is necessary to include secondary distributors as they often assist in the images being shared more broadly.[[24]](#footnote-24) This would cover online platforms which facilitate the spread of ‘revenge pornography’ and the harassment that this practice entails. Without secondary distributers or hosting online platforms this practice would not be so widespread, nor the impact so devastating. [[25]](#footnote-25) As such, a legislative regime to require image removal must be broad enough to cover both primary and secondary distribution.

# Criminal Law Addressing ‘Revenge Porn’

Section 33 Criminal Justice and Courts Act (CJCA) 2015 was enacted specifically to deal with ‘revenge pornography’. The statute provides that it is a crime to disclose a private sexual photograph or film if the disclosure is made without consent and with the intention of causing the depicted person distress.[[26]](#footnote-26) However, section 33 CJCA 2015 cannot adequately address online distribution of PSI. Section 33(8) of the Act provides that the mens rea element will not be satisfied merely because distress to the victim was a natural and probable consequence of the disclosure.[[27]](#footnote-27) This leaves it open for perpetrators to argue that they did not mean to cause any emotional harm to the victim but simply did it for financial or entertainment purposes.[[28]](#footnote-28) This high standard can inadvertently exclude hackers and other online distributers.[[29]](#footnote-29) It could be argued that it is only ex-partners who will seek to cause any emotional anxiety. Further, Schedule 8 CJCA 2015 provides immunities from criminal liability for providers of information services and hosting platforms. The online intermediaries hosting content provided by users will not be liable, provided they had no actual knowledge of the offending content and they act expeditiously to remove such content once they learn of its existence.[[30]](#footnote-30) The CPS Guidelines on ‘revenge pornography’ clearly state that the removal of images would be the responsibility of the website or social media provider.[[31]](#footnote-31) The CJCA 2015 does not force website operators to take action in relation to the uploaded material and does not provide victim-survivors a remedy to remove their PSI.

# Human Rights Aspects of ‘Revenge Porn’

‘Revenge pornography’ can have an adverse impact on an individual’s fundamental rights to dignity and privacy, as well as their freedom of sexual expression and autonomy.[[32]](#footnote-32) This practice violates individual’s self-worth and involves degrading and disrespectful treatment of victims.[[33]](#footnote-33) Article 8 European Convention of Human Rights 1950 (ECHR) safeguards the right to family and private life.[[34]](#footnote-34) However, it is expressed in a way that only protects interference from a public authority, and thus has a vertical effect between the State and the citizen.[[35]](#footnote-35) In *Douglas v Hello! Ltd*[[36]](#footnote-36)Brook LJ discussed the dilemma that, on the one hand, Article 8(1) ECHR appears to create a right exercisable against the world. On the other hand, the general philosophy of the Human Rights Act 1998 (HRA) and the ECHR is that these rights are enforceable only against a public authority.

The court noted that the HRA, giving effect to the ECHR, and common law are running in the same channel by virtue of sections 2 and 6 of the HRA. Section 2 HRA requires domestic courts to give effect to Convention rights and consider the relevant case law of the Convention when determining disputes that raise such rights and their application.[[37]](#footnote-37) Section 6 HRA makes it unlawful for a public authority to act in a way which is incompatible with a Convention right.[[38]](#footnote-38) The definition of a ‘public authority’ includes a court or a tribunal.[[39]](#footnote-39) As a result, the courts will have a responsibility to carry out the functions imposed on them under the Act, and to develop the law, including private law, in a manner which is consistent with Convention rights.[[40]](#footnote-40)

In *Douglas v Hello! Ltd* the court recognised the combined effect of these provisions.[[41]](#footnote-41) It concluded that the HRA can have an impact on resolution of purely private disputes between citizens, as it would require the courts to have regard to Article 8 when interpreting and developing the common law.[[42]](#footnote-42) In addition to this, there may be positive obligations inherent in an effective respect for family life.[[43]](#footnote-43) These obligations can involve the adoption of measures designed to secure respect for private life even in disputes between individuals.[[44]](#footnote-44) Therefore, when deciding any disputes relating to publication of non-consensual sexual images, the courts will need to consider the effect of Article 8 ECHR.

The courts have consistently held that information about sexual life falls within the scope of Article 8 ECHR.[[45]](#footnote-45) Personal sexuality is seen as an extremely intimate aspect which can include gender identification and sexual orientation.[[46]](#footnote-46) In *Mosley* the courts held that clandestine recording of sexual activity on private property must be taken to engage Article 8.[[47]](#footnote-47) Therefore, ‘revenge pornography’ will similarly engage Article 8 ECHR and will attract particular scrutiny, since sexual photographs and videos are much more intrusive in their nature than words.[[48]](#footnote-48) In *Douglas*, the court stated that photographs enable the viewer to act as a spectator of scenes that the photo is depicting and they can even be described as a voyeur.[[49]](#footnote-49) Pursuant to this reasoning it can be concluded that Article 8 ECHR will apply to ‘revenge pornography’ because it concerns distribution of private images and videos of sexual nature.

In *KU v Finland,* the European Court of Human Rights (ECtHR) considered the case of a 12-year-old boy whose information was uploaded to a dating website, suggesting that he was seeking an intimate relationship with an adult. The person who uploaded his information could not be identified as there was no existing legal provision permitting the police to order the service provider to disclose identifying information. The ECtHR confirmed that the State does not just have the negative obligations to abstain from interference with Article 8 ECHR, but also positive obligations which may involve adoption of legal measures to protect private life.[[50]](#footnote-50) The Court ruled in favour of the 12-year old boy and stated that whilst internet users have a guarantee to privacy and freedom of expression, it must yield on occasion to other legitimate interests, such as the prevention of crime and protection of rights and freedoms of others.[[51]](#footnote-51)

In *Dudgeon v UK* the ECtHR held that the more intimate the nature of the information in question, the closer it lies to the ‘core’ values protected by Article 8. Thus, greater weight will be accorded to such information when conducting the balancing exercise between Article 8 and Article 10 ECHR.[[52]](#footnote-52) There are different kinds of speech which are protected under Article 10 of the Convention, some of which will have higher value of protection than others. For example, political speech will have a very high value.[[53]](#footnote-53) So will speech about paternity, familial relationships, intellectual and educational speech and artistic speech and expression.[[54]](#footnote-54) Speech concerning ‘vapid tittle-tattle’ about celebrities and blackmailing speech will deserve a low level of protection.[[55]](#footnote-55) Pursuant to this reasoning, that the privacy rights involved in unauthorised distribution of private sexual images and videos will outweigh the freedom of expression rights attached to the dissemination and viewing of such images by internet users.

# Privacy Law and ‘Revenge Porn’

Breach of confidence is an equitable doctrine which allows the court to prevent publication of confidential information, or grant damages for its unauthorised distribution. The requirements for breach of confidence are set out in *CoCo v AN Clark[[56]](#footnote-56)* and consist of three elements. First, the information itself must have the necessary quality of confidence about it. Second, that information must have been imparted in circumstances importing an obligation of confidence. Third, there must be an unauthorised use of that information to the detriment of the party communicating it.

In *Stephens v Avery*,[[57]](#footnote-57) the necessary quality of confidence was confirmed to apply to personal relationships between married and unmarried partners. Browne-Wilkinson VC stated that there was no reason why the most private sector of everybody’s life, sexual conduct, could not be subject to the legally enforceable duty of confidentiality.[[58]](#footnote-58) In *Mosley v News Group Newspapers Ltd* it was also held that those who participate in sexual relationships may be expected not to reveal private conversations or activities.[[59]](#footnote-59) Pursuant to this reasoning, victims of ‘revenge pornography’ would be able to establish that their PSI possess the relevant quality of confidence.[[60]](#footnote-60)

A duty of confidence will arise if the information has been communicated in circumstances imparting an obligation of confidence.[[61]](#footnote-61) Information arising in the context of a marriage will be afforded a high degree of protection. If the relationship is outside of marriage, the general approach is likely to be that the more permanent the relationship, the greater the protection afforded to it.[[62]](#footnote-62) However, in *Barrymore v NGN Ltd* it was held that when people ‘kiss and later one of them tells, that second person is almost certainly breaking a confidential arrangement’.[[63]](#footnote-63) As a result, the recipient of private sexual images or videos ought to know that they are to be regarded as a confidential matter. This is due to the sexual nature of these images, because they are not usually available in the public domain and are unlikely to be seen by anybody else.[[64]](#footnote-64) Similarly, somebody who obtained PSI from a lost or stolen device, such as a phone or a laptop, should also be aware that sexually explicit media is to be considered as private and confidential.[[65]](#footnote-65)

Finally, it must be demonstrated that there has been an unauthorised use of the relevant information or a threat of misuse. To determine this, it is necessary to establish whether the defendant’s conscience should be troubled by the disclosure at issue.[[66]](#footnote-66) The ultimate test is what the reasonable man’s conscience would dictate.[[67]](#footnote-67) In *Barrymore v NGN Ltd*, [[68]](#footnote-68) Jacob J stated that the information about the relationship ought not to be used for a wider purpose. Hence, if sexual images or videos are exchanged during a relationship, their purpose will be limited to the duration of that relationship and the use of images for another purpose is likely to be a breach of duty. As a result, distribution of ‘revenge pornography’ can be covered by a breach of confidence action because PSI will be considered as confidential information. The images and videos will engage the protection of Article 8 ECHR and carry an obligation of confidence. When revenge pornography is distributed online, unauthorised use of the material occurs and thus all requirements of the breach of confidence action are satisfied.

The splitting point of misuse of private information from breach of confidence is visible in *Campbell v MGN Ltd*.[[69]](#footnote-69) The crucial difference between the misuse of private information and breach of confidence claims (besides the distinction of tort from equity) is that misuse of private information does not require an ‘initial confidential relationship’.[[70]](#footnote-70) The implementation of the Human Rights Act 1998 has reinforced the strength of this tort. Since the decision in *Campbell,* it has also been expanded from actions in which the plaintiff had a reasonable expectation of privacy to include bare invasions of privacy. This distinction is, however, unimportant to ‘revenge porn’ cases, as private sexual images taken for personal distribution would almost invariably bring with them a reasonable expectation of privacy and the protection of Article 8 ECHR.

‘Revenge porn’ has been the subject of misuse of private information actions already. YouTube star Chrissy Chambers sought redress from her former boyfriend, who uploaded intimate videos of Chambers. Although the videos were uploaded in 2013, her misuse of private information case ended in settlement in 2018. However, the case was only taken against her former partner, and did not take into consideration the websites which were still hosting the video. Rather, as a part of the settlement, the former boyfriend transferred his copyright interest in the videos to Chambers, so that she could use it to remove the videos from online platforms.[[71]](#footnote-71) In a similar case, *Contostavlos v Mendahun,[[72]](#footnote-72)* the High Court made an order preventing publication or distribution of an intimate video or stills therefrom. The order was made against multiple persons who had access to the film, preventing them from distributing it further. What both Contostavlos and Chambers have in common is that they are both publicly known figures, with public interest in their activities.

Misuse of private information cases involve balancing of Articles 8 and 10 ECHR, meriting individual assessments of the relative weights of the individual’s right to a private and family life against the right to freedom of expression and information. Per Lord Steyn in *re S:*

[N]either article has as such precedence over the other. Secondly, where the values under the two articles are in conflict, an intense focus on the comparative importance of the specific rights being claimed in the individual case is necessary. Thirdly, the justifications for interfering with or restricting each right must be taken into account. Finally, the proportionality test must be applied to each. For convenience I will call this the ultimate balancing test.[[73]](#footnote-73)

Most victims of ‘revenge porn’ are private individuals, meaning that the ultimate balancing test will almost inevitably come down on the side of Article 8, rather than Article 10. However, the equal weight of both rights merits a full assessment in court, which adds an additional burden of time, legal representation, and cost. In *ABK v KDT and FGH*,[[74]](#footnote-74) Tugendhat J granted an order preventing publication of private photos of the claimant after the end of an affair. The order in this case was made and continued against the affair partner and their spouse, preventing further distribution of the images, but not removing the images from the internet. The images in this circumstance were emailed, and thus cannot be retracted by the original distributor.

However, although privacy law can be used as a remedy for ‘revenge porn’, it will be most effective against websites and distributers located within the English jurisdiction. If website operators are located elsewhere, substantial efforts and expense may be incurred to secure compliance with privacy injunctions issued in England. This will be particularly troublesome if websites are located in countries which do not offer equivalent protection of privacy rights and permit greater interferences.[[75]](#footnote-75) Thus, privacy remedies are a potential, but not ideal, avenue for removing images from the internet. The cost implications, the timescales involved, and the lack of scalability for multiple websites mean that it is unreasonably burdensome for the person whose private sexual images have been shared. Therefore, this article moves on to discuss the legal difficulties associated with the removal of PSI and copyright protection mechanisms. The sections that follow explain why copyright law is a suitable protection method for many victims of ‘revenge porn’.

# Legal measures preventing accountability of online platforms

For victims of ‘revenge porn’, a primary desire is often to remove the images from cyberspace as soon as possible. While the harms done by the images being uploaded exist from the moment of first distribution, the continuing harms of the images remaining available online can be minimised or reduced by preventing further distribution. The easiest way to do this is to require the person who uploaded the image to remove it from their account. However, there are many ‘revenge porn’ situations where this is not feasible, where the perpetrator is not willing to comply with victims’ requests. Equally, where PSI were obtained as a result of a hacking, the victim will not know where to address the takedown request. Similarly, where images have been downloaded from one website and uploaded to another, the victim again may not have knowledge of who the uploader is, and therefore be unable to request removal of the image by the user. Rather, the victim may seek to request that the website provider remove the image. However, despite the obvious privacy violations of online ‘revenge pornography’ and the human rights implications which accompany this, websites can be reluctant to comply with image removal requests without legal accountability attached.

Articles 12-14 of the E-Commerce Directive 2000/31/EC[[76]](#footnote-76) allow for immunity of information society services (ISSs). Where an ISS (such as a website operator, internet provider, etc) stores, transmits, or hosts information on its server at the request of the customer (such as storing the user’s website, storing images uploaded by the user or comments in a newsgroup) the ISS will not be liable for illegal materials stored on its servers if:

1. the service provided did not actually know that the material was illegal; and
2. once the service provider becomes aware of illegal material it acts expeditiously to remove or disable such material from its server.

Arguably, this could leave some categories of websites (such as those dedicated to ‘revenge porn’) open to liability for the illegal content they host, as they should have actual knowledge that the material they are providing is illegal. Unlike various social media platforms, ‘revenge porn’ websites operate for one purpose – to provide a platform for non-consensual posting of PSI. It could be argued that they have actual knowledge of the illegal content and fail to expeditiously remove it. However, as discussed above, the criminal offence dealing with ‘revenge pornography’ in the UK requires an intentional element to cause distress to the victim. This means that ‘revenge porn’ websites can escape accountability under the CJCA 2015.[[77]](#footnote-77)

In the case of *CG v Facebook*, the Northern Ireland Court of Appeal ruled that actual knowledge of the illegal content was sufficient, however it was acquired.[[78]](#footnote-78) In this case a Facebook page was set up providing details of individuals convicted of sexual offences with children, which included photographs, names and addresses of these individuals. Facebook argued that it could not be held liable for that content as it could not be deemed to have actual knowledge of the existence of this page. It argued this as the claimant had not used Facebook’s online submission process, he had not given proper notice. The court rejected this argument and stated that as Facebook was made aware of the existence of this page by other means, it should have acted expeditiously to remove the content. Further, in *L’Oreal v eBay*, the CJEU stated that Article 14 of the E-Commerce Directive does not protect ISPs from injunctions or the costs associated with them.[[79]](#footnote-79) Although these cases demonstrate that online service providers may be held liable for illegal content, the process required to achieve results is both time-consuming and expensive. It requires both the knowledge and determination to see the litigation through.

In *AY v Facebook*[[80]](#footnote-80) the court considered liability of social media platforms for distribution of ‘revenge pornography’ under the E-Commerce Directive. The claimant argued that Facebook had not done enough to prevent her PSI being distributed online. She maintained that Facebook should have used PhotoDNA technology to ensure that a sexual image of her taken when she was 14 years old had not been re-uploaded to Facebook. Facebook, for its part, argued that the case should be struck out because on each occasion that the image was posted it acted expeditiously to remove it. As such, Facebook claimed that it complied with its responsibilities and should be immune from liability on the basis of E-Commerce Directive. The Court, however, rejected Facebook’s application that the case be struck out. It held that the issue of whether Facebook acted expeditiously in removal of the images remained a question of fact that will need to be decided at full trial, upon presentation of all the necessary evidence. However, the case settled in January 2018. As a result, it is not entirely clear whether Facebook could have relied on the E-Commerce Directive to prevent liability arising from the tort of misuse of private information for its failure to track an image with PhotoDNA technology.[[81]](#footnote-81) As Lee points out, intellectual property rights are accorded stronger protection than privacy rights in almost all jurisdictions and it is to these rights that the article will now turn.[[82]](#footnote-82)

# Copyright as a solution to revenge porn removal

Copyright is an intellectual property right which subsists in creative works. In the UK, copyright is governed by the Copyright, Designs and Patents Act 1988 (CDPA).[[83]](#footnote-83) The Act has been amended numerous times to implement the EU Directives and international treaties dealing with intellectual property rights. The CDPA provides the copyright owner with property rights and the ability to authorise or prohibit certain uses of his/her works by others. Therefore, it is not a positive right but a negative right, providing the ability to prevent others from doing what only the copyright owner is authorised to do.[[84]](#footnote-84)

Section 1 CDPA identifies the categories of works which copyright law protects and includes within this original literary, dramatic, musical or artistic works and films.[[85]](#footnote-85) Section 4 CDPA defines artistic works as a graphic work, a photograph, sculpture or collage, irrespective of artistic quality.[[86]](#footnote-86) In the case of *Interlego Ag v Tyco Industries*,[[87]](#footnote-87) Lord Oliver stated that the essence of the artistic copyright is that which is visually significant.[[88]](#footnote-88) Considering that photographs and films are included within the ambit of the CDPA, distribution of ‘revenge pornography’ images is prima facie covered by the Act.

Copyright arises automatically at the point of creation of a work, does not require registration, and gives the author of a work an exclusive right to control, among other things, the distribution, reproduction, and making available of the work to the public.[[89]](#footnote-89) The holder of copyright in an image can use that right to request that a website refrain from distributing or reproducing the image. This is an ideal situation for victims of ‘revenge porn’. If they hold the copyright in an image, they do not need to obtain the assistance of the uploader of the image. Instead, their copyright in the image means that they have the exclusive right to control the distribution and reproduction thereof, and can exercise that right to prevent a website from further distributing an image.

At this point, it is useful to examine how one becomes the holder of copyright in a work. Copyright is an automatic right, which arises at the creation of a work without the need for registration. There is no necessity for a copyright holder to register their work with a central database in order to be able to claim copyright protection and prevent distribution. However, for copyright to exist in a creation, the work must be original and possess a certain level of creativity.[[90]](#footnote-90) In *Infopaq International A/S* the CJEU, applying the Infosoc Directive, held that the term intellectual creation means that the author has exercised expressive and creative choices in producing the work.[[91]](#footnote-91) Further, in *Painer v Standard Verlags GmbH*, the CJEU stated that in cases concerning photographs, an intellectual creation is the author’s own if it reflects the author’s personality.[[92]](#footnote-92) This will be the case if the author was able to exercise his creative abilities in the production of the work by making free and creative choices.[[93]](#footnote-93)

Pursuant to this reasoning, it is not clear whether taking a snapshot or a selfie will meet the required standard of originality. If sufficient creativity is exercised in the pose, the facial expression, the lighting and other expressive choices, then PSI will attract protection of copyright. However, if it is just a snapshot of a body part or a selfie taken without much thought being given as to the details of the photograph, it may not reach the *Painer* threshold.[[94]](#footnote-94) Whilst there has been some debate regarding what should qualify for the originality threshold,[[95]](#footnote-95) in the UK, the standard for this criteria has been relatively low.[[96]](#footnote-96) It required that the work originated from its author and the author expended sufficient skill, labour and judgement to justify copyright protection.[[97]](#footnote-97) As a result, in order to attract copyright protection, the provisions require a *de minimis* level of creative effort to be made.[[98]](#footnote-98) By posing for a ‘selfie’ and attempting to present their best angle, victims of ‘revenge pornography’ would satisfy this requirement.[[99]](#footnote-99)

The first owner of copyright in a work is the author – the person who creates the work.[[100]](#footnote-100) A 2013 survey of ‘revenge porn’ victims indicated that 80% of the images which were uploaded without consent were ‘selfies’, i.e. pictures taken by the victims themselves.[[101]](#footnote-101) In these circumstances, the author of the photo is also the subject, and therefore automatically the copyright owner. However, if the photograph is taken by somebody else, that person will be deemed to be the copyright owner. Similarly, in instances where PSI have been digitally manipulated, for example superimposing faces, it will be the creator of that work who will own the copyright, not the person depicted.

If the subject of the photograph is not the person who took the photo, but was involved in the artistic direction of the photography (ie had some say in pose, lighting, angle, etc), then they would arguably also have a claim to joint authorship in copyright.[[102]](#footnote-102) This has been the argument made by, for example, Gigi Hadid,[[103]](#footnote-103) in response to a suit taken against her for posting a press photo on her Instagram.[[104]](#footnote-104) However, the case was filed in the US, and subsequently dismissed for other reasons, so the argument remains as yet untested.[[105]](#footnote-105) A recent Court of Appeal decision[[106]](#footnote-106) set out the criteria for joint authorship, stating ‘the person who wields the pen is not necessarily the sole author of the work’. Applying this to photography or videography, the person who presses the shutter button is not necessarily the sole author, and thus could have a right to prevent distribution of the work.[[107]](#footnote-107)

It is also possible for copyright interests to be transferred – as was the case with Chrissy Chambers, who obtained the copyright in the videos of her from her former partner.[[108]](#footnote-108) However, this was not easy as her ex-boyfriend who allegedly made the sexual recording whilst she was unconscious, initially refused to assign the copyright to her. Chambers’ legal battle came to an end in April 2017 when her ex agreed to a settlement, paid damages for the distribution of the sex tapes online and transferred his copyright to her, so that she may pursue websites that host these videos.[[109]](#footnote-109)

If the subject of the image or video was not aware that they were being recorded or photographed, or had no say in the recording or photography (which would be the case for most videos of rape or assault, or covert videos or images), however, they will have no claim in copyright. Tey cannot make use of the copyright protection to exercise control over their image. Lee argued that privacy claims should include the remedy to transfer copyright in the images to revenge pornography victims even if they are not authors of such images.[[110]](#footnote-110) This is to ensure that in the instances where the person depicted in the images was not the author could still benefit from the protection accorded by copyright law. For the 80% of ‘revenge porn’ victims who can claim they are the author of the work and those who gain copyright by transfer, copyright protections can then allow them to control the reproduction and distribution of that PSI.

Sections 16-27 CDPA cover the rights of copyright owners and actions that would constitute an infringement of those rights. Section 16 CDPA prescribes that primary infringement of copyright will include copying the work, issuing copies of the work to the public, communicating the work to the public and making an adaptation of the work.[[111]](#footnote-111) Section 17(2) CDPA provides that copying the work in relation to literary, dramatic and musical or artistic works means reproducing the work in any material form, including storing the work in any medium by electronic means.[[112]](#footnote-112) As such, even storing a sexual photograph or film in a computer memory, when the copyright doesn’t belong to that person can infringe the owner’s copyright. Section 18(1) CDPA prohibits issuing works to the public. This includes the act of putting into circulation copies of the work which have not been distributed with consent of the copyright owner.[[113]](#footnote-113)

Copyright provides a method of controlling the distribution and reproduction of their images, and using copyright mechanisms – such as notice and takedown – gives victims of ‘revenge pornography’ an appropriate method of requesting removal of their image from websites. As a result, many victims would have a claim of copyright infringement against individual perpetrators distributing their PSI and online platforms hosting these images. Further, the copyright infringement would occur irrespective of how the images were distributed. Hence it could apply to PSI disseminated online, by text-messages or even in hard copy. A claim in copyright would also capture a broad range of perpetrators, from ex-partners to hackers and others who may come across the images on lost or stolen devices.

# Notice and Take Down

One of the most helpful and effective mechanisms for speedy removal of content which is infringing copyright online is known as notice and takedown. While similar notice and takedown systems exist in both the US and the UK, the UK’s is far less structured. This article will first discuss the US notice and takedown system, to promote a better understanding of what this entails, and to demonstrate what information might be needed to create and issue a takedown notice. The discussion will then move on to the relative strengths and weaknesses of notice and takedown systems as a whole, focusing on how this can impact on victims of ‘revenge porn’ specifically.

In the United States, copyright protection provides an alternative avenue for removal for victims of ‘revenge porn’. Copyright protection for a creative work arises automatically upon creation and does not have to be registered. Further, copyright protection provides authors of creative works with the exclusive right to distribute (or prevent distribution of) their protected works.[[114]](#footnote-114) Thus, where an image is distributed or reproduced without the permission of the rights holder, this infringement of copyright is actionable. That is to say, where a work which is subject to copyright (as most private sexual images are) has been distributed, the holder of the copyright may sue the person distributing the image for copyright infringement. However, the thought of suing every website which hosts an image may seem daunting. Luckily, that difficulty is mitigated somewhat by notice and takedown.

The Online Copyright Infringement Liability Limitation Act (OCILLA),[[115]](#footnote-115) enacted in 1998 as part of the Digital Millennium Copyright Act (DMCA), grants websites immunity from suit provided they do not have actual knowledge of infringing content,[[116]](#footnote-116) and once they are made aware of infringing content, act expeditiously to remove it. Effectively, this means that where a website is hosting an infringing image, but is not aware of it, it cannot be sued. However, to maintain its immunity from suit for infringement of copyright, once the website has received notification that the image is infringing and should be taken down, it is required to comply. Thus, a content owner may send a notification to a website which is hosting a non-consensual or abusive image (notice), and the website should remove it within a relatively short space of time (takedown). There is no specific time limit on takedown, but the Act provides that the service provider (i.e. the website owner) must respond ‘expeditiously to remove, or disable access, to the material’.[[117]](#footnote-117)

Section 512(c) of OCILLA provides guidelines for the details which must be included in a takedown notice, as follows:

* 1. A physical or electronic signature of a person authorized to act on behalf of the owner of an exclusive right that is allegedly infringed.
  2. Identification of the copyrighted work claimed to have been infringed, or, if multiple copyrighted works at a single online site are covered by a single notification, a representative list of such works at that site.
  3. Identification of the material that is claimed to be infringing or to be the subject of infringing activity and that is to be removed or access to which is to be disabled, and information reasonably sufficient to permit the service provider to locate the material.
  4. Information reasonably sufficient to permit the service provider to contact the complaining party, such as an address, telephone number, and, if available, an electronic mail address at which the complaining party may be contacted.
  5. A statement that the complaining party has a good faith belief that use of the material in the manner complained of is not authorized by the copyright owner, its agent, or the law.
  6. A statement that the information in the notification is accurate, and under penalty of perjury, that the complaining party is authorized to act on behalf of the owner of an exclusive right that is allegedly infringed.[[118]](#footnote-118)

On receiving a notice which conforms to the protocols set out above, to maintain immunity from monetary, injunctive, or other relief, the website must remove or disable access to the offending material, [[119]](#footnote-119) which will achieve the aim of the victim-survivor of ‘revenge porn’ in removing their PSI from public access or view.

This solution seems ideal for victims of ‘revenge porn’ because it is relatively simple, cheap (it does not require a lawyer), and can be repeated for multiple websites or image hosts. The DMCA is clear and precise about what information is required, who can send notices, and procedures for responding to or challenging takedown notices.[[120]](#footnote-120) The clarity contained within section 512 also means that where multiple requests are being sent for the same image, a lot of the information can be pre-filled into a template, reducing the quantity of work required for each notice. The DMCA further requires that websites identify an aent who will deal with such takedown requests. This means that victims should, in theory, always have a nominated point of contact available on the website to whom they can address their notice.[[121]](#footnote-121) Thus, with a dedicated contact person, a clear legal authority to rely on, and effectively a template of what information to include, a notice of copyright infringement seems for copyright holders the ideal action to require the removal of PSI from public access.

A similar system exists in the EU. As already discussed, websites have immunity from liability under Article 14 of the E-Commerce Directive. However, that immunity is reliant on similar knowledge and expeditious action boundaries. Thus, the E-Commerce Directive also requires websites to act expeditiously to remove or disable access to materials which they know to be illegal.[[122]](#footnote-122) Copyright infringement would fall within the bounds of illegality in a way in which ‘revenge porn’ alone might not. However, the E-Commerce Directive is less prescriptive than the DMCA, in that it does not contain the same clarity regarding how notification of illegal content can be made. In practice, copyright infringement notifications in the EU still take the form of notice and takedown, but the lack of clear structure for sending a notice presents extra obstacles to those seeking to make use of the system. Those who wish to remove their copyright content from European-hosted websites face barriers greater than those who are dealing with US websites. There is a lack of a requirement for a designated agent,[[123]](#footnote-123) and no clear structure for what should be included for a notice to be valid.[[124]](#footnote-124) Victims-survivors of ‘revenge porn’ who wish to send notices to websites under the E-Commerce Directive are burdened with the extra step of finding the correct contact details to which they may send their notice. Although domain registrars keep records of the registered owners of websites,[[125]](#footnote-125) and these are often publicly searchable, the registered owner of a domain is not necessarily the proprietor of the website. Further, the General Data Protection Regulation[[126]](#footnote-126) has resulted in extra protections for personal data, including redacting contact information for website owners.[[127]](#footnote-127)

There are further issues with establishing which is the applicable system of notice and takedown. Websites which are hosted outside the jurisdiction of the EU or the US may not be subject to the provisions of either system. Where a notice is not complied with, the next step is to sue, which presents the same difficulties as those mentioned above in the section addressing privacy law. Finally, many dedicated revenge porn websites are deliberately hosted outside of these jurisdictions, which limits the availability of remedies for victim-survivors.

Once notices have been correctly sent, the difficulties do not necessarily end. Notice and takedown is still not a perfect system. Although millions of notices are sent every year,[[128]](#footnote-128) it is not a single, permanent solution. A takedown notice sent to a website does not prevent the image from being uploaded to another website, which would then require a further takedown notice. The 2013 paper Clickonomics identified this issue with notice and takedown, naming it a cat and mouse scenario, requiring the content owner to monitor the web for ever-reappearing versions of their material.[[129]](#footnote-129) Similarly, the New York Times commented on the same effect, this time likening it to ‘whac-a-mole’.[[130]](#footnote-130) Levendowski highlights that in some situations sending a takedown notice can even have a negative impact, encouraging further online abuse of the victim, resulting in a ‘Streisand Effect’[[131]](#footnote-131) increase of difficulties.[[132]](#footnote-132)

Finally, notice and takedown provides little relief against a website which does not comply with a takedown notice. Although they would no longer enjoy immunity from suit, in order to achieve removal of the image, the victim would be required to file suit against the website in a court, and obtain injunctive relief ordering takedown of the image. The costs of this are substantial, and not scalable for multiple takedown requests. Thus, a victim of ‘revenge porn’ whose images have been uploaded to multiple websites may find themselves in a situation where the financial burdens of legal action to remove their images are too great for them to take action. Bearing in mind that victims of ‘revenge porn’ are private individuals, this presents a serious problem with access to justice and the protection of Article 8 ECHR rights for private and family life.

Although notice and takedown is not a perfect solution, in a large proportion of ‘revenge porn’ cases, especially where larger websites such as social media sites and ‘legitimate’ pornography sites are concerned, it can be an effective tool for removal of private, sexually suggestive or explicit images, rapidly and relatively easily.

# Remaining problems

There are still significant issues with utilizing copyright protection mechanisms for removing image-based sexual abuse. As Levendowski discusses, problems remain with the takedown procedures of ‘revenge porn websites’.[[133]](#footnote-133) She maintains that as revenge porn websites are specifically aimed at shaming individuals and ruining their reputation, issuing a takedown notice may have the opposite effect. It can instead draw more attention to these images and encourage their reuploading to alternative sites, resulting in the need for multiple takedown notices. It can also encourage further online abuse such as doxing.[[134]](#footnote-134) Refusal to take down images which are the subject of a copyright infringement notice then opens the ISS to liability for copyright infringement, but this would require the copyright holder to file suit and pursue legal redress through the courts. Furthermore, for those whose images were created without their consent or knowledge, these protections are unavailable as they will not be the copyright holder. Even those who do eventually obtain the copyright to those works through a settlement may struggle to remove their content. As Chrissy Chambers has stated, even after she acquired the copyright to the videos created by her then-boyfriend without her knowledge, removing the images entirely has still been a daunting task.[[135]](#footnote-135) She stated that she still receives messages from strangers because the videos can be reposted as soon as they are taken down.

# Conclusion

There is a need for a more robust system of removal of private sexual images from the internet. Victim-survivors of ‘revenge porn’ who find their images distributed online face a variety of legal avenues through which they can seek removal of their images, but none of these systems cover all victims. There are also serious issues with access to justice, scalability, accessibility, and appropriateness of such avenues of redress. For a victim of ‘revenge porn’ who has already been through a traumatic experience to be subject to criminal and civil systems of justice in order to remove their images is an insufficient protection of their right to a private and family life. Further, financial burdens of access to the civil courts infringe on the rule of law and present serious difficulties in access to justice. Although copyright protection provides an affordable route to image removal for some, its disconnection from ‘revenge porn’ means that it is not an accessible system, and victim-survivors are unlikely to be aware that it could provide a remedy. Non-compliance with notices, and its consequent requirement to file suit then places victim-survivors in the same position discussed above. Finally, due to the requirement that the copyright holder sends the notice requesting takedown, it is not a viable alternative for all victims of ‘revenge porn’ and non-consensual image sharing. The most egregious violations of privacy, where the taking and making of images and videos was done without the knowledge or consent of the person depicted, create a situation where the person depicted is not able to use copyright protection, as they are not the author or the copyright holder. In sum, although an appropriate interim solution, notice and takedown is not a viable long-term avenue for protection of victim-survivors’ Article 8 rights.

However, there is some hope to be taken from the above discussion. While inappropriate as a single system for protection of the right to a private and family life, there are distinct strengths to notice and takedown as a system for image removal in general. Thus, notice and takedown as a system can be altered to adapt to image-based abuse. A system which operates in a similar fashion to notice and takedown, specifically focused on privacy infringement and video and image takedown, could be introduced in the UK, supported by legislation which imposes liability on websites which do not comply with the regime. This, backed up by a state body which assumes responsibility for pursuing non-compliance with takedown requests would remove the burden from victim-survivors and improve access to justice. In the interim, following the example of the Australian Office of the eSafety Commissioner,[[136]](#footnote-136) a system which provides contact details for websites on which images are frequently uploaded, sample wording for takedown notices, and authoritative support for complainants who face non-compliance with their removal requests, would be a crucial step in providing support for victims in removing their image from online.
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