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Abstract

Within this thesis we examine how security verification and validation (V&V) is prac-

ticed, supported, and perceived, within small to medium-sized software enterprises

(SMEs) based within the United Kingdom. Further, we show how the activities asso-

ciated with this complex socio-technical practice are influenced by the socio-technical

characteristics of such organisations - specifically, by determining whether organisa-

tional information security culture influences security V&V practice and by estab-

lishing whether organisations can possess a mature security V&V practice without a

correspondingly mature software V&V practice.

Acknowledging the social-technical nature of V&V, this study is guided and framed

through the adoption of the Socio-Technical Interaction Network (STIN) framework.

Further, and given that the organisational and technological contexts of this thesis are

relatively underexplored, we employ a mixed methods, sequential explanatory design

approach towards data collection and analysis. This involved an initial, predominately

quantitative web-based survey, with the resultant themes identified being further ex-

plored during the subsequent, qualitative semi-structured interviews.

This study contributes to existing empirical software engineering research by high-

lighting the socio-technical realities surrounding security V&V practice within UK-

based software SMEs, hitherto an empirical unknown. Our findings also show that

such practice is influenced by an organisation’s information security culture and that

a relationship between an organisation’s software and security V&V practices exists.

Notably, we find that software SMEs need to improve their security V&V practice.

Whilst this may have been inferred by the increasing number of vulnerabilities being

reported, our study highlights that any improvement must encompass more than the

technical (e.g. the adoption of specific techniques and tools), and actively include the

social (e.g. addressing employee relationships, raising awareness levels and proactively

acknowledging the drivers, and influences, which exist both internal and external to an

organisation), since all these aspects are intertwined. Further, this study contributes

to the existing STIN literature by showing its suitability for studying security V&V.
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Chapter 1

Introduction

Within this chapter we introduce the research, the overarching research question and

the associated research objectives. Further, we justify the organisational and tech-

nological focus of the study and provide the supporting definitions necessary for the

remainder of the thesis. Specifically, this chapter provides:

Section 1.1: An introduction, providing motivation for the research.

Section 1.2: Justification of the organisational focus.

Section 1.3: Justification of the technological focus.

Section 1.4: The overarching research question, the associated research objectives and

resultant contributions.

Section 1.5: The structure of the thesis.

Section 1.6: The work published.

We begin by providing an introduction.
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1.1. Research Introduction and Motivation Chapter 1.

1.1 Research Introduction and Motivation

Within this thesis we examine how security verification and validation is practiced,

supported, and perceived, within small to medium-sized software enterprises based

within the United Kingdom. Further, we show how the activities associated with this

complex socio-technical practice are influenced by the socio-technical characteristics

of such organisations - specifically, by determining whether organisational information

security culture influences security verification and validation practice and by estab-

lishing whether organisations can possess a mature security verification and validation

practice without a correspondingly mature software verification and validation practice.

This is necessary given the reliance on software for our everyday existence: software

is deeply embedded within the fabric of modern society, impacting its social, politi-

cal, economic, and cultural development [Sjøberg and Grimstad, 2010]. Such reliance

requires a dependability not universally evident in today’s software. Certainly, there

are many known (and probably unknown) instances of software failures and software

project failures e.g. [Neumann, 1995, Anderson, 2001, Patton, 2005]. This implies that

the producers and consumers of software products are incurring various costs - costs

which could potentially be mitigated. Further, although such costs are well known,

they are not always easily quantifiable, and can vary in impact from the trivial, to the

significant, to the catastrophic. Clearly, the aim of any software producing organisa-

tion is to develop (within an acceptable and appropriately bounded resource and time

frame) perfectly dependable software that operates deterministically. However, as a

human process, software development is prone to fallibility in terms of the interaction

between people, and their interaction with specific technical methods and technolo-

gies. Therefore, it is necessary to examine both the social and the technical realities

surrounding software development.

Developing software, regardless of its intended application (and to some extent

its size), is an inherently complex task [Balci et al., 2002, Sawyer, 2004, McGraw,

2006, Sjøberg and Grimstad, 2010]. The situation is further compounded by the many

diverse facets of software development and the many socio-technical challenges that

can occur throughout the software development lifecycle. Software development is

a socio-technical discipline [Sawyer, 2004, Henry, 2005, Sjøberg and Grimstad, 2010,

Sedano et al., 2017] and these challenges all conspire to impact and shape the product

being developed - sometimes resulting in success, sometimes failure. The facet of

software development charged with ensuring a successful product is that of verification

and validation (hereafter referred to as “V&V”). Comprising a set of activities, V&V

aims to: determine whether a product satisfies its requirements; enable earlier defect

11



1.1. Research Introduction and Motivation Chapter 1.

detection and resolution; and assist in gauging product quality attributes. Effectively,

providing confidence to an organisation that the product they are developing, and will

subsequently be releasing, is fit for purpose. These activities are certainly not immune

to the socio-technical challenges generally faced on a software project - both introducing

new challenges and heightening others. It is, therefore, essential that such activities

charged with ensuring and determining the shape - and the “goodness” of a product -

are fully understood in both a social and technical context.

Further restricting our focus, we adopt a specific organisational and technological

context. In terms of the former, we observe that many software producing organisations

are small to medium-sized enterprises (hereafter referred to as “SMEs”). Whilst such

organisations are known for making a significant contribution to a country’s economy

[Berry, 2007, Mac an Bhaird, 2010], it is not just the numeric quantity and economic

contribution of these organisations that warrants focus, but rather that such organi-

sations are developing significant products [Fayad et al., 2000] - products which must

also be developed in an efficient, timely, and resource bounded manner, as well as

being considered dependable and usable by a consumer. Further, where some socio-

technical challenges surrounding software development will be universal (i.e. will be

faced in small and large organisations alike), there are clear instances where the socio-

technical realities surrounding software development, within a smaller organisation, will

differ to those faced within larger organisations e.g. employees wearing multiple hats

are more likely to be found within smaller organisations [Murthy, 2009, Cruz-Cunha,

2010, Linares et al., 2018]. In terms of the technological context, adopting a security

perspective becomes clearly pertinent when considering the impact to the producer

and consumer of a software product which, on being released, is found to contain an

exploitable vulnerability. Further, security is an interesting topic of focus from a V&V

perspective as it requires the blending of several domains of knowledge and expertise. It

also potentially requires two or more functions, within an organisation, to work closely

together to achieve the desired outcome of producing secure software i.e. security it-

self is a socio-technical subject [Coles-Kemp and Hansen, 2017]. This clearly involves

the integration of both social and technical characteristics, within an organisational

context, that, once again, need to be fully understood and appreciated.

Acknowledging and elaborating upon the above, we enumerate several motivational

influences for undertaking such a study:

• Software is ubiquitous and fundamental to modern society: this should be consid-

ered a truism given software is now central to modern existence and an integral

part of many products and services [Kontio, 1998, Messerschmitt and Szyperski,

2003, Tian, 2005, Whittaker, 2012, van Genuchten and Hatton, 2013, Schleife

12



1.1. Research Introduction and Motivation Chapter 1.

et al., 2017, Forsgren and Kersten, 2018]. Effectively, software is everywhere

[Messerschmitt and Szyperski, 2003, McGraw, 2006, Rice, 2007, van Genuchten

and Hatton, 2013, Sánchez-Gordón et al., 2017]. This increased reliance has re-

sulted in a parallelled increase in the risk that software will either fail or will be

used for malicious intent: “[i]f ubiquitous computing means ubiquitous software,

then ubiquitous software means ubiquitous insecurity” [Rice and Bucholz, 2007,

p. 2538]. To sustain this situation software needs to “provide the required ca-

pability, be of sufficient quality, be available when promised, and get delivered

at an acceptable price” [Eeles and Cripps, 2010, p. 1]. All of these aspects are

influenced by V&V in some form. Further, the majority of software producing or-

ganisations are small and are developing significant products [Fayad et al., 2000].

The focus on software SMEs is extremely pertinent when considering the role

they play in the global software industry [Gleirscher et al., 2012].

• More than 50% of all released software contains defects that affect its execution in

some form [Shull et al., 2002]: as software is constructed by humans, it is not per-

fect [Patton, 2005] (defects are generally caused by human error [Birolini, 2017]).

This emphasises the importance of studying both the social (i.e. human element)

and the technical. Defects negatively affect both producers and consumers of

software products, see Section 1.3.4.

• The software industry spends more money on locating and addressing defects

than any other activity: V&V comprises a substantial share of a project’s budget.

For example, software testing typically accounts for at least 50% of a project’s

costs [Harrold, 2000, Myers et al., 2011] (with this number increasing for safety-

critical software [Ammann and Offutt, 2008]). More time is also being spent on

such activities during software development. This is discussed further in Section

1.3.2, however, it is clearly concerning that considerable financial outlay, and

human effort, is being expended on activities tasked with locating defects but

yet, as above, we continue to release software with defects - often making the

same mistakes [Anderson, 2008]. This indicates a problem with V&V practice,

and further, one which cannot be solved purely by technical means.

• The impact of vulnerable software is well known and far reaching in its conse-

quences: information insecurity incurs significant costs (reportedly in the billions

[Schneier, 2007]) and, although defects are generally costly to users and organi-

sations [NIST, 2002, Vieira et al., 2006, Everett and McLeod, Jr., 2007], vulnera-

bilities are more costly in terms of business impact [McGraw, 2006]. If an organ-

isation’s products are considered insecure they can go out of business [Wysopal
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et al., 2006]. Further, as with making the same mistakes during software develop-

ment, vulnerabilities are no exception [Piessens, 2002, McGraw, 2008, Anderson,

2008]. These issues are discussed further in Sections 1.3.3 and 1.3.4.

• That there is a distinction between theory and practice: this distinction has long

been observed when it comes to V&V [Hamlet, 1988, Bertolino, 2003]. Some of the

observations made indicate: difficultly transferring research results to industry;

that what has been developed is proving intractable in practical application; and

that practitioners are neglecting research (which is compounded by researchers

writing for one another and thus losing contact with the realities practitioners face

[Parnas and Lawford, 2003]). These observations are discussed further in Section

2.6. However, as the current state of security V&V practice is effectively unknown,

this hinders the ability in understanding how to improve upon current practice

(and, as above, there is evidently room for improvement). This is discussed

further in Section 1.3.6 and has been highlighted as an area warranting focused

research within an SME context [Kreeger and Harindranath, 2012].

• Treating V&V solely as a technical concern: it is apparent that the “human el-

ement” is often overlooked (aside from education, which is discussed in Section

2.6). Whilst there is some treatment of the social aspects of V&V e.g. [Cohen

et al., 2004, Acuña et al., 2006, Devito Da Cunha and Greathead, 2007, Rooksby

et al., 2009, Shah and Harrold, 2010, Zhang et al., 2014, Zhang et al., 2018], the

majority of the available literature primarily focuses upon the technical e.g. stud-

ies comparing specific methods or tools, or the introduction of new techniques,

thereby neglecting the social aspects (this is reflected within Chapter 2). As

V&V is a socio-technical activity, we justify the importance of adopting a socio-

technical perspective within Chapter 3.

The author is also motivated by his own experiences of having previously performed

security V&V for an SME; whereupon, it was evident that there was room for im-

provement in terms of actual practice and that the activities themselves were strongly

influenced by both the surrounding social and technical realities i.e. resolving just the

technical issues would not necessarily have led to the activities becoming markedly

improved within the organisation. Therefore, to improve security V&V practice, we

acknowledge that it is essential to:

• Observe the surrounding socio-technical realities of such practice: V&V is a socio-

technical discipline. Therefore, separating the social and technical aspects, and

focusing on just one, would not present a meaningful or accurate picture.
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• Study such practice within an industrial context: studies conducted within an

academic environment are unlikely to generalise to an industrial context. To

understand industrial practice, it is essential to study such practice within an

industrial context.

Therefore, we undertake a mixed methods, sequential explanatory design based

study, which focuses on security V&V within UK-based software SMEs. Further,

guided by the adoption of the Socio-Technical Interaction Network framework (STIN,

see Section 3.3.6), we focus on both the social and technical aspects of security V&V.

Having provided an introduction, we now refine and justify our focus by examining

the elected organisational and technological contexts (Sections 1.2 and 1.3 respectively).

1.2 Organisational Focus

Our organisational focus is defined, and justified, within the following sections.

1.2.1 Small to Medium-Sized Enterprises (SMEs)

An enterprise is “any entity engaged in an economic activity, irrespective of its legal

form” [European Commission, 2015, p. 9]. In other words, an organisation developing

a tangible product intended for the consumption of, or the provision of a service to, a

consumer. As our focus concerns understanding the processes and activities involved in

creating a product, organisations only providing a service are not considered. However,

further restricting our focus, we observe that several different designations can be

applied to an organisation to help classify it by size: “micro”, “small”, “medium” and

“large”. These designations are typically determined by a combination of headcount,

annual turnover and annual balance sheet totals.

Although defining a small business is deemed controversial [Street and Meister,

2004], we adopt the European Commission definition of an SME [European Commis-

sion, 2015]. This restricts our focus to organisations employing < 250 people and

having either an annual turnover of ≤ AC50 million or an annual balance sheet total of

≤ AC43 million (see Appendix A for the value thresholds). We adhere to this definition

when determining our sample (Section 5.1.2) and when performing data analysis and

presenting our results (Chapters 5, 6, 7 and 8).

1.2.2 Software Enterprises

The Standard Industrial Classification of Economic Activities (SIC) system classifies

distinct sectors of industry [Office for National Statistics, 2009]. Utilising this sys-
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tem, we focus on organisations falling within class 62.01 (“Computer programming

activities”), which encompasses two sub-classes:

• 62.01/1: “Ready-made interactive leisure and entertainment software develop-

ment”.

• 62.01/2: “Business and domestic software development”.

This class includes the “writing, modifying, testing and supporting of software” and

“designing the structure and content of, and/or writing the computer code necessary

to create and implement”, for example, system and application software i.e. these

are organisations developing software products. Therefore, our organisational focus

comprises software SMEs.

1.2.3 Software Products

Although a simplification, software can be classified into the following categories:

• Application: typically providing a specific, well-defined set of functionality to a

user, or other application software e.g. a typesetting application.

• System: provides a platform for the stable execution of application software by

affording process and memory management i.e. the operating system.

• Middleware: acts as an intermediary, enabling applications, possibly running on

different operating systems, to interoperate with one another.

Whilst we do not exclude organisations on the basis of the above categories, we

observe that mainstream operating systems are typically either proprietary, and devel-

oped by large organisations (e.g. Microsoft Windows and Mac OS), or are open source

(e.g. Linux). This would suggest that most software SMEs develop application soft-

ware. However, this is an ideal combination on which to focus since the majority of

vulnerabilities reported are within application software [Han et al., 2009, Kizza, 2017],

with the majority of operating systems being considered more secure [Howard and

Lipner, 2006].

1.2.4 Justification of Organisational Focus

SMEs are fundamentally important to the majority of the world’s economies [Berry,

2007, Mac an Bhaird, 2010]; this is reflected, for example, within Europe [European

Commission, 2015], East Asia [Harvie and Lee, 2002] and the UK (comprising 99.9% of
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the organisations and accounting for 60% of the employment and 51% of the turnover

within the private sector) [Department for Business, Energy & Industrial Strategy,

2017]. Globally, SMEs comprise at least 95% of all registered enterprises [International

Finance Corporation - World Bank Group, 2010]. Indeed, 95-99% of organisations,

within any country, are SMEs: employing between 40-60% of all workers, and con-

tributing between 40-50% of the Gross Domestic Product (GDP), therefore, they are

seen as deserving focused attention [Hax, 2010].

Software, as a valuable commodity, has impacted various industries and will con-

tinue to do so [van Genuchten and Hatton, 2013]. Certainly, the software industry

has become crucial to the global economy and continues to experience rapid growth

[Messerschmitt and Szyperski, 2003]. Therefore, it is understandable that the software

industry has become central to the UK economy and economically important in its

own right (with clear impact on other UK industry sectors) [Department for Business,

Innovation & Skills, 2011]. The UK software industry has not only experienced growth,

but is viewed as being both strong and innovative [Microsoft et al., 2008]. Notably,

growth of the software industry has been credited for producing small companies [Fayad

et al., 2000], with the growing importance of SMEs leading to an increased focus on

them [Mac an Bhaird, 2010, Teruel-Carrizosa, 2010]; and when this is coupled with the

ubiquity of software itself, and the growth and contribution of the software industry

to national economies (see, for example, [Schleife et al., 2017]), it leads to an intersec-

tion of areas warranting attention. That software SMEs are known to operate within

competitive markets further emphasises this [Feldmann and Pizka, 2003].

However, SMEs are disadvantaged in cultivating secure employee behaviour [Do-

jkovski et al., 2007], with security practices not being upheld within such organisations

[Dimopoulos et al., 2004] (although others have shown signs of improvement e.g. [De-

partment for Business, Innovation & Skills, 2013]). A lack of resource, staff expertise,

management support and budget are some of the reasons cited for information secu-

rity challenges within SMEs [Dojkovski et al., 2006, Dojkovski et al., 2007, Williams,

2009, Dojkovski et al., 2010]. Notably, many studies continue to show that the attitudes

of people, as well as their lack of security awareness, are the most significant causes of

security incidents [Furnell, 2007]. Information security is a socio-technical subject, with

humans interacting with information and information systems [Ngo et al., 2009, Okere

et al., 2012, Coles-Kemp and Hansen, 2017]. Unsurprisingly, humans are a significant

factor in information security [Williams, 2009] and it was this acknowledgement which

provoked a paradigm shift from a technical to a socio-cultural approach in terms of its

study [Connolly and Lang, 2012] (which further reinforces the adoption of STIN, see

Sections 3.3.6 and 3.4).
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Having justified the organisational context, we reflect upon the importance of soft-

ware SMEs, not only in terms of developing products as efficiently as possible, but also

in satisfying the quality expectations of the intended consumers. V&V comprises a set

of activities which can assist organisations in meeting these objectives. This forms the

technological context.

1.3 Technological Focus

Within this section we examine the process of V&V and the associated costs.

1.3.1 Software Verification and Validation (V&V)

Software V&V has been a topic of focus since the early days of software development.

Examining each aspect in turn:

• Verification: is “the process of evaluating a software system or component to de-

termine whether the products of a given development phase satisfy the conditions

imposed at the start of that phase” (and is typically associated with review-based

activities) [Burnstein, 2003, p. 6].

• Validation: is “the process of evaluating a software system or component during,

or at the end of, the development cycle in order to determine whether it satisfies

specified requirements” (and is typically associated with test-based activities)

[Burnstein, 2003, p. 6].

The activities associated with software V&V can be applied at different stages

during software development, with their involvement dependent on the software devel-

opment methodology adopted. For example, within the Waterfall model it is a distinct

phase starting later on in development; within the V-Model there are integrated soft-

ware V&V phases corresponding to individual development phases. Although the terms

“verification” and “validation” have distinct meanings, this is not always evident [FDA,

2002, Dybkaer, 2011]. Verification asks: “are we building the product right?” (ensur-

ing that the product conforms to its specification), whereas validation asks: “are we

building the right product?” (ensuring that user needs are met). However, like oth-

ers (e.g. [Burnstein, 2003, Tian, 2005, Xiong, 2011]), we view test and review-based

activities as spanning both the verification and validation domains.

We now examine the activities associated with software V&V, as well as what they

aim to find, namely, defects.
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1.3.1.1 Software Testing

Software testing is the process of analysing executable software. It is one of V&Vs most

important and commonly used methods [Vieira et al., 2006, Ramler et al., 2006, Dasso

and Funes, 2007, Fernández-Sanz et al., 2009] and has several, general objectives, for

example: validating that the product satisfies its requirements, enabling earlier defect

detection and resolution and characterising system performance at an earlier stage

[IEEE, 2008, Xiong, 2011]. It can also be used to gauge product quality attributes,

such as: security, usability and reliability [Burnstein, 2003, Bertolino, 2003].

Software testing encompasses a range of activities (from test planning and test

design, through to test implementation and test execution, as well as reporting and

management) and, whilst considered the most common aspect of software V&V, it is

generally accepted that it should be complemented by software reviews [Wood et al.,

1997, Futrell et al., 2002].

1.3.1.2 Software Design and Code Reviews

Software inspections, walkthroughs and reviews (hereafter collectively referred to as

“software reviews”) are an important means of producing high-quality software [Au-

rum et al., 2002, Berling and Runeson, 2003, Nelson and Schumann, 2004, Kollanus

and Koskinen, 2006, Uwano et al., 2008, Kollanus, 2009, Humayun et al., 2010, Shull

et al., 2012]. Besides software testing, they are the most common software V&V ac-

tivity [Tian, 2005], providing a means of detecting “errors, violations of development

standards, and other problems” [IEEE, 1990, p. 40]. Further, they can be applied

to artefacts other than those requiring execution (i.e. code), for example: requirement

specifications, designs, test designs and user documentation. Therefore, whilst we adopt

the umbrella term “software review” (like [Rombach et al., 2008]), we distinguish focus

in terms of the artefact being reviewed, namely, a product’s design or code.

We now define what is meant by a software defect.

1.3.1.3 Software Defects

Although there is no commonly accepted definition, a defect can be viewed as a “de-

viation from quality” [Mäntylä and Lassenius, 2009, p. 431]. This includes the non-

fulfilment of user requirements, to something interfering with quality improvement

[Kelly and Shepard, 2002]. However, typically, a defect is a problem with a product’s

internal characteristics or external behaviour [Tian, 2005]. It can also be a discrepancy

between specification and implementation, or a product which “is difficult to under-

stand, hard to use, slow, or in the software tester’s eyes will be viewed by the end user
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as just plain not right” [Patton, 2005, p. 15]. Defects typically become an issue when

there is insufficient V&V on a project (defect impact is discussed within Section 1.3.4).

This can be attributed to, for example, a software development process failing to afford

importance to software testing [Vieira et al., 2006]. However, the application of V&V

itself is not without cost.

1.3.2 Costs Associated with V&V

The size and complexity of modern software is well known [Balci et al., 2002, McGraw,

2006, Sjøberg and Grimstad, 2010, van Genuchten and Hatton, 2013], with this result-

ing in a paralleled increase in the complexity of the V&V process [Kreeger and Lativy,

2008]. Such complexity hinders the ability in enumerating the various states of a piece

of software, leading to unreliability and a variety of technical and managerial problems

to contend with [Brooks, Jr., 1987]. This not only increases the costs associated with

V&V (e.g. with more time being spent on software testing due to the diversity and

complexity of software [Sung and Paynter, 2006]), but also the number of defects [Xiao

et al., 2007]. The relationship between complexity and defects is well known [Banker

et al., 1989]; certainly, as software increases in size, it is natural to think that it will

contain more defects [Porter et al., 1998]. Therefore, a development process is required

that employs quality control at each phase of the process [Vieira et al., 2006]. How-

ever, costs arise from such complex human and technology-based processes [Sjøberg

and Grimstad, 2010].

For example, software testing is a costly activity [Rankin, 2002, Xiao et al., 2007,

Larusdottir et al., 2010] - possibly the most expensive [Kasurinen et al., 2010] - com-

monly accounting for at least 50% of a project’s cost [Harrold, 2000, Memon, 2002, My-

ers et al., 2011] (with this number increasing if the software is of a safety-critical nature

[Ammann and Offutt, 2008]). It also accounts for approximately 50% of the elapsed

time of a project [Myers et al., 2011]. Significantly, the amount of testing being per-

formed is increasing due to the demand for higher quality products [Taipale et al., 2005].

However, overzealous testing can result in a product that is delayed to market and over-

priced [Dalal, 2003] (knowing when to stop testing is a key question [Voas and Miller,

2012]). Similarly with software reviews, whilst there are many different associated costs

and benefits [Porter et al., 1998], they are considered expensive, labour-intensive and

time-consuming [Kelly and Shepard, 2002, Parnas and Lawford, 2003]. This is in part

due to review teams typically comprising between 4-5 people [Aurum et al., 2002]; of-

ten relying on senior engineers [Nelson and Schumann, 2004]; and regularly involving

meetings [IEEE, 1990, Votta, Jr., 1993, Johnson and Tjahjono, 1998]. Software design

and code review activities account for approximately 15% of a project’s cost [Fagan,
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1986].

V&V can also incur a variety of other costs, for example, the preparation and

development of the test framework and test environment; hardware and software ac-

quisition; and training [Burnstein, 2003]. Notably, test automation is seen as being

both cost-effective and expensive [Everett and McLeod, Jr., 2007] and, aside from the

initial cost of acquiring tools, their uptake, and successful deployment, can introduce

additional costs in terms of training and organisational support. In summary, V&V

comprises a significant share of a project’s budget [Andersson and Runeson, 2002].

Unfortunately, the existing literature does not provide much elaboration on these costs

within an SME context - either in terms of software V&V or security V&V. It is within

Section 1.3.4 that we examine the costs incurred by an organisation when failing to

adequately perform these activities.

We now examine software security and vulnerabilities.

1.3.3 Software Security and Vulnerabilities

Software security has traditionally been defined by three terms: confidentiality (pre-

venting unauthorised disclosure of information), integrity (preventing unauthorised

modification of information) and availability (preventing unauthorised withholding of

information or resources) [Fischer-Hübner, 2001, Gollmann, 2011, Pfleeger and Pfleeger,

2012, Stallings, 2017]. These, and other security objectives (such as authentication, au-

thorisation and non-repudiation [Menezes et al., 1996]) when satisfied, collectively help

ensure that software functions correctly e.g. maintains data confidentiality and ensures

data integrity [Potter and McGraw, 2004]. Therefore, whilst McGraw views software

security as the building of software that will continue to function as expected when

under malicious attack [McGraw, 2004], we feel that Anderson’s view - building soft-

ware that is dependable in the face of malice or misfortune [Anderson, 2008] - is more

encompassing (since vulnerabilities may not just exhibit themselves when software is

under deliberate attack).

Therefore, with the understanding that software security preserves the various secu-

rity objectives enumerated above, we broadly define (based on [McGraw, 2006, Ozment,

2007, Takanen et al., 2008]) a vulnerability as a defect, or weakness, in a software’s

design, implementation, or configuration, which can be utilised to cause a security

breach, or violation of an implicit or explicit security policy. There are many dis-

tinct software weaknesses which can lead to vulnerabilities ([The MITRE Corporation,

2020] offers a catalogue of software weakness types covering, for example, SQL injec-

tion and the use of hard-coded credentials). However, perhaps more alarming is not

the number of different types of vulnerabilities, but that they are common, increasing
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in number [McGraw, 2006], and that the same mistakes continue to be made [Piessens,

2002, McGraw, 2008, Anderson, 2008]. This is certainly evident when examining the

available statistical data (e.g. [NIST, 2020]) and when acknowledging that many se-

curity test vendors have built a business upon this trend [Thompson, 2003] - clearly,

we should learn from our mistakes (which is one of the simplest ways we can improve

security [Pfleeger and Pfleeger, 2012]). However, discovering vulnerabilities is hard,

with developers lacking security expertise further compounding the situation [Austin

and Williams, 2011]. The need for test engineers to possess security knowledge has also

been identified [Kreeger, 2009, Felderer et al., 2011]. Additionally, and further compli-

cating matters, many traditional test techniques are unsuited to locating vulnerabilities

[Thompson et al., 2002, Jourdan, 2009]. In conclusion, even though software security

has become a noted concern [Cooper et al., 2009], with increased focused attention, the

number of vulnerabilities being reported continues to increase [Jourdan, 2009].

We now examine the impact defects and vulnerabilities have on software producing

organisations.

1.3.4 Impact of Defects and Vulnerabilities

The software industry spends more money on locating and addressing defects than any

other activity [Jones, 2012]. Further, it is reported that more than 50% of all released

software contains defects that affect its execution in some form [Shull et al., 2002] (an

industry standard suggests 25% of a product’s defects are found by developers, 50%

by test engineers, with the remainder by end users [Ahmed, 2009]). The annual cost of

defects - to both users and organisations - is in the billions of dollars [NIST, 2002, Vieira

et al., 2006, Everett and McLeod, Jr., 2007], with Schneier explicitly indicating that

“[i]nformation insecurity is costing us billions” [Schneier, 2007, p. 3]. This is clearly an

unsustainable situation.

It has long been acknowledged that the costs of addressing defects increase as a

project nears completion [Boehm, 1981, Adrion et al., 1982], therefore, the earlier

a defect is identified, the less costs incurred by the software producing organisation

[Ammann and Offutt, 2008]. This is further reinforced when assigning monetary values

to the cost of addressing defects, as they become identified, during the various stages

in the software development lifecycle e.g. [The Economist, 2003, Jones, 2012]. Such

examples exemplify the 1:10:100 rule, showing that it is more economical to secure

software during its design [Boehm and Basili, 2001, Shull et al., 2002, Geer, Jr. et al.,

2003, Gregory, 2015] i.e. vulnerabilities become more expensive to fix [McGraw, 2008].

However, whilst many statements, based on the cost per defect metric, hide several

problems (for example, the value of improved software quality is not captured i.e. higher
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quality results in decreased development times and expenditure) [Jones, 2012], the

examples above clearly identify, and reinforce, that addressing defects after release is

significantly more expensive. This is also true of vulnerabilities [Austin and Williams,

2011, Ransome and Misra, 2014], which have a higher associated business impact cost

than defects [McGraw, 2006].

To fully appreciate the impact of vulnerabilities, we observe that some of their

costs, and impact, can be difficult to quantify in monetary terms, and go beyond the

immediate cost of defect remediation. For example, damage to corporate reputation

(releasing a vulnerable product can generate a public relations nightmare [Coffey and

Viega, 2007]) can negatively impact consumer purchasing habits, as well as the ability

for the organisation to charge a premium for their products. Security concerns can also

result in a lack of consumer trust [Centeno, 2003, Rainys, 2006, Coffey and Viega, 2007,

Halaweh and Fidler, 2008] which is inherently entangled with customer loyalty [Flavián

and Guinaĺıu, 2006]. Notably, [Telang and Wattal, 2007] found that the announcement

of a vulnerability correlated with a loss in an organisation’s market value on the day of

the announcement; as well as losses in market share if the market was competitive or

the organisation small. Software SMEs are known to operate within very competitive

markets [Feldmann and Pizka, 2003].

Significantly, these are all organisational characteristics that require both time and

investment to develop and sustain, and which would be costly to rebuild and re-establish

(if possible to do so). Additionally, members of an organisation’s engineering team may

need to be redeployed to promptly address the reported issues. This would impact other

projects by reducing the available engineering resource from working on the next release

[Hartman, 2002]. It would also delay time to market, an important factor for software

organisations [Conradi and Fuggetta, 2002]. In turn, this would further compound the

fact that “many software markets have become fiercely competitive and have demanded

faster software product delivery” [Fayad et al., 2000, p. 116]. Notably, when products

are late to market, or are of poor quality, profitability is reduced [Trew, 2007]. It is,

therefore, evident, that vulnerabilities are costly to software producing organisations.

We now examine the V&V activities aimed at identifying vulnerabilities.

1.3.5 Security Verification and Validation (V&V)

Consulting several “standard” V&V texts, we find that little treatment is afforded

to security V&V. For example, only dedicating a few pages to security testing and

primarily considering it part of system test e.g. [Burnstein, 2003, Myers, 2004]; or,

defining it as “the process of attempting to devise test cases that subvert the program’s

security checks” [Myers et al., 2011, p. 125]. We regard this system test and security
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mechanism focus as being rather limited. However, others are starting to cover aspects

of security V&V in more depth e.g. [Patton, 2005, McGraw, 2006], with more dedicated

texts appearing e.g. [Whittaker and Thompson, 2004, Wysopal et al., 2006, Takanen

et al., 2008] (although, within Section 2.6, we observe the distinction between theory

and practice i.e. what is stated within textbooks and what is practiced within industry).

Security V&V encompasses the following objectives:

• Demonstrating that the security properties, and the behaviour of the software,

remain satisfied, predictable, and secure, even when in the presence of a malicious

party.

• Uncovering the presence of vulnerabilities. Thereby reducing the probability of

their being found by a consumer.

Notably, a variety of security V&V activities can be applied to meet these objectives

and are covered within several secure software development processes (e.g. Touchpoints

[McGraw, 2006] and Microsoft’s SDL [Microsoft, 2020]) and software security maturity

models (e.g. BSIMM [McGraw et al., 2016] and SAMM [OWASP, 2017]). Each of

these offers a variety of practices, and guidance, in terms of developing secure software

which, collectively, helps emphasise that security V&V can occur throughout software

development i.e. there is no reason to focus such efforts solely at the system test level

or upon a product’s security mechanisms (as might be inferred from several key V&V

texts cited earlier).

We now examine the activities which comprise security V&V.

1.3.5.1 Security Testing

Security testing aims to determine whether the security properties referenced within

Section 1.3.3 are satisfied [Felderer et al., 2011]. Although very similar to other types of

testing (e.g. resources need to be identified, test specifications prepared, tests executed

and results recorded), a significant difference between software testing and security

testing is that the latter assumes an opponent actively seeking vulnerabilities [Zuccato

and Kögler, 2009] i.e. it emphasises what a product should not do [Felderer et al.,

2011]. Whilst functional security testing ensures that the security functionality of

a product is correctly implemented, this is largely an exercise in verifying that the

product’s requirements are satisfied. As observed: “software security is not security

software” i.e. vulnerabilities can exist either within the security mechanisms themselves,

or elsewhere within a product [Potter and McGraw, 2004, p. 82]. Potter and McGraw

state that many developers and test engineers mistakenly believe that security only
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encompasses a product’s security features. This is clearly a limited view, and leads to

the mistaken beliefs that only the software which performs a security function needs to

be secure, and that the implementation of security functionality makes software secure

[Goertzel et al., 2007]. This is why functional security testing should be complemented

by risk-based security testing.

Such testing involves identifying the risks (which are grounded in the system’s ar-

chitectural reality and an attacker’s mindset) and then devising tests around these risks

[Potter and McGraw, 2004]. Therefore, we view risk-based security testing as simu-

lating an attacker’s approach, but encompassing a greater focus than just a product’s

underlying security mechanisms. However, such an approach requires an experienced

engineer, “traditional” test engineers will find the adoption of a risk-based approach

more difficult than a functional approach (which, as noted above, can probably be

addressed via standard functional testing) [Potter and McGraw, 2004]. Potter and

McGraw view this problem as one of expertise, and observe that there is then more re-

liance placed on an engineer’s expertise and experience than is desirable (this is echoed

by [Michael et al., 2013]).

1.3.5.2 Penetration Testing

Thompson defines penetration testing as: “software testing that’s specifically designed

to hunt down security vulnerabilities” [Thompson, 2005, p. 66]. Whilst a rather generic

interpretation, [McGraw, 2006] acknowledges that the significant differences between

penetration testing and security testing lie in the level of approach adopted and when

the activity is applied. Specifically, McGraw sees penetration testing as being applied

on code completion and when the software is situated within an operational environ-

ment. It also encourages the adoption of an outside in perspective [van Wyk, 2013].

Although penetration testing is viewed as being the most frequently applied of security

practices, it can also be viewed as being “too little, too late” - which is typically the

case when security is not considered an emergent property [Arkin et al., 2005, p. 84].

However, the main value derived from penetration testing is the identification of envi-

ronmental and configuration problems which, in a financial sense, can still plausibly be

addressed towards the end of software development.

1.3.5.3 Security Design and Code Reviews

As with software design and code reviews, security-focused reviews can be performed

throughout the software development lifecycle, however, security design reviews should

be performed early to help influence a product’s design [Meier, 2006]. Further, security-
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focused reviews should not only be performed early, but also multiple times [Jaatun

et al., 2011]. Whilst software design reviews, in general, can be effective, [Meier, 2006]

observes that they do not produce the same results as security-focused design reviews.

Meier also highlights the importance of conducting security reviews as distinct reviews

in their own right, since: when “you’re focused on security, you aren’t randomly focused

on other quality attributes, except when there’s a direct intersection” [Meier, 2006,

p. 21]. Although this reinforces the view that security is a quality attribute (as it is

viewed by others e.g. [Burnstein, 2003]), by considering security in isolation, further

helps emphasise its importance.

In addition, although security code reviews are considered key to building secure

software [Lipner, 2000], McGraw observes that those conducting the reviews “regularly

suffer from the “get done, go home” phenomenon”, thereby leading to a strong start,

but a less positive finish [McGraw, 2008, p. 111]. Code reviews can suffer due to their

inherent complexity and time-consuming nature [Edmundson et al., 2013], but this can

be alleviated through automated source code analysis (removing some of the burden of

a manual security code review [McGraw, 2008]), however, [Meier, 2006] cautions that

the advantage of conducting a manual review is through the application of contextual

analysis.

1.3.5.4 Summary

Whilst many tools and techniques have been devised to help find vulnerabilities, no

single tool or technique is sufficient in locating all vulnerabilities or even all types

of vulnerability [Austin and Williams, 2011] (Austin and Williams also note that a

lack of empirical evidence leaves developers “to decide how they can best discover

vulnerabilities on their own”). In summary, we observe that developing secure software

requires changes in the way organisations develop software [McGraw, 2006]. McGraw

notes that such changes “do not need to be fundamental, earth shattering, or cost

prohibitive”. This implies that such improvements are within reach of SMEs. Based

on the nature and impact of vulnerabilities (see Sections 1.3.3 and 1.3.4 respectively), it

is clearly vital that the activities associated with security V&V are adopted throughout

the software development lifecycle. It is also apparent that the security V&V activities

themselves are not immune to the social and technical influences which impact V&V

more generally (see Section 3.2). As [Lipner, 2000] indicates, those performing security-

focused test and review-based activities must have the motivation, and the necessary

resources available, in order to perform the activities - which further supports the

adoption of STIN (which explicitly focuses on motivation and resource flows, see Section

3.3.6).
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1.3.6 Justification of Technological Focus

It is generally acknowledged that software is essential to the modern information society

[Sjøberg and Grimstad, 2010]. Therefore, it is unsurprising that software is considered

a valuable product [Ciolkowski et al., 2002]. However, there are many examples of

“software quality lapses that are shaking the public’s confidence that software can be

used to build safe, secure systems” [Parnas and Lawford, 2003, p. 20]. It is essential

that software performs as expected, even when subjected to malicious treatment, as the

consequences can be severe [Kreeger, 2009]. The literature is littered with examples of

software failures e.g. [Neumann, 1995, Anderson, 2001, Patton, 2005] - thus: “software

practitioners and software researchers must improve software’s reputation; the only

way to do that is to improve software quality” [Parnas and Lawford, 2003, p. 20].

However, although there are calls for high-quality software [Sjøberg and Grimstad,

2010] - with consumer demand increasing interest in software testing and raising the

importance of the activity itself [Machado et al., 2010, Ahmed, 2011] - producing it

is perceived as a considerable challenge [Rodrigues et al., 2010]. Within very small

software organisations “even a small problem [. . . ] can have huge repercussions” [Basri

and O’Connor, 2010, p. 153] (which is certainly the case with vulnerabilities, see Section

1.3.4). In summary, software quality is important for the continued growth of software

organisations, regardless of their size and type of product [Basri and O’Connor, 2010].

However, we recall that the majority of software producing organisations are small and

are developing significant products [Fayad et al., 2000]. The author’s experience of

working for a software SME confirms this.

The activities associated with V&V are closely coupled to software quality [Adrion

et al., 1982], with software testing recognised as one of the most important means of

ensuring software quality [Vieira et al., 2006, Takanen et al., 2008]. However, software

testing cannot be considered trivial due to its many challenges [Rodrigues et al., 2010]

(both researchers and practitioners view software testing, within small organisations,

as an important area, but one also facing many challenges [Pyhäjärvi et al., 2003]).

Notably, whilst software testing was considered “difficult, time consuming, and often

inadequate” [Adrion et al., 1982, p. 161], this is still the case [Whittaker, 2000, Wieder-

seiner et al., 2010, Myers et al., 2011]. Software review-based activities have also been

viewed as complex and time-consuming [McGraw, 2008, Edmundson et al., 2013]. Addi-

tionally, [Patton, 2005], who details several well-known software failures, observes that

as software is created by people, it is not perfect. Collectively, these further strengthen

the need to examine security V&V from a socio-technical perspective (see Chapter 3).

However, although the importance of V&V has been recognised within SMEs and

large organisations alike, there is an identified need, within smaller organisations, to
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understand and improve aspects of V&V e.g. software testing [Pyhäjärvi et al., 2003].

Notably, SMEs are regarded as having a rather limited view in terms of the techniques

to adopt and apply [Tervonen and Harjumaa, 2004]. Further, although there exists

a plethora of research on V&V, it has had a limited impact on practice [Parnas and

Lawford, 2003, Lethbridge et al., 2007]. Additionally, there is also limited treatment,

within the existing literature, as to how security V&V is performed within software

SMEs (as evidenced by Chapter 2 and summarised in Appendix C). It is thus ap-

parent that security V&V practice, within UK-based software SMEs, is an empirical

unknown [Kreeger and Harindranath, 2012]. Therefore, it is essential that we address

this unknown, especially when acknowledging the ubiquitous nature of software, its im-

port (governments, industry and academia all acknowledge security as a major concern

[Cooper et al., 2009]), as well as the reality that software is frequently impacted by

vulnerabilities [Eschelbeck, 2005].

In conclusion, practice has to be understood for the benefit of both industry and the

research community and, although stated in the context of regression testing: “[t]here

is a need for researchers to better understand the needs and practices in industry”

[Engström and Runeson, 2010, p. 3]. We observe that regression testing is a funda-

mental and long standing topic, however, with the impact of vulnerabilities, and the

importance of security V&V, it is clearly concerning that we have so little visibility on

actual security V&V practice. Empirical studies, based within industry, are important

for advancing knowledge in areas such as software testing [Gittens et al., 2002]. Our

research aims to illuminate the area of security V&V, as practiced within UK-based

software SMEs, for the benefit of both industry and the research community.

1.4 Research Question, Objectives and Contributions

Within this section we state the overarching research question, the associated research

objectives and the contributions made by this thesis.

1.4.1 Research Question

The research question (RQ) addressed by this thesis is:

RQ: Within UK-based software SMEs, how is security V&V performed, and how, as

a process, is it influenced by the socio-technical characteristics of such organisa-

tions?

This is, in turn, comprised of three research objectives which further reflect, and

restrict, the scope of how the research question is addressed.
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1.4.2 Research Objectives

We decompose the research question into three, specific, research objectives (RO):

RO1: To examine how security V&V is practiced, supported, and perceived, within UK-

based software SMEs

There is an identified need for empirical software engineering studies [Wood et al.,

1997, Sjøberg and Grimstad, 2010], especially concerning V&V practice, within an

industrial context [Torkar and Mankefors, 2003, Berling and Runeson, 2003, Ellims

et al., 2004, Kollanus and Koskinen, 2006, Itkonen et al., 2009, Larusdottir et al.,

2010, Engström and Runeson, 2010, Gren and Antinyan, 2017]. However, on examining

many of these previous studies, we find a distinct lack of focus on security V&V practice.

Empirically, our knowledge of the situation within SMEs is even more bleak. It is only

by examining current practice that we can begin to understand how to improve upon

such practice. Further, we highlight the need to examine both the social and technical

aspects of security V&V practice since, focusing on just the technical aspects, for

example, would only present a partial picture, which would not be meaningful in terms

of improving practice. Therefore, as surveys are useful for capturing the current status

of a situation [Wohlin et al., 2003], and given both their prevalence and suitability

for studying software engineering processes and practices more generally (e.g. [Singer

and Vinson, 2002, Punter et al., 2003, Cater-Steel et al., 2005, Smith et al., 2013]),

we begin by employing a survey to examine security V&V practice. Additionally, and

acknowledging the utility of acquiring both quantitative and qualitative data when

undertaking an empirical software engineering study [Seaman, 1999], we conduct a

series of follow-up interviews (as with surveys, interviews are widely employed within

empirical software engineering research [Hove and Anda, 2005]). Notably, such an

approach is particularly desirable when researching an underexplored area [Mandić

et al., 2009, Venkatesh et al., 2016]. We provide further justification for the adoption

of a sequential mixed methods approach within Chapter 4.

RO2: To determine whether organisational information security culture influences se-

curity V&V practice

Individuals, situated within any type of organisation, are influenced by various or-

ganisational cultures [Kuusisto and Ilvonen, 2003]. This includes an organisation’s in-

formation security culture, which encompasses “all socio-cultural measures that support

technical security methods” [Schlienger and Teufel, 2003, p. 46]. However, although it

is apparent that various definitions of such a culture exist [Williams, 2009], it is also
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apparent that much of the work on forming an information security culture, within an

organisation (including SMEs), centres on the organisation itself, and not, necessarily,

on the products being developed by the organisation. Further, we note that the pur-

pose of an information security culture is for information security to become a natural

aspect to an employees’ daily activities [Sánchez et al., 2010]; we, therefore, intend to

determine whether an organisation’s information security culture influences the level

of security V&V performed. Given that surveys can be used to perform organisational

assessments [Singh et al., 2009], and that they have been employed extensively within

many existing information security culture studies (see Section 4.5.3), we also employ

a survey. Notably, we consider the anonymity afforded by survey adoption as being

essential for when studying a highly sensitive subject (see Section 5.2). This is also

applicable to the first and third research objectives (in terms of understanding security

V&V practice) and, as with those objectives, we also perform follow-up interviews to

further explore, and corroborate, the themes identified within the initial survey.

RO3: To establish whether organisations can possess a mature security V&V practice

without a correspondingly mature software V&V practice

It is acknowledged that an increase in organisational maturity, in terms of software

development, leads to software processes becoming more defined, managed, and mea-

sured, in turn, leading to organisations having improved control over the development

process itself [Bashir and Goel, 1999, Burnstein, 2003]. This, in the case of software

testing for example, can lead to an improvement in software product quality [Burn-

stein, 2003]. Certainly, the quality of a software product is related to the quality of an

organisation’s software processes [Burge et al., 2008]. However, much of the existing

literature regarding software V&V maturity has been rather generic i.e. security V&V

has received little attention. It is through establishing the maturity levels of both soft-

ware and security V&V practice, within UK-based software SMEs, that we can then

understand their relationship (for example, establishing whether their respective ma-

turity levels are synchronised, or whether an organisation can possess a more mature

security V&V practice). Therefore, and given their shared heritage, as well as the need

to contrast both software and security V&V practice - and their associated maturity

levels - we employ the same set of questions when addressing the first and third research

objectives (see Section D.1).

1.4.3 Specific Research Contributions

By addressing the research question, and the associated research objectives, we claim

the following contributions:
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• We provide a holistic, socio-technical account of how security V&V is practiced,

supported, and perceived, within UK-based software SMEs. Such practice was,

hitherto, an empirical unknown.

• By deriving a similar understanding, in terms of software V&V, we are able to

establish the relationship between an organisation’s software and security V&V

practices. We find no evidence, despite their shared heritage, to suggest that

an organisation can possess a mature security V&V practice without a mature

software V&V practice.

• By obtaining an understanding of information security culture, within UK-based

software SMEs, we are able to determine how this organisational characteristic

influences security V&V. Specifically, we find that an information security culture

does influence security V&V practice.

• Whilst STIN has been employed within a variety of contexts, including software

engineering, we show its suitability when applied to the study of V&V. This, to

our knowledge, is the first time STIN has been applied to the study of V&V.

• We demonstrate the value of employing a sequential, explanatory mixed methods

design, when conducting a STIN-framed, empirical software engineering study.

These are discussed within Section 8.2.

1.5 Thesis Structure

The thesis takes the following structure:

• Chapter 1: we introduce the research, the overarching research question and

the associated research objectives. Further, we justify the organisational and

technological focus of the study and provide the supporting definitions necessary

for the remainder of the thesis.

• Chapter 2: we perform an analysis of the relevant literature to demonstrate the

validity and value of the proposed research.

• Chapter 3: we show that software engineering, and V&V, are socio-technical

activities. We then justify the adopted socio-technical framework.

• Chapter 4: we justify the approach, and the research methods adopted, to address

the research question and the associated research objectives. We then detail how

the survey instrument and the interview guide were developed.
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• Chapter 5: we present the first phase of data collection. This includes detailing

the pre-testing performed, the sampling strategy, the method of instrument dis-

tribution and discussion of the response rate. We then analyse the data received

and reflect upon the findings and the approach taken.

• Chapter 6: we present the second phase of data collection; whereupon, we analyse

the data received and reflect upon the findings and the approach taken.

• Chapter 7: we discuss, and bring together, the findings obtained during the two

phases of data collection and analysis performed.

• Chapter 8: we summarise the thesis contributions and the implications for theory

and practice. We then examine and discuss potential limitations and future

research directions.

1.6 Publications

The following publications are a result of the research performed:

1. Kreeger, M. N. and Harindranath, G. (2012). Security Verification and Valida-

tion by Software SMEs: Theory versus Practice. In: Proceedings of the 2012 In-

ternational Conference on Information Resources Management (Conf-IRM 2012),

Vienna University of Economics and Business.

• Based on material from Chapters 1 and 2, provides justification for the

thesis.

2. Kreeger, M. N. and Harindranath, G. (2017). Security V&V Within Software

SMEs: A Socio-Technical Interaction Network Analysis. In: Proceedings of the

2017 International Conference on Information Resources Management (Conf-

IRM 2017), University of Chile.

• Based on material from Chapters 1, 3, 4 and 5, justifies the adoption of

STIN for studying V&V and presents the findings from the first phase of

data collection and analysis.

• Awarded Best Conference Paper Runner Up.
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Chapter 2

Literature Review and

Background Analysis

Within this chapter we perform an analysis of the relevant literature to demonstrate

the validity and value of the proposed research. Specifically, this chapter provides:

Section 2.1: An introduction, detailing how the literature review was approached and

structured.

Section 2.2: A review of the literature concerning the test-based activities.

Section 2.3: An examination of the literature concerning the review-based activities.

Section 2.4: Tool use and framework adoption is examined.

Section 2.5: Organisational maturity, processes and culture are examined.

Section 2.6: The distinction between V&V theory and practice is assessed.

Section 2.7: Our findings, following engagement with the existing literature, are sum-

marised.

We begin by detailing how the literature review was approached and structured.
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2.1 Introduction

As a research area increases in maturity, it becomes necessary to summarise the associ-

ated growing body of literature [Brereton et al., 2007, Petersen et al., 2008]. Specifically,

it is by reviewing the existing literature that we are able to identify where gaps exist

and are thus, in turn, able to show where our research sits within this body of literature

[Budgen and Brereton, 2006, Dyb̊a et al., 2007]. As such, we begin by first defining

our search strategy, our inclusion and exclusion criteria and how we structured our

literature review and background analysis.

Given the technological focus of this thesis (see Section 1.3), we elected to perform

a series of initial, focused searches within the following digital libraries: ACM Digital

Library [ACM, 2020], IEEE Xplore Digital Library [IEEE, 2020] and Springer Link

[Springer, 2020]. Our initial focus on these digital libraries is supported by others. For

example, [da Mota Silveira Neto et al., 2011, do Carmo Machado et al., 2014] state

that, together, these cover many of the leading software engineering publications and

are thus, in turn, likely to include the major test-related research available. Similarly,

when examining test-driven development, [Kollanus, 2010] elected to use the ACM,

IEEE and Springer digital libraries as they covered most of the relevant, peer-reviewed

publications (this is echoed by [Mäntylä et al., 2015] from a software test and release

perspective). These digital libraries have also been heavily relied upon when under-

taking research into software processes more generally e.g. [Mart́ınez-Ruiz et al., 2012].

Thus, collectively, they offer access to some of the most relevant publications, such as:

Communications of the ACM, Empirical Software Engineering, Empirical Software En-

gineering and Measurement (ESEM), IEEE Software and the International Conference

on Software Engineering (ICSE). Notably, many of these journals and conferences sit

amongst the premier outlets for software engineering and empirical software engineering

research [Sjøberg et al., 2005].

Having identified the primary data sources, we then performed a series of searches

across these digital libraries. The search terms employed, and the number of pa-

pers returned before applying the inclusion and exclusion criteria, are detailed within

Appendix B. However, it is apparent, even when employing relatively simple search

strategies, that the number of results returned is limited e.g. searching for “security

testing” AND “empirical” through IEEE results in 28 papers being returned (simi-

larly, “security testing” AND “survey” returns 13 papers and “security testing” AND

“interviews” returns 4). Notably, these results are echoed when substituting “security

testing” with “penetration testing” and when using the ACM digital library. They are

also reflective of the initial, quantitative focus of empirical software engineering stud-
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ies more generally [Basili, 2006]. In contrast, employing the search terms “software

testing” AND “empirical” returns many hundreds of papers. Further, when examin-

ing the papers returned, it was often necessary to exclude them (see Appendix B for

the inclusion and exclusion criteria applied). For example, of the 13 papers returned

from the “security testing” AND “empirical” search through ACM, only one had some

demonstrable relevance, with the others solely focused on the technical e.g. [Yang et al.,

2016, Pashchenko et al., 2017, Parizi et al., 2018]. Similar is found when searching ACM

for “security testing” AND “survey” e.g. [Zangooei et al., 2012, Su et al., 2017]. These

examples continue to support the view that the existing V&V literature is too focused

on the technical [Rooksby et al., 2009].

Others also report encountering “a low signal to noise ratio” when performing

a systematic search of the empirical software engineering literature [Mäntylä et al.,

2015, p. 1413]. Specifically, Mäntylä et al. highlight that whilst many of the papers

returned matched their search terms, they lacked empirical data appropriate to their

specific contexts. Therefore, like Mäntylä et al., due to the limited numbers of papers

being identified, we elected to also use Google Scholar [Google, 2020] and, in our

case, the university’s LibrarySearch [RHUL, 2020] as well. Both of these encompass

multiple digital libraries and databases (including the ACM, IEEE and Springer digital

libraries) and, therefore, dramatically broadened the search scope. However, whilst the

use of Google Scholar and a university’s online search facility have been adopted, and

recommended, by others (e.g. [Kitchenham and Charters, 2007, Brereton et al., 2007,

Wohlin, 2014, Shafique and Labiche, 2015, Landman et al., 2017]) we found, given the

increased set of papers being returned, that it was necessary to employ a less systematic

approach to paper discovery. Specifically, it became necessary to both broaden and

tighten our search terms, whilst continuing to adhere to our defined inclusion and

exclusion criteria. It also became necessary to employ a degree of snowballing, as

appropriate, in order to discover other, relevant literature. Ultimately, the need to

adopt such an approach helps confirm that security V&V is an empirical unknown (see

Section 1.3.6 and [Kreeger and Harindranath, 2012]).

However, with a set of papers identified, it was then necessary to decide how to

group and structure the literature discovered. As captured within Sections 1.3.1 and

1.3.5, both software and security V&V involve a series of activities. Broadly, these

activities can be classified as falling into one of two distinct sets of activities: test-

based activities and review-based activities [Burnstein, 2003, Tian, 2005]. As such, we

elect to group the identified literature into these two themes (see Sections 2.2 and 2.3).

Notably, and given that the majority of the existing literature typically only addresses

one of these themes at a time, we consider this structure appropriate. In terms of
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identifying the activities which fall within these two themes, this was determined by

examining a series of software security maturity models and software V&V maturity

models (these are discussed and summarised within Appendix M). Therefore, and given

the focus on software and security V&V, we ensure that both software and security-

focused activities are covered within Sections 2.2 and 2.3 of the literature review and

background analysis.

Additionally, as a socio-technical discipline, we acknowledge that software engineer-

ing involves a combination of both human and non-human interactors (this is discussed

further within Chapter 3). Therefore, aside from the humans involved, and the activ-

ities they perform, we also observe that they are assisted, and influenced by, various

non-human interactors - such as tools and processes. Thus, and given the importance of

both of these in a V&V context e.g. [Wiegers, 1996, Bach, 1997, Fewster and Graham,

1999, Mosley and Posey, 2002, Burnstein, 2003, Mutafelija and Stromberg, 2003, Tian,

2005, Goodman, 2005, Nejmeh and Riddle, 2006], coupled with the influence of various

organisational cultures - including information security culture [Kuusisto and Ilvonen,

2003] - we examine these additional themes within Sections 2.4 and 2.5. Further, and

acknowledging the ongoing distinction between V&V theory and practice, we find that

it is necessary, for completeness, to examine the associated literature exploring this

distinction. This is discussed within Section 2.6 and is important given that a dis-

tinction still exists e.g. [Adrion et al., 1982, Hamlet, 1988, Osterweil, 1996, Whittaker,

2000, Bertolino, 2003, Kreeger and Harindranath, 2012, Garousi and Felderer, 2017],

with this compounding actual V&V practice within industry. Finally, within Section

2.7, we present the conclusions resulting from our literature review and background

analysis.

We begin by reviewing the test-based literature.

2.2 Test-Based Activities

As software testing is one of the most important, and common, approaches to V&V

[Vieira et al., 2006, Ramler and Wolfmaier, 2006], we begin by examining several ex-

isting studies which focus on software testing practices within industry. Specifically,

we begin by focusing on unit testing (which is the testing of the smallest possible

software component [Burnstein, 2003]). As an example, [Runeson, 2006] employed a

survey, following a focus group, to gauge an organisation’s comprehension, strengths,

and weaknesses, in terms of unit testing. Nineteen Swedish software organisations, of

varying sizes (ranging from a single developer to somewhere between 100-999) were

studied. As expected, unit testing was the concern of developers and not test engi-

36



2.2. Test-Based Activities Chapter 2.

neers (with the latter not having any say in the activity). Further, it was found that

regression testing (ensuring that previously working software remains so after a change

[Engström and Runeson, 2010]) was not widely practiced. Notably, few of the organ-

isations had a unit testing process, leading the developers to define scope and thus

resulting in varying implemented practices (maturity models discuss the need to es-

tablish consistency within an organisation e.g. [CMMI Product Team, 2010]). Whilst

respondents believed sufficient priority was afforded to unit testing, the focus group

participants indicated that the competency of those performing unit testing was very

important (unit testing is generally considered the first, vital step in the testing process

and, if neglected, will likely lead to harder to find defects emerging later on [Torkar and

Mankefors, 2003]); they also acknowledged that it is difficult to find people with the

appropriate knowledge and skills. Similarly, [Ellims et al., 2004] examine unit testing,

although, in this case, across three software projects within a single organisation. They

conclude that unit testing “hit[s] the spot other testing does not reach” (which they

base on the observation that although unit testing was deferred until the end stages

on two projects, it still uncovered defects - in some instances, the most severe - even

though various reviews had been conducted throughout the earlier stages). Interest-

ingly, [Ellims et al., 2004, Runeson, 2006] fail to consider security (even though one

of the software projects studied by Ellims et al. concerns vehicle security). However,

others, e.g. [Arkin et al., 2005], state the importance of considering security during unit

testing.

Whilst unit testing is considered essential [Burnstein, 2003, Torkar and Mankefors,

2003, Ellims et al., 2004, Tillmann et al., 2010], it is also often misunderstood [Hunt

et al., 2007]. For example, [Ellims et al., 2004] found that the attitudes of engineers,

who are required to perform unit testing, change over time. They cite the example of

one engineer who - although initially hostile to the idea of performing unit testing - on

finding a defect, acknowledged that it would have been difficult to have found other

than through unit testing. Further, many developers only generate a limited set of tests,

exercising the “happy path” through the code (i.e. just establishing that correct input

results in expected output, thereby overlooking unexpected input) [Hunt et al., 2007].

Additionally, although unit testing is predominately performed by developers [Ander-

sson and Runeson, 2002, Runeson, 2006, Wojcicki and Strooper, 2006, Hashmi et al.,

2010], there is an identified need to improve their motivation in this regard [Runeson,

2006] (the importance of unit testing needs to be stressed to developers [Torkar and

Mankefors, 2003]). As [Burnstein, 2003] highlights, good unit testing requires prepara-

tion (preparation appears to be an unattractive task for software engineers [Kollanus,

2009]), however, in many instances, it is performed in an informal fashion [Andersson
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and Runeson, 2002], with the defects found rarely being reported (whilst Burnstein

considers this poor practice, [Tian, 2005] indicates that this is because unit testing

forms part of software implementation).

Notably, on the successful completion of unit testing, the testing process has really

just begun [Myers, 2004] (as Myers observes, it is possible to pass all the unit tests, but

then fail the acceptance tests). Thus there are additional levels of testing which can,

and should be, performed on a software project. This includes: integration and sys-

tem testing (with the former testing the integration between components and the latter

focusing on the complete system [IEEE, 1990]), as well as acceptance testing (which es-

tablishes whether the system satisfies the customer’s acceptance criteria [IEEE, 2008]).

Therefore, we now look at some of the existing literature concerning these levels of test-

ing. For example, in one of the initial surveys of the New Zealand software industry,

[Groves et al., 2000] aimed to understand the methods used to express requirements

and specifications, as well as the V&V techniques utilised to ensure that the software

being developed satisfies its requirements. Telephone interviews were conducted with

24 organisations, with the notion of acquiring a broad understanding, and face-to-face

interviews were conducted within four additional organisations. As with other studies

(e.g. [Runeson, 2006]), organisational size was based on the number of developers (in

this instance, a small organisation has 1-3 employees, a medium organisation 4-9 and

a large organisation 10 or more; notably, this does not help identify the size of the

organisations, nor does it help in being able to contrast the results with other studies

- hence showing the importance of adopting a common definition, see [Ayyagari et al.,

2007]). Each organisation was classified in terms of reaching a certain level of testing

“rigour”, with the amount of time dedicated to system and integration testing vary-

ing from 9-35%. The in-depth interviews provided additional insights. For example,

one organisation, employing ∼250 people, had its security systems division analysed

(comprising ∼45 people, 26 of which were software developers, with each project group

having a ratio of 1-3 test engineers to 4-5 developers). In this instance, software testing

accounted for a third of the effort on the project. Interestingly, Groves et al. indicate

that the most significant factor in determining the software practices employed within

an organisation appears to be related to the size of the software development group

e.g. with larger groups having more well-defined practices and also appearing to apply

more software testing rigour (this emphasises the importance of considering SMEs and

large organisations as distinct entities, especially since they are known to differ [Street

and Meister, 2004]). Notably, across the four organisations studied in-depth, the pre-

sented results do not permit comparisons to be drawn (e.g. within one organisation

there is no test-related discussion).
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In a survey of the software development practices within Malaysian organisations,

[Baharom et al., 2005] employ a structured questionnaire, containing 69 questions, to

determine areas including: the extent that standards, processes, tools and methods are

used; the software development activities; and training. Of the 41 respondents (none

of which held test-related positions), it is difficult to gauge the size of the organisa-

tions reached (it is stated that a high-percentage come from small IT organisations).

However, a variety of industry sectors were represented, with an almost equal divide be-

tween government and the private sector. Based on this divide, the use of test tools was

approximately 20% and 35% respectively. Further, whilst there was an awareness of for-

mal testing, the majority of organisations only applied formal testing towards the end

of a project (the cost of addressing defects increases as a project nears completion, see

Section 1.3.4). Overall, each surveyed organisation suffered at least one quality-related

problem (similarly, [Andersson and Runeson, 2002] found, within all the organisations

they conducted interviews, that problems and difficulties existed with their V&V pro-

cesses), including: that the software released required further improvement (75%), that

the organisation was unable to deliver the software on time (55%), budgetary problems

(20%) and unhappy customers (22.5%). Notably, improving an employee’s knowledge

and skills was deemed important - with experience considered the most effective ap-

proach in terms of improving the situation, followed by training and formal education.

However, the majority of the organisations failed to adopt any form of standard or

governing process and simply continued with existing practice. This was attributed to

a lack of awareness (see Section 2.6 for further discussion on the divide between V&V

theory and practice).

Similarly, [Sung and Paynter, 2006] used an online survey to understand the soft-

ware testing practices within the New Zealand software industry. Sixty-one responses

were received from a variety of sized organisations (45% had between 1-9 employees,

with some over 10,000). Sung and Paynter make several observations in terms of the

smaller organisations surveyed, namely, that they do not fully embrace software testing

methodologies due to time and cost constraints, as well as a lack of expertise. However,

and regardless of organisational size, the adoption of tools and standards, and the pro-

vision of training, was found to be limited. Further, 61% of the respondents claimed

little or no training (18% claimed to have received considerable training and, whilst

security testing was referenced, there was, unfortunately, no elaboration on this). Sig-

nificantly, within the smaller organisations, the majority of the training received was

either on-the-job or self-directed. Fifty-one percent of the organisations did not follow

any form of testing standard, however, 41% followed in-house standards. Sung and

Paynter speculate that existing standards might not fit well within New Zealand or-
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ganisations (which emphasises the need for adopting a specific national context) or that

their existence was overlooked. Notably, they indicate that organisations may be able

to cope without standards when there are a small number of employees. In summary,

many of the small organisations overlooked key aspects of software testing, it was also

highlighted that testing, as an activity, did not receive the recognition it deserves (in

contrast, [Andersson and Runeson, 2002] found that test engineers, within both small

and large organisations, received both recognition and rewards for their contribution to

product quality). Sung and Paynter attribute this to the inevitable need for employees

to be multi-skilled, as well as to organisations not separating out the testing role (de-

velopers were primarily responsible for testing within the smaller organisations, with

39% of the total surveyed organisations not having a separate testing role).

More generally, and given the importance of regression testing, [Engström and

Runeson, 2010] conduct one of the first surveys to understand regression test practices

within industry. Specifically, they held an initial focus group (involving 15 partici-

pants) and then employed an online survey (which received 32 responses to the 45

questions posed) to validate the findings. Organisational size was determined by the

number of developers, which ranged from 1-999 in number. They aimed to establish:

regression test definitions and practices, the challenges faced and improvement sugges-

tions. Interestingly, although there was agreement found in terms of what constitutes

regression testing (security was not considered), the aims of such testing were found to

not only differ between organisations, but also within organisations (as before, a lack

of consistency in practice is considered a sign of a less mature practice [CMMI Product

Team, 2010]). Notably, they outline that industry practice is mostly based on expe-

rience and “not on systematic approaches”. Whilst regression testing was performed

at the different test levels (e.g. at the component and system levels), and at different

points within the adopted software development lifecycle, the majority of the partic-

ipants reported that a lack of time and resource, as well as insufficient tool support,

impacted an organisation’s regression testing. However, as Engström and Runeson in-

dicate, many of these challenges are not specific to regression testing, but are applicable

to software testing in general (this is echoed by others e.g. [Park et al., 2008, Nagy and

Vı́g, 2008, Larusdottir et al., 2010]).

Whilst [Andersson and Runeson, 2002] indicate that current V&V practice, within

industry, is seldom studied, we find this is particular so in terms of security V&V. How-

ever, we now examine several studies where security testing has been touched upon.

For example, [Garousi and Varma, 2010] replicated the study by [Geras et al., 2004],

both of which examined software testing practices in Alberta, Canada. Whilst the stud-

ies focus on software testing in general (e.g. identifying the test tools and frameworks
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used), they were able to show the level of change over a five year period. Notably, the

results show a significant decrease in focus on the security properties of the product

under test (decreasing from over 40% to under 20%). Unfortunately, the reason for this

change is not discussed. Similarly, [Causevic et al., 2009a, Causevic et al., 2009b], who

conduct a large web-based survey (containing 260 questions), aimed to establish the

benefits, and state, of software testing practice. Significantly, they were able to estab-

lish the degree to which security testing is practiced at the component and system test

levels. Unfortunately, the reasons for the levels of practice observed were not discussed

(even when focusing on the contemporary aspects of software testing [Causevic et al.,

2010] - we, and others, e.g. [Rooksby et al., 2009], would consider security testing a

contemporary aspect). Further, whilst [Larusdottir et al., 2010] focused on usability

testing, they examine eight test techniques in total, including security testing. Utilising

an online survey and interviews (encompassing 25 respondents and six interviewees re-

spectively), the results show that the majority of organisations surveyed perform little

or no security testing, however, when it is performed, we find that the majority are

either developers (44%) or test engineers (33%), with the remainder including external

test engineers, customers and others. Notably, a lack of training or knowledge was iden-

tified as the primary reason for why security testing was not performed as regularly as

the other forms of testing analysed (in addition, security testing was the most impacted

testing technique in terms of this particular reason). In a more focused study, [Epstein,

2009] conducted eight interviews, within a variety of organisations, to understand sev-

eral software assurance practices. They conclude that most organisations are aware

of the risks of producing insecure software and are generally motivated to produce

secure software through fear of bad publicity. It was highlighted that the techniques

employed vary by vendor, however, all interviewees agreed the importance of developer

training in this regard. Notably, Epstein states that most of the organisations studied

had centralised security functions, containing employees with relevant expertise, that

could assist the development teams. However, given that Epstein defines a medium-

sized organisation as having a sales volume between $100 million and $1 billion, we

recall that our definition of an SME indicates that annual turnover should not exceed

AC50 million (see Section 1.2.1). We feel these definitions are suggestive of two very

different operating environments. Similarly, whilst [Cruzes et al., 2017] examine the

role of security testing within four Agile teams (based in Austria and Norway), using

semi-structured interviews, organisational size is not captured. However, they aim to

identify when security testing is performed, the level of associated automation, as well

as the benefits of performing security testing.

Notably, it is often considered a harsh reality that software components, which op-
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erate both as desired and as expected when examined in isolation (i.e. through unit

testing), fail to do so when interacting with other components [Engel, 2010]. A fun-

damental cause for this is when one developed component makes unfounded assump-

tions about another component. Intercomponent and interoperability issues can be

overlooked during unit testing [Gao et al., 2003]. Significantly, a frequent cause of

vulnerabilities is the failure to appropriately check input values (many developers fail

to check for unexpected input [Hunt et al., 2007], as do test engineers [Myers, 1978])

- this typically results through problems in integration [Allen et al., 2008]. Unfor-

tunately, integration testing is deemed as being one of the least understood areas of

software testing [Trew, 2007]. Similarly, system testing is considered as being the most

misunderstood and the most difficult aspect of the testing process [Myers, 2004]. How-

ever, the literature indicates that system testing is the primary level of software testing

being performed within organisations, generally followed by integration testing [Ba-

harom et al., 2005, Larusdottir et al., 2010, Hashmi et al., 2010]. In summary, the

literature above shows the importance of including both developers and test engineers

within a study (especially given their differing skill sets, mindsets, personalities and

mental processes [Pettichord, 2000, Sawyer, 2001, Cohen et al., 2004, Dhaliwal et al.,

2011, Zhang et al., 2014, Zhang et al., 2018]), as well as ensuring a focus across the

different test levels i.e. security should not be considered solely a system test activity

like it is in many key V&V texts (e.g. [Burnstein, 2003, Myers, 2004]). Clearly, the cost

of locating and addressing defects, and vulnerabilities, increases as a project progresses

(see Section 1.3.4). However, it is from examining the different levels of testing, that

we can deduce that each offers a distinct contribution (and challenge) to a software

project and organisation. It is also important to keep in mind that vulnerabilities can

be detected through each level of testing, as well as through different types of testing

e.g. performance testing and installation testing [Stamp, 2011]. Whilst the existing

literature covers various aspects of software testing, the topic of security is typically

overlooked (even when the organisations being studied have a security focus e.g. [Groves

et al., 2000, Ellims et al., 2004]). Thus it remains unclear, within a UK-based software

SME context, how security test-based activities (i.e. security testing and penetration

testing) are performed, how regularly, by whom, and how much is expended on the

activities, as well as whether tools and processes covering these activities exist and are

used. Further, and emphasising the need to adopt a socio-technical approach when

studying V&V, [Rooksby et al., 2009] conclude, following an ethnographic study, that

the problems concerning testing are not just technical, but are also organisational in

nature (for example, they found that developers consider testing boring and the least

enjoyable aspect of their work, see Chapter 3).
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We now examine the complementary review-based activities.

2.3 Review-Based Activities

In an attempt to understand software reviews, as practiced within industry, [Kollanus

and Koskinen, 2006] perform six case studies, within five Finnish software organisations

(however, organisational size is not defined). Eighteen interviews were conducted and

the Inspection Capability Maturity Model (ICMM) [Kollanus, 2011] was employed

as the framework to analyse existing practice. In summary, all of the organisations

surveyed contained weaknesses in how they practiced software reviews. This included

how the reviews were implemented and focused within an organisation. For example,

whilst requirements were regularly reviewed, it was quite rare to review code (which

contrasts with the view of [Tian, 2005]; however, [Zheng et al., 2017] report that only

about half of their 25 respondents performed code reviews, with the majority of the rest

considering them as not being relevant). Further, although all but one organisation had

a governing process in place, many of the interviewees knew little about these processes

(similarly, when observing a series of code review sessions within an organisation with

an established code review practice, [Mäntylä and Lassenius, 2009] found that although

a review checklist existed, it was not used when performing the reviews, with not all

employees even being aware of its existence). Kollanus and Koskinen also identified

the absence of any review-based training, as well as limited knowledge of review-based

activities more generally. Significantly, and regardless of organisation maturity levels,

the motivation to review another’s work was considered the biggest challenge (notably,

within one organisation, [Baker, Jr., 1997] found that even though performing code

reviews was part of an engineer’s objectives and annual performance review (which

runs contrary to the advice of [Fagan, 1976]), all six engineers within the survey failed

to perform a code review - unfortunately, Baker, Jr. does not elaborate on why this

happened; we also recall that [Runeson, 2006] found motivation problems in terms of

executing unit tests, showing that V&V activities, in general, can suffer from a lack of

motivation). Although Kollanus and Koskinen acknowledge that training could help

increase the level of software review knowledge within an organisation, and help address

issues of motivation, they do not identify the reasons for the lack of motivation. This

emphasises the need to consider V&V as a set of socio-technical activities (see Chapter

3). However, [Tervonen and Harjumaa, 2004], who conducted 12 interviews within

Finnish organisations with SME-sized software development departments, aimed to

establish both the factors which motivate, and hinder, software reviews within industry.

Specifically, they found the most important factors motivating people into performing
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software reviews were: finding defects earlier, in greater quantity and quicker. The

sharing of information and expertise was also viewed as important (this aspect has

been echoed by others e.g. [Coram and Bohner, 2005, Mäntylä and Lassenius, 2009]).

Notably, whilst many of the organisations felt process improvement was important,

many emphasised that a lack of time was the most pressing impediment impacting

software reviews, followed by a lack of resources. Software reviews being viewed as

labourious was also an identified issue (which is also seen in terms of security review-

based activities e.g. [McGraw, 2008, Edmundson et al., 2013]), as was a lack of expertise

and the view that software reviews are not seen as being required (V&V activities being

viewed as dispensable has been identified by others e.g. [Torkar and Mankefors, 2003]

report that 60% of their survey respondents indicate that V&V was the first area

to be reduced to cope with project time constraints; this is also the case within the

context of small organisations [Rodrigues et al., 2010]). In conclusion, although the

organisations acknowledged that software reviews could find defects earlier, in greater

quality, and quicker, a shortage of time was the main obstacle preventing their adoption

within SMEs (this is one of the most common perceptions surrounding software reviews

[Shepard and Kelly, 2001]).

Observing that much of the research concerning software reviews involves exper-

iments, [Kelly and Shepard, 2002] aimed to understand the qualitative issues which

surround such practice. Establishing a set of maxims, they find that each review tech-

nique adopted not only has an influence on a reviewer’s behaviours, but that it is also

related to their past experiences, current practices, as well as their personal preferences.

Similarly, [Devito Da Cunha and Greathead, 2007] attempt to understand whether a

correlation exists between personality type and an individual’s ability to review code.

Using the Myers-Briggs Type Indicator (MBTI) assessment, they profiled 64 students

and then asked them to review 282 lines of Java code containing 16 seeded defects. The

only significant correlation found concerned the Sensing-Intuition factor where, those

determined more intuitive, performed significantly better than the identified sensing

types. Thus software organisations should capitalise on the strengths of their employ-

ees when assigning tasks, with their personality types and abilities impacting both

productivity and product quality ([Myers, 1978] also found this in a software testing

context). A comparable study (in that it involved 64 students reviewing Java code

which had been seeded with defects) was performed by [Dunsmore et al., 2001]. In

this instance, the focus of the study was to contrast two approaches when reviewing

object-oriented code. Notably, the delocalised nature of object-oriented code negatively

impacted the software reviews. However, as the study participants were students - with

no experience in code review - this threatens the validity of their experiment (we find

44



2.3. Review-Based Activities Chapter 2.

this in other software review studies e.g. [Kelly and Shepard, 2002, Uwano et al., 2008],

with Kelly and Shepard preventing collaborative discussion between their subjects -

which, as they acknowledge, does not reflect industry practice - developers spend more

time discussing code-related information face-to-face [LaToza et al., 2006]).

Also acknowledging the prevalence of using students as subjects, [Berling and Rune-

son, 2003] examine two software review methods within a large Swedish organisation.

They employed a combination of surveys and interviews to evaluate and compare the

two methods. Interestingly, the method which the respondents had the greatest confi-

dence in, and which was found to be the most effective and efficient, was the one intro-

duced to the organisation by those actually performing the reviews (with the other con-

sidered an “established company standard”). Berling and Runeson acknowledge that

this may have influenced the level of motivation observed in terms of this particular

method (anecdotal evidence suggests that experienced reviewers display considerable

resistance in terms of adapting their techniques when receiving external suggestions

[Kelly and Shepard, 2002]; it is also known that “people unconsciously prefer to apply

existing skills with which they are familiar” [Basili et al., 1996, p. 156]). Similarly,

[Uwano et al., 2008] conduct an experiment to determine the difference in performance

(i.e. effectiveness and efficiency) when a subject performs checklist-based reviews on

both code and design artefacts. Their aim was to establish whether good code review-

ers were also good at conducting design reviews - thereby enabling tasks to be assigned

appropriately or training needs identified. Ten subjects (nine graduate students and

one academic, two of which had industry experience) were asked to first locate nine

defects seeded within four documents and then eight defects seeded within some C

source code. Whilst a correlation was expected in terms of a subject’s defect find rates

(i.e. a reviewer finding more defects in the design review, will also find more defects in

the code review), no correlation was found i.e. good code reviewers are not necessarily

good at design reviews.

However, to determine which properties are deemed the most important during

code review, [Nelson and Schumann, 2004] surveyed NASA, and the aerospace indus-

try, to establish whether a subset of software properties exist that, if met, lead to the

code being deemed trustworthy. Given that a large number of properties exist - not

all of which can be realistically checked - it is important to establish which should

be prioritised. Notably, Nelson and Schumann highlight that such a decision is often

arbitrary and dependent on the expertise and experience of the reviewer. Thus they

question: is code review trustworthy, or just if you trust the expertise of the reviewer?

To identify the properties, Nelson and Schumann generated a diagram with two metrics:

difficultly (i.e. the effort required to check a property) and importance (i.e. frequency
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and risk). Unsurprisingly, following the survey, ‘security properties’ appears within

the high-difficultly and high-importance quadrant (finding vulnerabilities is complex

[Austin and Williams, 2011]). The results also emphasised that whilst code reviews de-

tected approximately 50% of the located defects, additional V&V tools and techniques

are required to ensure trustworthy code. Additionally, we, like [Mäntylä and Lasse-

nius, 2009], find that much of the research concerning code reviews focuses on defect

counts as opposed to defect types (similarly, [Bertolino, 2003] indicates that several

software testing studies focus on the number of detects as opposed to their impact).

This is an important distinction since, as Mäntylä and Lassenius indicate, a focus on

defect count can result in a misleading view e.g. there are different types of defect with

differing impacts (this was discussed, in terms of defects and vulnerabilities, within

Sections 1.3.3 and 1.3.4). Similar to Nelson and Schumann, Mäntylä and Lassenius

conclude that different V&V activities will find different types of defect. This prompts

an examination of the relationship between test and review-based activities.

Whilst the existing literature predominately treats test and review-based activi-

ties in isolation (as evidenced above), several studies consider both (as [Aurum et al.,

2002, Ciolkowski et al., 2002] question: what is the relationship between these activ-

ities, what types are defect are best found by each and how do they complement one

another). These studies typically take the form of controlled experiments e.g. [Myers,

1978] studies the relative effectiveness, as well as the influencing factors and associated

costs, of three different approaches when testing and reviewing a small text-formatting

program which was seeded with 15 errors. Notably, and given that the subjects were

highly experienced programmers, only a third of the seeded defects were found. Myers

concludes that both test and review-based activities should be employed together on

a project. Similarly, [Wood et al., 1997] conduct an empirical study comparing the

effectiveness and efficiency of three approaches to defect detection (this replicates [My-

ers, 1978], as well as at least three other studies (e.g. [Hetzel, 1976, Basili and Selby,

1987, Kamsties and Lott, 1995]), however, only [Myers, 1978] utilises practitioners, with

the others relying on student subjects). Given the absence of any consistent evidence,

in terms of showing which approach is best, Wood et al. conclude that the approaches

appear to be complementary. Interestingly, [Porter et al., 1998] found, when examining

the application of unit testing before code review (within a large organisation), that

whilst it would have been expected that the amount of defects found by the code re-

view would have decreased as the amount of pre-review testing increased, this was not

observed ([Mäntylä and Lassenius, 2009] observe that quality assurance applied before

code review can have a significant impact on the results, with [Kelly and Shepard, 2002]

indicating that “[u]nit testing before inspection is contrary to some accepted wisdom”).
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Notably, whilst [Myers, 1978, Wood et al., 1997] do not consider vulnerabilities, [Austin

and Williams, 2011] state that no single tool or technique is sufficient in locating all

vulnerabilities or even all types of vulnerability. Collectively, these studies emphasise

the importance of organisations embracing more than one approach to defect detection

(a view echoed by others e.g. [Adrion et al., 1982, Bertolino, 2003]).

The importance of software reviews has long been acknowledged [Porter et al.,

1998, Aurum et al., 2002, Dunsmore et al., 2001, Kollanus and Koskinen, 2006]. Clearly,

an inherent strength is in their being able to be applied to any type of artefact (e.g. im-

proving the quality of software documentation reduces development time [Uwano et al.,

2008]). They can also be employed to uncover defects and vulnerabilities throughout

software development (clearly leading to a cost benefit when discovered earlier, see

Section 1.3.4). A successful review depends on several factors, including: possessing

an understanding of the product and the technologies involved, the use of appropriate

tools, as well as previous experience [Parnas and Lawford, 2003]. Notably, it is impor-

tant that those performing the review are familiar with the product, the application

domain and the process of conducting a review itself [Aurum et al., 2002, Kelly and

Shepard, 2002] (otherwise, according to Aurum et al., they must be trained; [McDer-

mott, 2000] discusses the importance of product domain knowledge when performing

security V&V activities). Notably, reviewers vary in their ability to detect defects,

which is possibly due to individuals looking for different types of issue [Porter et al.,

1998] (the importance of conducting a focused security review has been emphasised

[Meier, 2006]). As stated in [Mäntylä and Lassenius, 2009] (and supported by the

literature reviewed), there is very little information on the types of defects detected

by software reviews e.g. there is a tendency to focus on defect count. Mäntylä and

Lassenius acknowledge that practitioners will be aided by understanding which V&V

technique is best suited to detect which type of defect. In summary, the approach

adopted, clearly relies on the awareness and the ability of the reviewer (we examine the

importance of education, and the distinction between theory and practice, in Section

2.6).

However, we observe that software reviews are not always applied in practice [Au-

rum et al., 2002, Kollanus and Koskinen, 2006], with [Ciolkowski et al., 2002] indicating

that many organisations have not taken full advantage of them. This is attributed to

people issues causing too many complications (which includes expertise and commu-

nication problems) [Kelly and Shepard, 2002]. Significantly, [Kollanus and Koskinen,

2006] found that software reviews do not appear to be a pleasant task for software

engineers [Kollanus and Koskinen, 2006] (they have been considered labourious and

time-consuming [Tervonen and Harjumaa, 2004, Edmundson et al., 2013]). This em-

47



2.4. Tools and Frameworks Chapter 2.

phasises the importance of adopting a socio-technical approach when studying V&V

(see Chapter 3). It is also apparent that organisations need to ensure that they have

processes which support software reviews [Aurum et al., 2002, Kelly and Shepard,

2002, Ciolkowski et al., 2002]. Notably, the existing literature typically overlooks se-

curity reviews. Specifically, it remains unclear, within UK-based software SMEs, how

security review-based activities (i.e. security design and code reviews) are performed,

how regularly, by whom, and how much is expended on the activities, as well as whether

tools and processes covering these activities exist and are used. Whilst review-based

activities have been considered as encompassing a set of effective manual techniques

[Adrion et al., 1982], they can be assisted by automated tools, thereby helping increase

the efficiency of a review and saving both time and effort [Aurum et al., 2002, Parnas

and Lawford, 2003, Nelson and Schumann, 2004, McGraw, 2008, Mäntylä and Lasse-

nius, 2009]. We thus now examine the use of tools and frameworks within the wider

context of V&V as a whole.

2.4 Tools and Frameworks

Knowledge of tools and frameworks plays an important role in developing high-quality

software products [Tian, 2005]. Thus, it is important to examine these, especially since

many V&V tools and frameworks exist [Zhu et al., 2006, Budnik et al., 2007, Clarke

et al., 2010]. By employing these, organisations are able to automate a number of

otherwise manual activities. Much has been written about test automation [Bach,

1997, Fewster and Graham, 1999] - with some extolling the benefits (such as repeata-

bility, consistency and efficiency), some the pitfalls (such as unrealistic expectations,

maintenance requirements and lack of organisational support) - however, it is commonly

accepted that manual and automated tests find different classes of defects and, there-

fore, should be deemed complementary [Mosley and Posey, 2002]. We thus examine

the literature concerning tool and framework adoption.

Wicks surveyed several software organisations, based in Scotland, to understand

the tools used during software development [Wicks, 2005]. Of the 33 respondents, from

various industry sectors, approximately 72% worked within organisations employing

less than 100 people. Thirty questions were posed, ranging from understanding aspects

of the organisation, to the programming languages and tools utilised. Notably, there

was only a single instance of a test tool being integrated within an organisation’s

software development process; however, there were indications that a small minority

were making use of some test-related tools (significantly, ∼64% of the respondents had

not received training on the tools adopted). The continued lack of test tool adoption
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is interesting, since a similar lack was reported in [Zelkowitz et al., 1984] e.g. of the 30

organisations surveyed, only 27% used some form of test tool. Neither study considered

any form of security-related tool.

In a more focused survey, [Nagy and Vı́g, 2008] elected to understand the devel-

opment environment, test approach and tools utilised on Erlang (a general-purpose

programming language) projects. Comprising 21 questions, 200 responses were re-

ceived. Significantly, of the 14 Erlang tools discussed, and in all cases, the respondents

were more aware of their existence, over their actually being used. These tools in-

cluded test frameworks, static analysis tools and stress testing tools. Notably, no

freely available, stable test tool existed. This has implications, since SMEs are keen

to exploit free software to assist with software development [Andersson and Runeson,

2002, Sitnikova et al., 2007]. As Nagy and Vı́g conclude, testing is poorly supported on

Erlang projects, with most developers using proprietary tools or manual approaches to

both unit and system testing. Continuing with SMEs, [Thörn and Gustafsson, 2008]

found tool support as being both cumbersome and expensive within their survey of

27 Swedish SMEs (atypically, this survey adopts the same SME definition as us, see

Section 1.2.1). Interestingly, they outline that software modelling, as a discipline, is

covered in software engineering courses (this can be contrasted to V&V more gener-

ally, see Section 2.6), that there is mature tool support, and that a wealth of domain

knowledge and practical experience exists to be drawn upon, therefore, it might be

safe to assume that model-based software engineering is common in practice (such an

assumption appears relatively sound). Unfortunately, a conclusion drawn is that the

constraints faced by SMEs preclude the application of software modelling, generating

the view that it as a “considerable overhead”. Given that security V&V is an empirical

unknown (see Section 1.3.6 and [Kreeger and Harindranath, 2012]), we cannot make

such an assumption.

Berner et al. present an experience report following their observation of 12 software

projects over a three-year period [Berner et al., 2005]. This encompassed understanding

an organisation’s approach to test automation and the creation of testware. Notably,

whilst it was found that certain tests are not effective, or possible, without automa-

tion, they observed an improvement in both the quality and depth of the test cases

when test engineers were “freed from boring and repetitive tasks”. Specifically, this

permitted time to be spent on designing new and better tests, as well the ability to

focus on neglected areas and difficult tasks (we recall the complexity of security testing

[Thompson, 2003, Austin and Williams, 2011]). Unfortunately, no specific examples

were given, however, time constraints are known to impact most types of testing - with

security testing being no exception [Larusdottir et al., 2010] - and when test time is
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reduced, scope is as well [Gilbert, 2011]. Similarly, [Kasurinen et al., 2010] also exam-

ine test automation practices (employing both a survey and interviews, across 31 and

12 organisations respectively). Specifically, they focused on how organisations have

adopted test automation, the issues faced and how software testing has been impacted.

Interestingly, they found that test automation is usually introduced due to “pressure

to create resource savings”, however, the amount of test automation found was consid-

ered less than expected based on the existing literature. These findings apply to both

SMEs and large organisations. Notably, 73.8% of the organisations surveyed by [Sung

and Paynter, 2006] employed manual testing, with only 39.3% performing any form

of automated testing (significantly, whilst the majority of the organisations studied

by [Andersson and Runeson, 2002] expressed a desire to increase the amount of test

automation being performed, a lack of time often prevented this). Sung and Payn-

ter also observed that 56% of the organisations did not utilise automated test tools,

however, of those which did, approximately half used tools developed in-house (Sung

and Paynter speculate that a high learning curve and tool cost may be the respective

reasons for these values). In contrast, [Itkonen et al., 2009] focus on manual test-

ing practices, within four Finnish software organisations, with the view of improving

the understanding of how experienced-based and exploratory manual system testing

is conducted. This was a qualitative study based on field observations and, although

the organisations were classified as being SMEs, no definition is provided. This study

shows that test engineers employ various techniques and strategies during test execu-

tion and do not necessarily rely on test documentation. It was also highlighted that

most new defects are found by manual testing, with test automation removing the sim-

ple, repetitive tasks, thus permitting time for creative manual testing (which we, like

others, e.g. [Türpe, 2008, Michael et al., 2013], view as encompassing security testing).

As indicated by Itkonen et al., test execution is not simply a mechanical task, but in-

volves skill and knowledge (it has been shown that this has as “strong an effect on the

results of testing as do the test case design techniques” selected [Itkonen et al., 2009,

p. 494]). This is further supported by Bertolino, who states that: “[a]lthough there is

much room for automation [. . . ] the tester’s expertise remains essential” [Bertolino,

2003, p. 17]. This aspect is discussed further in Section 2.6.

Notably, many organisations have unrealistic expectations about test automation

(and the associated benefits and challenges faced) [Berner et al., 2005]. Whilst employ-

ing such technology can minimise some of the drudgery associated with testing [Myers,

2004], there are instances where it is inappropriate, disadvantageous and expensive, as

well as situations where it is appropriate, advantageous and cost effective [Everett and

McLeod, Jr., 2007]. A common misunderstanding with the automation of manual tests
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is that more defects will be found, however, this is considered doubtful [Fewster and

Graham, 1999]. For example, [Ellims et al., 2004] found that the design of unit tests

identified more defects than the execution of the tests; further [Berner et al., 2005] re-

port that manual tests detect most of the new defects, not the automated tests. There

is always an economic trade-off to be considered between manual and automated testing

[Ramler and Wolfmaier, 2006]. Significantly, [Tervonen and Harjumaa, 2004], within

an SME context, found difficulty in introducing tool adoption within organisations,

stating: “companies strive to keep their development process alive and try to avoid all

disturbing factors”. Thus they consider it a challenging task to encourage SMEs to use

new tools, observing that such attempts are likely to fail if an established process does

not exist (even if it is a “very good tool”, process integration issues can prevent tool

adoption [Favre et al., 2003]). Notably, although tool adoption is a major concern in

software engineering, the barriers to adoption are not just technical in nature, but also

organisational e.g. [Favre et al., 2003] highlight that the size of an organisation plays a

significant role in tool adoption (as it does in process adoption [Staples et al., 2007]).

This emphasises the need to consider V&V as a socio-technical activity (see Chapter

3).

Aside from determining whether it is appropriate to adopt a test tool, or to auto-

mate an activity, it is important to consider the process of tool selection and evaluation

itself [Poston and Sexton, 1992, Bach, 1997, Illes et al., 2005]. This is especially rel-

evant when considering that test tools are often designed without adequate attention

[Nakagawa et al., 2007] (this incompleteness has plagued tool adoption for some time

[Zelkowitz et al., 1984]). Furthermore, it is as well to recall the maxim: “a fool with

a tool is still a fool” and that the adoption of tools requires both training and or-

ganisational support. The survey performed by [Wicks, 2005] shows that test tool

adoption, and the associated training, was low; further, [Nagy and Vı́g, 2008] high-

light, in some instances, that awareness of a tool’s existence was more prevalent than

its actual deployment, with tool support and maintenance, more generally, being seen

as both burdensome and expensive. The industry need for efficient and effective tools

continues to grow [Vieira et al., 2006], and given that no one tool can assist all V&V

activities [Adrion et al., 1982, Everett and McLeod, Jr., 2007], Adrion et al. indicate

that this implies the acquisition and learning of several tools - which is something that

can incur more costs than the tools themselves. In summary, whilst the existing lit-

erature shows a lack of tool support and adoption, across a variety of organisations,

it remains unclear as to whether UK-based software SMEs employ V&V-related tools

(and if not, why not), the origin of these tools and whether they are customised to

their particular environment, as well as the extent to which automation technologies
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are employed. Given the relationship between tools and processes, as well as the level

of V&V maturity within an organisation, we now examine these aspects.

2.5 Organisational Maturity, Processes and Culture

Software organisations rely upon processes to develop products [Wiegers, 1996, Burn-

stein, 2003, Mutafelija and Stromberg, 2003, Goodman, 2005, Nejmeh and Riddle, 2006]

(a process is “a structured set of activities and decisions to do a certain job” [Dyb̊a

et al., 2004, p. 2]). Further, organisations are known to examine standards (to under-

stand “why” their processes should exhibit certain properties), maturity frameworks

(to identify “what” activities should be captured by their processes) and best prac-

tices (to determine the optimal approach i.e. “how” the identified activities should be

performed) [Nejmeh and Riddle, 2006]. Notably, successful organisations continuously

manage and strive to improve their processes [Mutafelija and Stromberg, 2003, Nejmeh

and Riddle, 2006, Harrington, 2006]. However, in terms of which process to adopt, or-

ganisations are faced with the decision of “pret-á-porte vs. tailor-made” [Ward et al.,

2001, p. 106], as well as a choice from a “dizzying array of software and system process

standards, recommended practices, guidelines, maturity models, and other frameworks”

[Sheard, 2001, p. 96] (see [Paulk, 2004] for a list concerning software organisations). In

terms of V&V, as an organisation increases its level of test maturity, the testing process

itself becomes more defined, managed, and measured, in turn, leading to the potential

for improved software product quality [Burnstein, 2003] (as [Hartman, 2002] found,

organisations with a higher maturity level also aim to remove defects earlier within the

software development lifecycle) and, as acknowledged by [Brown and Duguid, 2001]:

practice without process will likely become unmanageable, however, process without

practice will result in the loss of creativity which is required for sustained innovation.

Given the relationship between an organisation’s maturity and processes - and their

success - as well as that employees are influenced by various organisational cultures [Ku-

usisto and Ilvonen, 2003], we now examine the literature in terms of V&V maturity,

process, and information security culture.

We begin by examining [Koomen, 2002, Kollanus, 2009], both of which adopted

test and review-based maturity models in which to conduct and structure their re-

spective studies. In order to understand the use of the Test Process Improvement

(TPI) model, [Koomen, 2002] conducted a global web-based survey. The TPI model

provides guidelines for assessing an organisation’s test maturity level and guidance to

organisations on how to improve [Koomen and Pol, 1999]. Unfortunately, although

Koomen contrasts small and large organisations in their analysis, they define a small
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organisation as having less than 1,000 employees. However, within the majority of the

organisations (some 73%), a separate test function exists (indicating an organisation

with a higher test maturity level). Koomen also observes that the smaller organisations

typically have less formal processes in place. Similarly, [Kollanus, 2009] conducted a

series of interviews, within seven Finnish organisations (of varying sizes), to assess the

maturity of an organisation’s software review practices, as well as to identify weak-

nesses. They employed the Inspection Capability Maturity Model (ICMM) [Kollanus,

2005, Kollanus, 2011] to assess maturity (the five levels within this model correspond to

those within [CMMI Product Team, 2010]). Notably, all of the organisations assessed

were classified at the lowest maturity level (although some practices satisfied elements

from the next two levels). This implies that none of the organisations either monitor,

or collect, information on their review process (see [Kollanus and Koskinen, 2006]). A

further weakness, observed across all of the organisations studied, concerned the lack

of review-based training received. Further, there was variation in how the review activ-

ities were perceived e.g. whilst the review of test cases was clearly perceived as being

important, attitudes varied in terms of code reviews. Unfortunately, the reasons for

these views were not explored.

In a study of Swedish software organisations, ranging in size from 15-2,000 em-

ployees, [Grindal et al., 2006a, Grindal et al., 2006b] found a low level of software test

maturity. Twelve interviews were conducted, based around six questions, to determine:

the test case selection methods adopted; whether the software testing being performed

is guided by a test strategy; when test engineers are first involved in a project and

their general knowledge; the amount of project resource dedicated to software testing

and the test metrics collected and used. Notably, 50% of the organisations surveyed

involved test engineers at a project’s outset, ∼33% during the requirements phase (we

recall the benefits of earlier defect detection, see Section 1.3.4). Whilst there was

variation in time spent on software testing, an overall mean of 35.1% was reported.

The majority of this time is spent on system test activities, which is attributed to a

lack of test maturity and a lack of test process. Interestingly, Grindal et al. speculate

that a “low level of test maturity may be safer with small projects than with larger

projects”, however, we feel this generalisation is inappropriate, since the deployment

context of the product should be taken into account. Similarly, [Park et al., 2008]

conducted a survey examining the level of software test maturity within seven Korean

defence organisations (organisational size is not defined) with the view of developing

a new test maturity model. The survey had three objectives: firstly, to understand

the approximate level of software test maturity; secondly, to understand the software

testing practices used; lastly, to identify problems specific to software development in
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the context of defence. Thirty-eight responses were received and test maturity was

evaluated using TPI [Koomen and Pol, 1999]. The V-Model was found to be the dom-

inant software development methodology adopted, with unit and integration testing

the predominate types of testing being performed (which is probably reflective that

the majority of respondents were developers). Notably, the majority of respondents

believed their testing was neither sufficient or insufficient, however, there was a com-

mon theme reported in that a lack of time, and a lack of test resource, impacted the

activities being performed.

Further, and continuing the defence industry theme, [Sitnikova et al., 2007] per-

formed structured interviews within 16 South Australian defence organisations (almost

69% of which fit within our definition of an SME) to determine the processes, standards

and tools utilised within a software engineering context. They also aimed to under-

stand the strengths and challenges faced. Notably, the smaller organisations reported

investment constraints in terms of process improvement (this aspect was considered an

overhead, however, whilst [Ward et al., 2001] consider the cost of quality as being free

in the long run, they also observe that small organisations cannot ignore the associ-

ated up-front costs). Similarly, the expense of commercial tools was seen to prohibit

their uptake within these organisations. Therefore, many sought to reduce their costs

by using free (or low cost) open source software to assist with product design and

development (certainly, tool cost is a noted barrier to their utilisation within small or-

ganisations [Rodrigues et al., 2010]). Further, whilst the majority of the organisations

identified that their employees’ experiences and capabilities were critical to achieving

organisational success (as echoed by others e.g. [Dyb̊a, 2003, Harrington, 2006]), the

majority of the smaller organisations indicated that their main approach to ensuring

their employees possessed the appropriate skills was via careful recruitment. These

organisations also relied upon on-the-job training to minimise costs.

Within seven small Brazilian organisations (organisational size is not obviously

defined), [Rodrigues et al., 2010] identify 17 factors, predominately from within the

literature, which make test process implementation difficult. Based on these factors,

they constructed a questionnaire to evaluate the impact of each factor on the insti-

tutionalisation of a test process. Notably, knowledge of test process models, such as

TPI, was limited (whilst there was a degree of awareness, no organisation actually

employed them). Rodrigues et al. identified the following factors, from a management

perspective, which negatively impacted test process implementation: ∼71% of the or-

ganisations indicated a lack of time, ∼57% consider the test process dispensable, and

∼43% indicate a lack of tool support, restricted size of the test team and a lack of

management commitment. In addition, the following factors were identified by the test
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analysts surveyed: ∼76% of the organisations consider the test process dispensable,

∼65% identify a lack of management commitment, as well as a lack of planning and/or

appropriate methodology, and ∼47% identify a lack of skilled resource. Therefore,

Rodrigues et al. conclude that few small organisations are in a position to perform

software testing given the difficulties faced. Additionally, we find that such factors

also influence the software review activities. For example, whilst [Porter et al., 1998]

indicated that most organisations follow a three-step process of preparation, collection

and repair when performing software reviews, [Tervonen and Harjumaa, 2004] found,

within software SMEs, that tight project schedules can prevent process improvement

in this regard. We also acknowledge that no software review process is perfect [Parnas

and Lawford, 2003] and that their application can vary within organisations [Aurum

et al., 2002]. That it is important to tailor a process to the local environment has

been known for some time e.g. [Ginsberg and Quinn, 1995]. For example, rather than

adopting an approach to software reviews as captured within the literature, [Baker,

Jr., 1997] tailored the process to their environment (we discuss the divergence between

the literature and actual practice within Section 2.6); [Shepard and Kelly, 2001] also

emphasise the importance of tailoring software reviews to a local environment.

Notably, it is hard to imagine any organisation which cannot be improved [Mutafe-

lija and Stromberg, 2003] (for example, within a small organisation, [Pyhäjärvi et al.,

2003] observed that software testing must become more integrated with the software de-

velopment process). Therefore, a variety of test maturity models and software process

improvement models exist [Swinkels, 2000, Basri and O’Connor, 2010] ([Conradi and

Fuggetta, 2002] observe that more than 250 software standards have been proposed,

however, they question how many are used in practice). In the context of test maturity

models, [Staab, 2002] indicates that the majority have never found much acceptance

given the limited availability of non-theoretical documentation ([Basri and O’Connor,

2010] also observe the impact caused by a lack of detailed implementation guidance).

Therefore, whilst [Basri and O’Connor, 2010] indicate that quality-focused processes,

and standards, are both maturing and gaining acceptance within many organisations

(this increased interest is echoed by [Conradi and Fuggetta, 2002]), they also indicate

that many are not being adopted by SMEs. Notably, many small organisations have

encountered problems in terms of improving their software processes [Hauck et al.,

2008]. For example, within an SME context, [Tervonen and Harjumaa, 2004] indicate

that a lack of knowledge can impact process improvement and [Sitnikova et al., 2007]

found that the limited resources of an SME can significantly impact their ability to

invest time in organisational development activities such as process improvement. Fur-

ther, many small organisations consider the formality and discipline of some process
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models as being unduly burdensome [Ginsberg and Quinn, 1995] (this complexity can

restrict a small organisation’s ability to tailor and successfully implement a process

[Basri and O’Connor, 2010]), which is understandable given that some of the standard

models were initially developed for larger organisations (e.g. CMM, the Capability Ma-

turity Model), therefore, complicating their use within smaller organisations [Habra

et al., 1999, Basri and O’Connor, 2010]. This is emphasised by the survey performed

by [Brodman and Johnson, 1994] (which found that small organisations experienced

difficulty when implementing CMM) and, similarly, [Staples et al., 2007] found that

small organisations were unlikely to adopt the Capability Maturity Model Integration

(CMMI) model due to their organisational size. Notably, small organisations are also

viewed as being more concerned about practice, with larger organisations appearing to

be more concerned about formal processes [Dyb̊a, 2003].

Although CMMI is considered the best known, and most common, reference model,

it is deemed too general to provide detailed guidance on improving specific areas [Kol-

lanus, 2009]. We would consider security V&V as falling under such an area. How-

ever, whilst several secure software development processes (e.g. Touchpoints [McGraw,

2006] and Microsoft’s SDL [Microsoft, 2020]) and software security maturity models

(e.g. BSIMM [McGraw et al., 2016] and SAMM [OWASP, 2017]) exist, many of these

are not considered suitable for SMEs e.g. [Futcher and von Solms, 2008, De Win et al.,

2009] (notably, [Kettunen et al., 2010] found, within small organisations, that guidelines

and practices were observed, and adhered to, if based on in-house standards). Clearly,

there are fundamental differences in terms of small and large software organisations

[Dyb̊a, 2003]. Unfortunately, whilst the existing literature provides some indication

of software V&V maturity, within both small and large organisations, encompassing

test and review-based activities, there is an absence of focus in terms of security V&V:

specifically, within UK-based software SMEs. Thus, within this context, it remains

unclear as to the level of maturity reached by these organisations in terms of their

software and security V&V practices (as well as the relationship between the maturity

levels reached). Also, it is unclear whether these organisations have processes covering

the V&V activities and, if so, what the origins of these processes are (e.g. are they based

on existing standards). As [Sitnikova et al., 2007] observe, it is necessary to identify

the process improvement approaches that are suitable for smaller organisations.

Further, as various cultures are known to influence individuals within organisa-

tions [Kuusisto and Ilvonen, 2003], we aim to understand whether an organisation’s

information security culture influences their security V&V practice. Such a culture en-

compasses “all socio-cultural measures that support technical security methods, so that

information security becomes a natural aspect in the daily activity of every employee”
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[Schlienger and Teufel, 2003, p. 46]. A socio-cultural approach developed since security

incidents were still occurring - regardless of the technology employed by organisations

- as humans were still involved [Connolly and Lang, 2012] (we recall that security is a

socio-technical subject [Coles-Kemp and Hansen, 2017]). Notably, an information se-

curity culture exists “when every participant in the information society, appropriately

to their role, is aware of the relevant security risks and preventative measures, assumes

responsibility and takes steps to improve the security of their information systems

and networks” [BIAC and ICC, 2004, p. 3]. Whilst such a culture is relatively recent

[Ruighaver et al., 2007], as is its investigation [Williams, 2009], many organisations

have established information security awareness programmes [Kruger and Kearney,

2006]. However, although organisations now consider the development of an informa-

tion security culture important [Connolly and Lang, 2012], employees are viewed as

being unconsciously incompetent in terms of information security practices [Thomson

and von Solms, 2006], with organisations still requiring guidance on establishing an

information security-aware culture [Da Veiga and Eloff, 2010].

Given this importance, various means exist for understanding the state of an or-

ganisation’s information security culture e.g. [Schlienger and Teufel, 2003, Dimopoulos

et al., 2004, Kruger and Kearney, 2006, Burns et al., 2006, Dojkovski et al., 2007, Ngo

et al., 2009, NIST, 2014, Da Veiga and Eloff, 2010, Department for Business, Innovation

& Skills, 2013]. However, there is no one accepted approach to its study [Schlienger

and Teufel, 2003, Okere et al., 2012]. Further, whilst [Connolly and Lang, 2012] define

a weak information security culture as one where employees exhibit non-compliance

towards the security practices stipulated by their organisation (which can result in fi-

nancial losses or loss of reputation), and a strong information security culture when

employees follow their organisation’s prescribed security practices, much of the infor-

mation security culture literature fails to provide a clear definition of what is meant

by security culture [Ruighaver et al., 2007]. Additionally, many information security

culture studies overlook the unique characteristics of SMEs, as well as national context

[Dojkovski et al., 2007, Dojkovski et al., 2010] (they also tend to cover a broad range

of industry sectors e.g. [Burns et al., 2006]). Therefore, although several SME-focused

information security culture studies exist, our specific organisational and technological

contexts remain unclear, in particular, we do not see how information security culture,

within UK-based software SMEs, influences an organisation’s security V&V practice.
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2.6 Distinction Between V&V Theory and Practice

The distinction between theory and practice, in terms of software engineering and

V&V, has long been acknowledged [Adrion et al., 1982, Zelkowitz et al., 1984, Ham-

let, 1988, Osterweil, 1996]. Unfortunately, this gap, between industry practice, and

academic research, is still in existence [Whittaker, 2000, Bertolino, 2003, Garousi and

Felderer, 2017]. For example, there are several areas which have received significant

attention by researchers, but which have had limited industrial application e.g. fault-

based testing and test case selection [Bertolino, 2003, Briand, 2010]. Bertolino also

details problems evident to practitioners, but which have largely been ignored by re-

searchers. Similarly, although extensive research into code reading strategies exists,

there has been little investigation in terms of applying such strategies to object-oriented

code [Dunsmore et al., 2001] (this is the predominate programming paradigm in mod-

ern software development [Greanier, 2004]). Further, whilst there has been significant

research into software reviews more generally, there are still many unresolved issues

[Aurum et al., 2002]. Conversely, when practitioners lack knowledge of existing re-

search, “they are in no position to absorb new findings from researchers” [Lethbridge

et al., 2007, p. 14]. Therefore, there is clearly a gap between V&V research and practice.

Notably, it is the transfer of research to industry which is considered as being at

the heart of this gap [Ivarsson and Gorschek, 2011] (whilst such technology transfer

is difficult in general, it has been deemed particularly challenging in terms of software

quality, with the “yawning chasm”, between research and practice, being both “wide

and increasingly inculturated, to the detriment of both communities” [Osterweil, 1996,

p. 746]). Thus, although Ivarsson and Gorschek consider the use and adoption of

research within industry as being one of the main objectives of software engineering

research, it is also apparent that the research community is ahead of industry practice

[Hartman, 2002]. Specifically, Hartman references the need for researchers to address

“real industrial problems”. This is important, since very little of the knowledge de-

veloped by the research community is seen to impact practitioners (the knowledge

contained within papers at the premier software engineering conference, ICSE, is cited

as an example; there is also a decline in the number of industrialists attending such

conferences, thereby reflecting the different interests which exist between the two com-

munities) [Lethbridge et al., 2007]. Therefore, whilst there is some reported use of the

research literature within industry (e.g. [Wojcicki and Strooper, 2006]), practitioners

are known to routinely disregard it under the belief that it is irrelevant to them [Parnas

and Lawford, 2003] (Parnas and Lawford also highlight that researchers tend to write

for one another, therefore, losing contact with the realities practitioners face).
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Unfortunately, several perceptions, and misconceptions, continue to surround as-

pects of V&V (e.g. software testing has been viewed as a dispensable, boring, second-

class activity that is not technically challenging and which can be addressed at the end

of a project if there is time [Murugesan, 1994, Bertolino, 2003, Desikan and Ramesh,

2006, Rooksby et al., 2009, Rodrigues et al., 2010]). Further compounding this situ-

ation, we find that not only have some of these perceptions and misconceptions been

conveyed by academics [Desikan and Ramesh, 2006], universities also fail to provide

a sufficient focus on V&V - even though educators should create a curriculum that

incorporates research to improve software engineering practice [Ardis and Mead, 2011].

For example, software testing is clearly an underemphasised element in the undergrad-

uate curriculum e.g. [Murrill, 1998, Jones, 2000, Jones and Chatmon, 2001, Leska,

2004, Scott et al., 2004, Kazemian and Howles, 2005, Elbaum et al., 2007, Kreeger,

2009, Bajaj and Balram, 2009]. As [Jones, 2000] highlights: although software test-

ing accounts for 50% of a project’s cost (see Section 1.3.2), it receives little attention

in most curricula (similarly, [Kreeger, 2009] found a lack of dedicated software test-

ing courses within the UK education system). Further, whilst [Jones and Chatmon,

2001] consider it impractical to teach everything about software testing, they observe

that it is possible to teach the necessary attitudes and skill sets to address the is-

sues surrounding software quality (thereby emphasising the need to consider V&V as

a socio-technical activity, see Chapter 3). Ultimately, the impact of failing to ade-

quately prepare those entering the workforce is highlighted in the survey performed by

[Scott et al., 2004]. Specifically, the majority of graduates, within the surveyed South

African information technology-focused organisations (ranging in size from 30 to more

than 1,000 employees), were unable to adequately perform software testing. It is thus

necessary to strengthen the relationships between industry and academia in order to

communicate real-world practices to students [Thompson and Edwards, 2008].

Given the costs associated with performing V&V (Section 1.3.2), and when failing

to perform the activities adequately (Section 1.3.4), the findings above are surprising.

An employee’s knowledge clearly impacts their ability to adopt certain V&V techniques.

For example, less formal techniques are often considered more accessible to practitioners

[Adrion et al., 1982, Mař́ık et al., 2000, Vieira et al., 2006]. Certainly, the difficultly

of formalising even a simple program often leads to “less elegant” software testing

being practiced [Hamlet, 2010]. As Parnas and Lawford note: in “theory”, we can

prove that programs are correct, however, in “reality”, this is “rarely practical and

even more rarely done” (they also state that most research papers on verification make

simplifying assumptions which are not valid for real programs) [Parnas and Lawford,

2003, p. 16]. In summary, there is a clear relationship between the success, in terms
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of adoption and application of specific V&V techniques, and an employee’s knowledge,

competency and experience [Baharom et al., 2005, Runeson, 2006, Sung and Paynter,

2006]. This relationship also has a clear impact on the quality of the products being

developed by organisations [Lethbridge et al., 2007].

Although connecting theory with practice should be considered the foci of any

form of engineering [Parnas and Lawford, 2003], a common limitation concerns the

detachment between software engineering research and practice [Egorova et al., 2009].

Ultimately, such research should support practical software development [Sjøberg and

Grimstad, 2010]. However, we find that software testing, as an activity, is approached

with the attitude of something that can be performed if time permits [Desikan and

Ramesh, 2006]. Organisations are known to target V&V activities, in the first in-

stance, when needing to reduce, or remove, scheduled work to cope with project time

constraints [Torkar and Mankefors, 2003, Rodrigues et al., 2010]. Unfortunately, this

attitude is also reflected within academia e.g. “[t]esting is one of the topics that can eas-

ily be pushed aside” [Marrero and Settle, 2005, p. 4]. Notably, practitioner knowledge

of existing V&V research is considered insufficient [Osterweil, 1996, Juristo et al., 2006].

Therefore, that there is both a distinction, and a divide, between theory and practice,

in terms of V&V, appears evident. Given that “[i]nnovation is one of the most impor-

tant prerequisites for business success” [Rombach and Achatz, 2007, p. 30], and that

discoverability problems exist with regards to grey literature and the SME community

(specifically highlighted within the UK) [Swan, 2008], it is necessary to understand the

training UK-based software SMEs afford to software and security V&V.

2.7 Conclusions

Having reviewed the relevant literature, it is apparent that many software engineering

studies offer limited treatment of V&V. However, where V&V is touched upon, we

find that these studies typically overlook security V&V (with it not being clear as to

why e.g. [Groves et al., 2000] perform an in-depth survey within four organisations,

one of which developed software security products, however, there was no discussion

regarding security testing). Or, they focus on larger organisations: software engineer-

ing, within small organisations, is not only overlooked by the literature, but also by

software engineering societies and computing institutes [Fayad et al., 2000] (notably,

it has long been acknowledged that small and large organisations differ [Street and

Meister, 2004]). Based on this, we can conclude that there is limited treatment, within

the existing literature, as to how security V&V is performed within UK-based software

SMEs (this is further emphasised by the summary provided within Appendix C). The
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influence of an organisation’s information security culture, on security V&V practice,

also remains unclear. Further, it is apparent that much of the existing V&V literature

focuses upon the technical [Rooksby et al., 2009], thereby overlooking aspects such

as interaction, collaboration, co-operation and motivation. We thus now justify the

adoption of a socio-technical approach when framing our study.
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Chapter 3

V&V as a Socio-Technical

Interaction Network

Within this chapter we show that software engineering, and V&V, are socio-technical

activities. We then justify the adopted socio-technical framework. Specifically, this

chapter provides:

Section 3.1: An introduction, detailing the adoption of a socio-technical perspective.

Section 3.2: Software engineering, and V&V, are examined from a socio-technical per-

spective.

Section 3.3: We examine several socio-technical approaches for studying technology,

showing the applicability of the Socio-Technical Interaction Network (STIN)

framework for studying V&V.

Section 3.4: The adoption of STIN is justified.

Section 3.5: We summarise the suitability of applying STIN when studying security

V&V within software SMEs.

We begin by justifying the adoption of a socio-technical perspective.
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3.1 Adopting a Socio-Technical Perspective

Prior to several field studies (e.g. [Trist and Bamforth, 1951]), technology was con-

sidered an independent, autonomous variable [Ropohl, 1999]. However, as Ropohl

indicates: “[t]he concept of the socio-technical system was established to stress the

reciprocal interrelationship between humans and machines and to foster the program

of shaping both the technical and the social conditions of work, in such a way that

efficiency and humanity would not contradict each other any longer” [Ropohl, 1999,

p. 59]. It thus became acknowledged that technical and social factors interact to in-

fluence organisational outcomes [Griffith and Dougherty, 2002]. Notably, organisations

are themselves considered socio-technical systems ([Cherns, 1976] considers this a tau-

tology) which, when divided into the two sub-systems - the social and the technical -

comprise: people (the social system) who utilise tools, techniques and knowledge (the

technical system) to develop products valued by customers (the organisation’s exter-

nal environment) [Griffith and Dougherty, 2002]. We have already observed how tools

(Section 2.4), the adopted techniques (Sections 2.2 and 2.3), and the knowledge of en-

gineers (Section 2.6), impacts V&V within an organisation and, therefore, influences

the shape of the final product.

Figure 3.1 shows a typical socio-technical system, with [Nelson and Quick, 2013]

observing that:

• Structure: denotes the systems of communication, authority and workflow.

• People: are the human resources within an organisation.

• Technology: are the tools, knowledge, and techniques used to transform inputs

into outputs.

• Tasks: represent an organisation’s mission, purpose, or goal for existing.

Although the adoption of a socio-technical perspective has its origins in much earlier

works, socio-technical theory is still considered relevant because of its balanced treat-

ment of people, organisations, technology and contexts [Morris, 2009]. Its continued

relevance is echoed by [Eason, 2008], who considers it one of the most successful of all

organisational theories, offering a framework which provides a means of understand-

ing the complexity surrounding how people interact, as well as how they utilise tools

and technologies to achieve their work tasks. As Eason observes, by focusing on the

interdependencies between people, their roles, and the technical artefacts they use to

perform their tasks, it is possible to understand an organisation’s operational reality.

Thus there is an assumption that “peoples’ everyday thinking and acting is affected
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Structure Technology

People Tasks

Social System Technical System

Figure 3.1: Socio-technical theory (adopted from [Bostrom and Heinen, 1977])

by their socio-cultural milieux: by the norms, perceptions, and understandings that

they develop or acquire as they interact with others” [Griffith and Dougherty, 2002,

p. 212]. Notably, peoples’ behaviour with technology is clearly shaped by what occurs

within the social domain [Coiera, 2007]. This is certainly evident in terms of V&V. For

example, in the context of software testing, the attitudes of senior test engineers can

shape the attitudes of junior team members [Shah and Harrold, 2010]; and, in terms of

reviews, experienced reviewers are known to resist adapting their adopted techniques

when receiving external suggestions [Kelly and Shepard, 2002].

By adopting a socio-technical perspective, we are provided with the concepts neces-

sary to help understand how tasks are performed within an organisation [Eason, 2008];

thereby highlighting the work and those performing it [Griffith and Dougherty, 2002].

As discussed within Chapter 1 (and highlighted within [Kreeger and Harindranath,

2012]): it is essential to understand, within an industrial context, both the techni-

cal - and the social - realities of security V&V. Therefore, adopting a socio-technical

perspective becomes necessary (especially when considering that “it bridges the gap

between social organisations, and the technologies that such organisations use in order

to achieve goals” [Morris, 2009, p. 13]). We continue to strengthen the relationship

between adopting a socio-technical perspective, and that of V&V, within Section 3.2.

3.2 Software Engineering as a Socio-Technical Activity

Software engineering is a complex social-technical activity [Sawyer, 2004, Henry, 2005,

Sjøberg and Grimstad, 2010, Sedano et al., 2017], involving interaction between people

(e.g. engineers and managers) and their interactions with specific technical methods

and technologies so as to perform their allocated tasks [Sawyer, 2004]. Notably, the
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surrounding human issues are regarded as having at least equal importance - or more

so - than the technical issues [Tomayko and Hazzan, 2004, Acuña et al., 2006, Fairley,

2009]. Specifically, the social and human aspects of V&V include:

• Interaction: software development, including V&V, is predominately a team effort

[Yilmaz and Phillips, 2006] (most modern software products are too complex to

be engineered by individuals [Aurum et al., 2002], thereby necessitating teamwork

[DeFranco and Laplante, 2017]). For example, test-based activities require tools

supporting team communication [Mosley and Posey, 2002]; review-based activi-

ties necessitate effective teamwork [Aurum et al., 2002, Tervonen and Harjumaa,

2004]; and, specific security V&V techniques are known to be a combined effort

between security engineers and quality assurance engineers [Takanen et al., 2008].

As software development is more sociological than technological in nature, there

is greater dependency placed on people communicating and interacting with one

another than people communicating and interacting with machines [DeMarco and

Lister, 1999]. Notably, a lack of team work is an identified challenge in software

development [Ahmed, 2011].

• Collaboration and co-operation: test engineers are known to interact with differ-

ent types of people, at different levels, both internal and external to their organ-

isation [Hass, 2008]. Therefore, people collaborating and co-operating (e.g. task

allocation, the co-ordination of actions and the ability to resolve conflicts) are

central activities in software engineering and V&V [Burnstein, 2003, Yilmaz and

Phillips, 2006, Martin et al., 2008, Whitehead et al., 2010]. For example, soft-

ware reviews should always be conducted in the spirit of co-operation [Jawadekar,

2004] and test engineers should focus on defects without attributing blame (this

is an identified behavioural challenge) [Everett and McLeod, Jr., 2007]. Conflict

surrounding defects can lead to reluctance in developer and test engineer co-

operation [Vogel, 2011]. Notably, software testing is an “organizationally cross-

cutting activity”, involving employees positioned in a variety of roles i.e. they are

not just software test specialists [Mäntylä et al., 2012, p. 145].

• Motivation: although aspects of V&V are deemed creative and intellectually

challenging [Burnstein, 2003, Myers et al., 2011, Itkonen et al., 2016], there are

examples where a lack of motivation has impacted these activities e.g. [Runeson,

2006, Kollanus and Koskinen, 2006]. Notably, software engineers are motivated

by conflicting needs [Fairley, 2009], whereas test engineers are motivated by an

interest in the task (it must be viewed as an intellectual challenge) and reward

and praise [Hass, 2008]. Hass also observes that test engineers must possess
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perseverance and endurance. However, a lack of management support is known

to cause test engineers to lose both motivation and interest in the task [Perry,

2006]. According to Perry, management should actively motivate test engineers

e.g. by stressing the importance of software testing within an organisation and

ensuring that the test schedule and the allocated budget are not reduced to

compensate for development overruns.

Although V&V encompasses technical tasks, tasks such as software testing also

involve consideration of human psychology [Myers et al., 2011], with interpersonal

skills being of noted importance [Hass, 2008]. Certainly, software testing includes

both technical and managerial problems (an example of the former is determining

what constitutes test adequacy, an example of the latter is the estimation of effort

to apply to a specific task) [Bertolino, 2003]. It is, therefore, unsurprising that test

engineers require technical skills, as well as personal and managerial skills (notably,

in the case of the latter, [Burnstein, 2003] states that managers, in order to support

software testing within an organisation, need to: establish standards, assess maturity,

support cultural changes and assist in test process improvement - see Section 2.5 for

further discussion). Further, the training necessary for performing V&V successfully

is multifaceted, crossing both the technical and managerial dimensions, with the latter

being considered equally important [Balci et al., 2002]. Therefore, it is understandable

that human factors play a key role in software development [DeMarco and Lister,

1999, Morisio et al., 2007] and influence V&V, for example, with engineer attitudes

affecting unit testing [Ellims et al., 2004] and motivation impacting both test and

review-based activities [Runeson, 2006, Kollanus and Koskinen, 2006].

Significantly, such socio-technical issues impact all aspects of software engineering

[Henry, 2005]. It is, therefore, important to understand both the social and the tech-

nical aspects of V&V to improve existing practice. Whilst this is desirable within any

organisational and technological context, we deem the SME context (for the reasons

in Section 1.2) and the adopted security perspective (for the reasons in Section 1.3) as

having much greater significance to both the producers of software products and the

consumers of such products. Certainly, adopting a socio-technical perspective is sup-

ported by [DeMarco and Lister, 1999], who assert that the major challenges impacting

software development are more sociological than technological in nature. Social factors

have a real impact on software quality [Bird et al., 2009], with many software failures

being explained by human factors [Hazzan and Tomayko, 2004]. Whilst all engineering

disciplines are dependent on people, processes and technology, people are emphasised

as the most important factor in software engineering [Fairley, 2009]. Fairley also states

that competent people and teams, with motivation, can overcome weak processes and
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technology - but, conversely, notes that excellent processes and technology cannot com-

pensate for inadequate skills, lack of motivation or dysfunctional teams. This, coupled

with the socio-technical examples given, once again emphasises that a focus solely on

the technical side of security V&V would be insufficient.

In summary, the social and technological aspects of software development are deeply

interwoven [Messerschmitt and Szyperski, 2003]. As Sawyer indicates: “it is difficult

to disentangle the way people do things from the methods, techniques, and computing

technologies they use” [Sawyer, 2004, p. 95]. Therefore, to improve productivity, it is

necessary to understand both the social and technical aspects of software development

[Henry, 2005]. We thus elect to adopt a socio-technical perspective when examining

security V&V within UK-based software SMEs.

3.3 Socio-Technical Approaches for Studying Technology

Although many variations exist, within the socio-technical theory field, as to how best

to understand the general relationship between the social and technical sub-systems

[Aidemark, 2007], we have elected to adopt the Socio-Technical Interaction Network

(STIN) framework. However, as STIN is inspired by both Actor-Network Theory and

Social Construction of Technology [Meyer, 2006, Meyer, 2007, Reinert, 2009, Shachaf

and Rosenbaum, 2009, Urquhart and Currell, 2010, Urquhart and Currell, 2016], we

begin by examining these, as well as Sociomateriality, Structuration Theory and Stake-

holder Theory.

3.3.1 Actor-Network Theory

The origins of Actor-Network Theory (ANT) are grounded in the work of [Latour

and Woolgar, 1986]. As suggested by the name, the premise of an actor-network is

that technology develops through alliances between various actors (software is not

typically developed by individuals in isolation [Yilmaz and Phillips, 2006, DeFranco

and Laplante, 2017]). Such networks are heterogeneous, containing actors from both

the social and technical world (notably, software can itself be considered an actor and

not just the humans involved in its construction [Baxter, 2000, Tatnall, 2005]). It

is the interaction of these actors which builds and stabilises the network. However,

where ANT differs to other frameworks, and has received criticism (e.g. [Walsham,

1997, Mwenya and Brown, 2017]), is the blurring of human and non-human actors

[Turner, 2005] ([Latour, 1987] employs the term “actant” to cover both). It is through

the principles of agnosticism, generalised symmetry and free association that ANT aims

to remain impartial towards an actor [Tatnall and Gilding, 1999] ([Callon, 1986] defines
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agnosticism as the “impartiality between actors engaged in controversy”, generalised

symmetry as “the commitment to explain conflicting viewpoints in the same terms” and

free association as “the abandonment of all a priori distinctions between the natural

and the social”).

Central to ANT is the concept of translation. This concerns the development of

technology over time [Cressman, 2012] and involves persuading actors that using a

technology in a specific way is in their interest i.e. it provides the answer to their

problems [Howcroft et al., 2004]. Effectively, stability and social order are continually

negotiated [Monteiro, 2001]. Callon defines four moments of translation [Callon, 1986]:

• Problematisation: is where a focal actor (or group of actors [Baxter, 2000]) iden-

tifies a problem (or an opportunity [Carroll et al., 2012]) and wins the support

of other actors, thereby becoming indispensable to these actors, and thus helping

stabilise the network [Callon, 1986, Howcroft et al., 2004]. Baxter, who exam-

ined a software development process using ANT, states that the problematisation

phase is normally triggered by an individual developer identifying either an im-

provement to an existing software product, or a new product, and who then has

to convince other developers, and management, of the merit of any such proposals

[Baxter, 2000].

• Interessement: involves convincing other actors to accept their defined tasks [Cal-

lon, 1986, Howcroft et al., 2004, Iyamu and Sehlola, 2012], thus confirming prob-

lematisation [Carroll et al., 2012]. Strategies used to establish actor-network

indispensability are dependent on context, however, according to [Rhodes, 2009],

they can include negotiation, persuasion, seduction, simple bargaining and vio-

lence.

• Enrolment: is the forming of a sufficient number of alliances [Howcroft et al.,

2004] and occurs on the successful outcome of problematisation and interessement

[Rhodes, 2009]. Baxter provides an example of enrolment involving a software

project passing its first review gate - this occurs when the formed alliances agree

on the outcome [Baxter, 2000].

• Mobilisation: occurs when the actors enrolled within the network are unlikely

to withdraw due to the social investment [Howcroft et al., 2004]. The ideas,

technology, and the artefacts associated with the actor-network, then become

institutionalised [Melian and Mähring, 2008].

In summary, ANT is concerned with how both actors and organisations “mobilise,

juxtapose and hold together the bits and pieces out of which they are composed”
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[Law, 1992, p. 386] and has been applied to a variety of topics [McLean and Has-

sard, 2004, Meyer, 2007, Alcadipani and Hassard, 2010, Mwenya and Brown, 2017].

For example, [Baxter, 2000] adopts ANT to help understand why software defects are

deemed acceptable; [Melian and Mähring, 2008] consider ANT suitable for examin-

ing how Hewlett-Packard adopted open source software development practices; and

[Beekhuyzen et al., 2012] employ ANT to understand the motivations behind file shar-

ing, as well as the ideologies of those involved. Beekhuyzen et al. conclude that rich

insights can be gained through the adoption of ANT, stating that it acted as a useful

guiding theory to explain the practices and motivations of file sharing.

However, ANT has been considered controversial [Walsham, 1997, Alcadipani and

Hassard, 2010, Gad and Jensen, 2010, Mwenya and Brown, 2017, Sayes, 2017]. This is

primarily due to treating humans and non-humans as equal [Walsham, 1997, McLean

and Hassard, 2004, Mwenya and Brown, 2017]; neglecting and suppressing social struc-

tures, and considering all actors equal by avoiding micro/macro distinctions [Walsham,

1997, Mitev, 2009, Sayes, 2017] (as Mitev acknowledges, in practice, there are “bigger”

actors than others, and treating them the same seems inappropriate - similarly, we feel

that developers and test engineers should not be considered the same). In addition,

although [Baxter, 2000] views ANT as being reasonably simplistic, [Cressman, 2009]

considers it notoriously difficult. This complexity is echoed by others e.g. [Howcroft

et al., 2004, Nimmo, 2011]. Further, the differing versions of ANT are known to involve

diverse theoretical, methodological and empirical implications [Gad and Jensen, 2010].

We feel that this complexity has contributed towards the tendency of researchers, when

employing ANT, to only focus on the prominent and the powerful (as identified within

[McLean and Hassard, 2004, Mitev, 2009, Mwenya and Brown, 2017]) which, in turn,

is unlikely to result in an unbiased analysis.

3.3.2 Social Construction of Technology

When the phrase “social construction of technology” is broadly used it includes ANT,

however, when used more narrowly it refers to a specific approach, namely, SCOT

[Bijker, 2010]. SCOT is a sociological approach to the analysis of technological artefacts

(which includes machines, technical processes and both hardware and software [Bijker,

1997]) within the context of society [Pinch, 1996]. A social constructivist approach,

it rejects technological determinism i.e. that technology develops autonomously and

determines societal development to an important degree (thereby providing a linear

and one-dimensional view of technological development) [Bijker, 2009, Bijker, 2010].

However, SCOT, and social shaping theorists, have been accused of a form of social

determinism [Howcroft et al., 2004] (in contrast, ANT considers technological and social
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determinism flawed [Tatnall and Gilding, 1999] and attempts to avoid both [Howcroft

et al., 2004] through denying that purely technical, or purely social interactions are

possible [Tatnall, 2005]). In turn, SCOT preserves the social environment as it is

this which shapes the technical characteristics of the artefact itself [Howcroft et al.,

2004]. Howcroft et al. acknowledge that it is crucial to see artefacts as viewed by the

social groups themselves, since otherwise technology would be seen as autonomous.

Effectively, social constructivists see people, within social groups, as playing a crucial

part in technology development [Vermaas et al., 2011].

The SCOT framework consists of the following concepts:

• Relevant social groups: technology development is viewed as a process where

multiple groups (each with a specific interpretation) negotiate over its design.

These can be institutions, organisations and organised and unorganised groups

of individuals [Pinch and Bijker, 1989] (individuals can also span multiple social

groups [Bijker, 2010]). These groups are delineated according to similarities in

their interpretation of the technology being developed [Howcroft et al., 2004], de-

noting all members of a social group share the same view of an artefact [Pinch and

Bijker, 1989]. However, [Klein and Kleinman, 2002] believe that the assumption,

that interactions typically result in consensus, requires rethinking as it overlooks

asymmetries in power. It is where social groups differ in their description of an

artefact that interpretative flexibility is demonstrated.

• Interpretative flexibility: captures that there is flexibility in how people think

of, or interpret, artefacts, as well as flexibility in artefact design i.e. there is not

one right way [Pinch and Bijker, 1989, Howcroft et al., 2004]. Notably, when

developing software, there are often many solutions to a given problem [Fox,

2006, Kitchin and Dodge, 2011]. Orlikowski considers interpretative flexibility

as an “attribute of the relationship between humans and technology”, which is,

therefore, influenced by the material artefact itself (e.g. the specific hardware

and software which comprises the technology), the characteristics of the human

agents (e.g. experience and motivation) and the characteristics of the context

(e.g. the social relations, task assignment and resource allocation) [Orlikowski,

1992, p. 409]. However, the concept of interpretative flexibility was not without

its critics, with [Russell, 1986] considering it insufficient, since: aside from showing

what different social groups think about an artefact, it is also necessary to show

how they can influence it (i.e. different social groups will differ in their abilities

of influence).

• Closure and Stabilisation: with the presence of multiple groups, different in-
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terpretations can lead to conflicting interpretations of an artefact [Klein and

Kleinman, 2002]. According to Klein and Kleinman, closure is achieved when

no further design modifications occur and the artefact stabilises in its final form

(either a final decision is reached or no further decisions occur) i.e. the different

interpretations are either brought into agreement, or one interpretation becomes

dominant [Howcroft et al., 2004]. Effectively, the interpretative flexibility of an

artefact diminishes and a common meaning becomes generally accepted [Bijker,

1997, Martin, 1999]. Importantly, closure does not necessarily denote that all

problems (i.e. conflicting interpretations) have truly been resolved [Meyer, 2007].

Although within [Bijker, 1997] closure is described as the product of consensus,

[Klein and Kleinman, 2002] observe that how this occurs is not detailed - effec-

tively, failing to explain why one group’s view was selected and why others were

resolved or suppressed. Specifically, they note that more powerful organisations

may force closure on others even if the artefact does not work for them. This

situation is commonly faced in terms of the resulting communication conflict sur-

rounding defects (e.g. between developers and test engineers, see [Cohen et al.,

2004]). Thus there is a need to understand the power and structural relationships

between the different social groups. This is particularly important when acknowl-

edging that software development is considered a story filled with compromises

[Bashir and Goel, 1999]. Klein and Kleinman also question whether deadlines can

force closure [Klein and Kleinman, 2002]. V&V can become “squeezed” towards

the end of a project when product release schedules are driven by forces such

as being first to market [Nguyen et al., 2006], as well as accounting for delay in

other phases of software development [Bashir and Goel, 1999] e.g. software testing

has been perceived as a cushion by developers [Murugesan, 1994]. This example

reflects both closure by deadline and an asymmetry in power between two social

groups (i.e. developers and test engineers). According to [Klein and Kleinman,

2002], closure and consensus can only be understood through examination of the

power relationships which exist between groups. Russell considers the failure to

appropriately address social structure as a major weakness of SCOT [Russell,

1986].

• Technological frames: refer to the “structure of rules and practices that en-

able and constrain the interactions among the actors of a relevant social group”

[Howcroft et al., 2004, p. 348]. Bijker details a list of elements that comprise

a technological frame (e.g. goals, key problems and requirements to be met by

problem solutions) [Bijker, 1997], with these elements influencing the interactions

and attributing meaning to technical artefacts [Howcroft et al., 2004]. Although
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[Klein and Kleinman, 2002] see the introduction of the technological frame as

an important first step towards acknowledging structure, they feel more could

be achieved. Similarly, [Prell, 2009] views technological frames as a catch-all

concept for handling structure; Prell also notes that the heterogeneity of tech-

nological frames can mask the more obvious (and potentially most influential)

forces at work.

Notably, SCOT has been applied to the study of a variety of technological artefacts

e.g. the design of an online information system for use by young people [Prell, 2009]

and packaged software selection [Howcroft and Light, 2010]. Each of these studies

report differing levels of value, and success, in their adoption. However, whilst [Prell,

2009] believes that SCOT has value, they caution that the resulting rich descriptions

can lead to the obscuring of the strongest influences shaping a technology’s design.

Similarly, [Howcroft and Light, 2010] also view SCOT as a useful approach, but had to

augment it to address their needs (in their case, with a political perspective to reflect

structural influences; notably, [Meyer, 2007] also felt that exclusive use of SCOT would

have resulted in a less rich understanding).

3.3.3 Sociomateriality

Whilst the existing socio-technical literature has actively acknowledged the role of tech-

nology, within both society and organisations (see Section 3.1), Sociomateriality was

developed to further account for the emergent relationships between the social and

the material [Parmiggiani and Mikalsen, 2013] (with the ‘social’ relating to humans

and their structure and the ‘material’ encompassing non-humans and their material

structure [Mueller et al., 2016]). Orlikowski observes that the material (which ranges

from the visible e.g. desks, computers and pens, to the less visible e.g. electricity) has

often been disregarded, or downplayed, within many existing organisational studies [Or-

likowski, 2007]. This, Orlikowski argues, is problematic given the role materiality plays

within any form of organisational practice. Therefore, a sociomaterial approach helps

emphasise the inherent inseparability between the social and the material i.e. “there is

no social that is not also material, and no material that is not also social” [Orlikowski,

2007, p. 1437].

Given its socio-technical basis (the socio-technical approach is considered an im-

portant precursor to sociomaterial thinking [Cecez-Kecmanovic et al., 2014]), Socioma-

teriality has become seen as a popular approach within the information systems field

[Kautz and Jensen, 2013, Parmiggiani and Mikalsen, 2013]. Notably, such an approach

suggests that software can only be understood when viewed within the context of a so-
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cial practice [Riemer and Vehring, 2010]. This is echoed by [Doolin and McLeod, 2012],

who view information systems development as a sociomaterial practice. Therefore, and

acknowledging the inseparability of work and materiality, [Johri, 2011] adopts a socio-

material approach when studying the work practices of globally distributed software

developers. Similarly, [Riemer and Vehring, 2010], who used Sociomateriality to exam-

ine software usability, indicate that it was only by adopting a sociomaterial approach

that it was then possible to make sense of, and interpret, their observations.

However, the application of Sociomateriality, within real-world and empirical-based

settings, often remains unclear [Weißenfels et al., 2016]. For example, Kautz and

Jensen indicate that Orlikowski and Scott (i.e. [Orlikowski, 2007, Orlikowski and Scott,

2008, Scott and Orlikowski, 2009, Orlikowski, 2010]) offer little assistance in terms of

understanding how the sociomaterial issues - surrounding information systems - can be

studied in practice and thus used to provide new insights [Kautz and Jensen, 2013]. The

difficultly of applying Sociomateriality to practice has been echoed by others e.g. [Doolin

and McLeod, 2012, Alter, 2012, Mutch, 2013, Mueller et al., 2016, Holeman, 2018].

Significantly, [Mutch, 2013] questions whether Sociomateriality, as propounded by Or-

likowski and Scott, is capable of providing insights above that which could be obtained

by other approaches, with [Holeman, 2018] stating that it is not uncommon for review-

ers of papers to question why Sociomateriality was used over more familiar theories

such as ANT. Therefore, whilst many researchers have identified the value of adopt-

ing a sociomaterial perspective, [Mueller et al., 2016] states that an equal number of

researchers highlight the operational and empirical difficulties associated with such an

approach. Notably, Sociomateriality has been considered highly theoretical [Leonardi,

2013] and stands accused of introducing more “academic jargon monoxide” [Kautz and

Jensen, 2013, p. 15]. This, combined with the view that researchers adopting Socioma-

teriality “often find themselves confused regarding research methods” [Elbanna, 2016,

p. 84], and reportedly encounter difficulties in terms of data collection and analysis

[Elbanna, 2018], may have helped contribute as to why the adoption of a sociomaterial

approach is considered to be challenging in application [Weißenfels et al., 2016]. Collec-

tively, this may explain why the five notions associated with Sociomateriality (namely,

materiality, inseparability, relationality, performativity and practices) have not been

fully engaged with within the existing sociomaterial literature [Jones, 2014].

3.3.4 Structuration Theory

Based on the interconnectedness of structure and agency [Allison and Merali, 2007],

Giddens proposed Structuration Theory as a means of examining their relationship

[Giddens, 1984]. Notably, Giddens details three dimensions of structure: signification,

73



3.3. Socio-Technical Approaches for Studying Technology Chapter 3.

domination and legitimation, as well as three dimensions of interaction: communica-

tion, power and sanction, with each structural dimension being translated into action

by a modality i.e. an agent utilises these structures for social interaction. As Struc-

turation Theory adopts the view that the social actions of humans cannot be fully

understood by examining structure or agency alone it, therefore, rejects the dualistic

view of structure and agency, in turn, viewing them as being a mutually constitutive

duality [Jones and Karsten, 2008]. Thus, with the relationship between individuals and

society being the central concern of Structuration Theory [Jones and Karsten, 2008], it

is viewed as providing a framework capable of studying the social activities of humans

[Giddens, 1991]. As stated within Section 3.2, software engineering, and V&V, are

social activities involving humans.

Therefore, there is a history in applying Structuration Theory to the study of

information systems e.g. [Rose and Scheepers, 2001, Nicholson and Sahay, 2001, Fred-

eriksen and Rose, 2003, Allison and Merali, 2007, Jones and Karsten, 2008, Allison,

2010, Jones, 2011]. For example, Frederiksen and Rose state that software develop-

ment can be analysed using Structuration Theory, indicating preference over other

approaches (e.g. communities of practice, situated action, and ANT) due to its fo-

cus on action and structure [Frederiksen and Rose, 2003]. Nicholson and Sahay draw

on Structuration Theory when exploring the political and cultural issues surrounding

software outsourcing [Nicholson and Sahay, 2001]; similarly, Allison and Merali employ

Structuration Theory when studying software process improvement, observing that

its use “explicates the dynamics of emergence in process improvement” [Allison and

Merali, 2007, p. 677].

However, Structuration Theory has been regarded as being both complex and ab-

stract [Bryant and Jary, 1991, Rose, 1998, Nicholson and Sahay, 2001, Jones and

Karsten, 2008, Jones, 2011]. Significantly, Rose and Scheepers consider it as being

“too complex, diverse and alien to be adapted wholesale” [Rose and Scheepers, 2001,

p. 219] (Jones and Karsten also observe that only a relatively small amount of informa-

tion system research has fully engaged with Giddens’ work [Jones and Karsten, 2008]).

Similarly, the lack of empirical examples found within Giddens’ own work, coupled

with the complex and abstract nature already referenced, provides the researcher with

“few clues as to how to proceed in the everyday world in the gathering of useful under-

standing, and its reflection back into the world of practice” [Rose, 1998, p. 912]. Rose

also states that as information systems is an applied field, there is an assumption that

there will be a resulting contribution to practice. We observe that one of the research

objectives (see Section 1.4.2), as well as one of the motivating factors behind this thesis

(see Section 1.1), is to understand security V&V practice in order to improve upon such
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practice. Further, and given our stated intent to perform an empirically-based soft-

ware engineering study (see Section 4.1), we also observe that there is reportedly limited

empirical work which utilises Structuration Theory [Kolarz, 2016]. Additionally, and

given that our research focuses on the creation and use of technological artefacts (see

Section 3.4), we find, within Structuration Theory itself, that technological artefacts

are almost completely overlooked [Jones and Karsten, 2008] (as [Jones, 2011] further

expounds, across the extensive works of Giddens, there is little reference to technology

or information systems-based phenomena).

3.3.5 Stakeholder Theory

We have already acknowledged that software engineering is a team-effort [Yilmaz and

Phillips, 2006, DeFranco and Laplante, 2017] (see Section 3.2), involving a variety of

stakeholders [McManus, 2004, Power, 2010a, Power, 2010b]. Therefore, and given the

diversity of these stakeholders, coupled with the view that effective information systems

development requires their successful participation and interaction [Pan and Flynn,

2003, Pan, 2005], Stakeholder Theory was proposed as a means of enabling managers,

within organisations, to both understand, and manage, these stakeholders more strate-

gically [Aaltonen and Kujala, 2016]. Notably, Stakeholder Theory helped challenge the

view that stockholders should be the primary beneficiaries of an organisation’s activ-

ities [Phillips, 1997], thus aiming to create value for all stakeholders [Biesenthal and

Wilden, 2014] (with the term ‘stakeholder’ deliberately contrasting with ‘stockholders’

or ‘shareholders’ [Scholl, 2001]).

Whilst Stakeholder Theory is rooted in the strategic management literature [Sharp

et al., 1999, Power, 2010a, Power, 2010b, Vrhovec et al., 2015], and is extensively dis-

cussed within management-based literature more generally [Niemi, 2007], it has also

been applied to other areas [Vrhovec et al., 2015], including within an information sys-

tems context [Pouloudi and Reed, 1998, Pan and Flynn, 2003, Pan, 2005]. For example,

it has been employed to understand the reasons for abandoning information systems

development projects [Pan and Flynn, 2003, Pan, 2005] and it has also been posited

as a means for developing models which can help managers understand both who, and

what, makes a difference during software development [Power, 2010a, Power, 2010b].

However, in terms of the evolution of Stakeholder Theory itself, we find that: “the

impact of the development of information technology and its influence on particular

groups of stakeholders has been perceived in quite a limited way” [Wielki, 2011, p. 497].

Notably, most of the approaches to stakeholder analysis - in both a strategic man-

agement and information systems context - have failed to provide adequate guidance

on stakeholder identification [Pouloudi and Reed, 1998]. The difficultly of stakeholder
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identification has been echoed by others e.g. [Phillips, 1997, Sharp et al., 1999, Smith

and Hasnas, 1999, McManus, 2004, Watson et al., 2009], with Smith and Hasnas also

indicating, as a significant weakness of Stakeholder Theory, that it fails to identify

how stakeholder interests should be balanced (it also fails to indicate how stakeholders

should be represented and how power should be distributed in order to protect their

interests [Cummings and Patel, 2009]). Further, and due to its conceptual breadth,

whilst the term ‘stakeholder’ is considered as being powerful, it is also one with many

interpretations [Phillips et al., 2003] and associated definitions [Juhola et al., 2014].

Freeman defines a stakeholder as “any group or individual who can affect or is affected

by the achievement of an organization’s objectives” [Freeman, 2010, p. 46], however,

as Watson et al. question: “where does one accept that someone affects or is affected

by said objectives?” [Watson et al., 2009, p. 313]. Collectively, these concerns may

help explain why the application of Stakeholder Theory - especially when applied to

the study of information systems - is often perceived as being particularly problematic

[Smith and Hasnas, 1999] and thus why there is no formal application of Stakeholder

Theory in either a software development team or process context [Power, 2010a, Power,

2010b]. Therefore, supporting the view that Stakeholder Theory is “normally confined

to academic theories of business ethics” [Barry, 2002, p. 542].

Having examined ANT and SCOT, as well as Sociomateriality, Structuration The-

ory and Stakeholder Theory, we now justify the adoption of STIN.

3.3.6 Socio-Technical Interaction Networks

A Socio-Technical Interaction Network (STIN) is defined as a “network that includes

people (including organizations), equipment, data, diverse resources (money, skill, sta-

tus), documents and messages, legal arrangements and enforcement mechanisms, and

resource flows” [Kling et al., 2003, p. 48] (further, and aside from people and organ-

isations, they can also include their practices and technology [Walker and Creanor,

2009, Shachaf and Rosenbaum, 2009]). All such elements are heterogeneous, with the

relationships, between elements, including social, economic and political interactions.

It is these structured relationships, between the various elements, which result in a net-

work. Notably, the actors within a network can play multiple roles [Kling et al., 2003]

and participate in multiple, overlapping networks [Letch and Carroll, 2007]. In sum-

mary, STIN identifies groups of interactors and then models the relationships between

them [van der Merwe, 2010], thereby emphasising the “importance of the character of

interactions between people, between people and equipment, and even between sets of

equipment” [Kling et al., 2003, p. 49].

Based upon this, STIN adopts the view that the technical and the social world
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- being highly intertwined - co-constitute one another [Kling et al., 2003]. It is by

stressing this inseparability [Urquhart and Currell, 2010], that insight is provided into

the way they mutually shape one another [Villar-Onrubia and Rajpal, 2016]. Thus

a STIN is viewed as providing a systematic, socio-technical model, accounting for

both the social and technical systems and their interactions [Shachaf and Rosenbaum,

2009]. It is this integration which is seen to allow STIN to offer richer explanatory

power [Horton et al., 2005]. The view that the social and the technological are not

meaningfully separable is considered by Kling et al. as one of the four fundamental

assumptions underling the STIN methodology. The other assumptions (detailed within

[Kling et al., 2003]) indicate: that theories of social behaviour should influence technical

design choices; that participants are involved in multiple, non-technologically mediated

social relationships, therefore, having multiple, possibly conflicting, roles; and that

focus should centre on routine use as opposed to just that of adoption and innovation

(as Orlikowski and Iacono state: “Latour theorizes about how new technologies come to

be; Kling and Scacchi theorize about how new technologies come to be used” [Orlikowski

and Iacono, 2001, p. 126]).

STIN develops several concepts from SCOT and ANT into a usable framework

[Urquhart and Currell, 2010, Urquhart and Currell, 2016, Bingham-Hall, 2017]), with

[Kling et al., 2003] distiling STIN into eight steps (which they indicate are illustrative

as opposed to enumerative - this is echoed by [Letch and Carroll, 2007]):

• Identify a relevant population of system interactors: involves identifying the ac-

tors, their roles and the way they participate within a system. STIN attempts

to understand the characteristics and scope of the interactors ahead of time (as

opposed to following them i.e. before undertaking fieldwork [Meyer, 2007]) [Kling

et al., 2003]. According to [Shachaf and Rosenbaum, 2009], this should encompass

technical and non-technical stakeholders. Software development involves both,

with each impacting the construction, and shape, of a software artefact. In ad-

dition, adopting the categories of “people, organisations, data, equipment/tools,

policies/guides” leads to a more balanced view of human and non-human agents

[van der Merwe, 2010, p. 45] (STIN rejects the strong symmetry principle found

in ANT whereupon non-humans can possess the same range of actions as humans

[Kling et al., 2003]). However, identifying what belongs within a network - and

that which does not - is a significant challenge [Kling et al., 2003] (this has also

been reported in terms of Stakeholder Theory and stakeholder identification, see

Section 3.3.5). Meyer states, as a limitation of STIN, that the ability to iden-

tify and analyse STINs is dependent on the researcher acquiring access to, and

information from, individuals [Meyer, 2007]. Similar issues have been identified
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in terms of SCOT i.e. when identifying relevant social groups [Pinch and Bijker,

1989, Klein and Kleinman, 2002] and ANT [McLean and Hassard, 2004, Mitev,

2009].

• Identify core interactor groups: in this step the identified interactors are grouped

together by role (which draws attention to their interactions [Taylor-Smith, 2016]).

In the scholarly communication forum example presented in [Kling et al., 2003],

relevant interactor groups might include authors, reviewers, readers, grant fun-

ders and departmental administrators. Kling et al. also note that the identified

groups might overlap and, in some instances, have conflicting roles. Similarly,

when modelling open source software processes as a STIN, [Jensen, 2010] ob-

serves that participants may have multiple, possibly conflicting, roles. In our

study context, developers who also perform a V&V role, have, by virtue of this,

conflicting roles (sole reliance on developers testing or reviewing their own code

should be discouraged to remove bias [Root and Sweeney, 2006], however, the lim-

ited resources of SMEs can lead to individuals performing multiple roles [Murthy,

2009, Cruz-Cunha, 2010, Linares et al., 2018]). Understanding this role conflict

is essential in determining the level of independence in V&V activities within

SMEs.

• Identify incentives: the incentive structures of the interactors are then identified

[Kling et al., 2003], as are their motivations [Meyer, 2007]. Given the impact of

motivation on engineers performing V&V (see Section 3.2), and the relationship

between the social construct of motivation with the perceived technical success

of a product, it is essential to understand an interactors’ incentives in achieving

software security - through the application of security V&V - as well as under-

standing the motivating factors for performing the associated activities. However,

there is an assumption that their motivations are both relatively transparent -

and correctly reported - although, in practice, humans are not always predictable,

with their own motivations not always being clear to them [van der Merwe, 2010].

Based upon this, van der Merwe indicates rigor is required during the knowledge

elicitation process.

• Identify excluded actors and undesired interactions: aside from focusing on the

desired interactions within a network, it is critical to understand the interac-

tions interactors do not wish to have [Kling et al., 2003]. Further, identifying

excluded interactors, and undesired interactions, is an important, although often

overlooked step within other socio-technical approaches [Meyer, 2007]. Kling et

al. provide “entanglement with bureaucracy” as an example of an unwanted in-
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teraction, citing that developers of a system may prefer to develop at their own

location - as opposed to a customer location - so as to avoid negotiating with

the customer’s systems administration. Understanding these aspects, in terms of

the socio-technical realities surrounding security V&V practice, within SMEs, is

essential to improving current practice (i.e. it provides crucial information on the

factors impacting and influencing a network [Taylor-Smith, 2016]).

• Identify existing communication forums: this step involves identifying the exist-

ing communication systems used by the interactors. In Urquhart and Currell’s

application of STIN, within a health informatics context, they identify “patient-

professional communication” and “interprofessional communication systems” and

elect to focus on the places and medium of communication [Urquhart and Cur-

rell, 2010]. Thus, in our study context, we can envisage developer-test engineer

communication as being one such example, involving not just face-to-face com-

munication (i.e. non-technologically mediated social relationships [Kling et al.,

2003, Jensen, 2010]), but also technologically mediated relationships, including

communication via email and defect tracking and code review systems. As dis-

cussed within Section 3.2, communication is a central concept in V&V.

• Identify resource flows: involves understanding how resources flow throughout the

network. Resource flows can have direct and indirect influence on interactions

within the network and, according to [Kling et al., 2003], this involves “following

the money”. Notably, resource flows can also include power, political interests

and special interest groups [Letch and Carroll, 2007], as well as expertise [Meyer,

2007, Taylor-Smith, 2016]. All of these factors are clearly relevant to software

development and V&V.

• Identify system architectural choice points: a choice point is defined as a “techno-

logical feature or social arrangement in which the designer can select alternatives”

[Kling et al., 2003, p. 58]. During the process of software development there are

many architectural choice points that are encountered which require decisions

to be made which select one way over another [Meyer et al., 2011]. This was

discussed, in the context of SCOT, under the concept of interpretative flexibility

(STIN is considered to be consistent with SCOT in this regard [Meyer, 2007], see

Section 3.3.2).

• Map architectural choice points to socio-technical characteristics: having iden-

tified the socio-technical features of the interactors, as well as the architectural

design choice points, it is then possible for the analyst to develop an understand-
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ing of which “combinations and configurations of features are most compatible,

viable, and sustainable” [Kling et al., 2003, p. 58]. As Kling et al. observe, this

may involve identifying tradeoffs (software projects generally involve tradeoffs

between features, reliability, time and money [Kaner et al., 2002]).

However, and given the steps above, we observe that there is discussion on what

STIN actually is, for example: is STIN a methodology [Kling et al., 2003], an emerg-

ing conceptual framework [Scacchi, 2005], a modelling approach [Letch and Carroll,

2007], a conceptual model and framework [Shachaf and Rosenbaum, 2009], an analytic

strategy (as opposed to a body of theory) [Meyer, 2007, Walker and Creanor, 2009], a

framework for a method of inquiry [Urquhart and Currell, 2010, Urquhart and Currell,

2016], an analytical framework [Villar-Onrubia and Rajpal, 2016, Taylor-Smith, 2016]

or a theoretical framework [Barab et al., 2003, Bingham-Hall, 2017]. Further, although

STIN has not yet become widely adopted [Meyer, 2007], interest in its adoption is

developing [Walker and Creanor, 2009]. This has led to some considering it as having

been undervalued [Bingham-Hall, 2017], with [Urquhart and Currell, 2010] observing

that STIN has been employed within a variety of complex settings to understand the

use of information technology. For example, Urquhart and Currell, who applied STIN

to understand and explain controversy around home uterine monitoring, concluded

that it provided a useful perspective, as well as value beyond that of just conducting

a systematic review. However, they also noted that some adaptations might be neces-

sary to address aspects of their particular focus i.e. the clinical usage of information

technology. Notably, although the focus in [Kling et al., 2003] was upon scientific col-

laboratories, [Letch and Carroll, 2007] observe that there were broader applications, as

Kling et al. state: “STIN models help us to understand human behaviors in the use of

technology-mediated social settings” [Kling et al., 2003, p. 48]. We would argue that

the process of software development, and therefore, the activity of security V&V, fits

perfectly within the definition of a technology-mediated social setting (STINs can also

contain non-technologically mediated social relationships [Kling et al., 2003, Jensen,

2010]). Based upon this, [Letch and Carroll, 2007] apply STIN to study the effects of

e-government on marginalised people, aggregating some of the steps and also extending

it by classifying stakeholders according to their levels of interest and influence. We feel

this is a useful extension, which helps lead to an understanding of some of the struc-

tural aspects that will exist within a network (such structural aspects were discussed

within the analysis of SCOT, see Section 3.3.2). However, van der Merwe considers

STIN as a methodology which: “surfaces relationships, intentions and motivations, in

particular power and influence in networks” [van der Merwe, 2010, p. 21]. Thus, van

der Merwe views STIN as a productive lens, which reportedly helped make sense, as
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well as present, aspects of human behaviour when analysing an existing system (in this

instance, the design-orientated stages of STIN were de-emphasised).

More pertinent to this thesis, [Scacchi, 2005] applied STIN to the study of free/open

source software development processes in order to explore the social and technological

interactions found within different research and development communities. Scacchi ac-

knowledges that STIN draws attention to the “relationships that interlink what people

do in the course of their system development work to the resources they engage and to

the products (software components, development artifacts, and documents) they create,

manipulate, and sustain” [Scacchi, 2005, p. 3]. Scacchi concludes that STINs provide a

better way to understand software development (including understanding why and how

software developers participate in free/open source projects, as well as what sustains

their interest). Similarly, when applying STIN to the study of open source software pro-

cesses, [Jensen, 2010] states, when comparing STIN with other socio-technical models,

that STIN provides a richer, and a more complete understanding of human behaviour.

In summary, network models represent the complexity in the relationships between

people and technology and STIN is one example of a network model [Walker and Cre-

anor, 2009] ([Mostashari, 2010] views STIN as one of the main analysis methodologies

for socio-technical networks). However, although there is clear promise associated with

STIN, there is, as Meyer indicates, a need to more fully explain the methods and tools

a researcher should use when embracing STIN [Meyer, 2006, Meyer, 2007]. Meyer also

adds that its nebulosity may lead to it being overlooked by new researchers and grad-

uate students. That there is little guidance, beyond the eight steps captured within

[Kling et al., 2003], has been acknowledged by others e.g. [van der Merwe, 2010]. How-

ever, there is a growing body of research which utilises STIN [Rosenbaum and Joung,

2004]. Also, as with other approaches, adaptations, in some applications, have been

seen as necessary to the original eight steps proposed by Kling et al. e.g. [Rosenbaum

and Joung, 2004, Letch and Carroll, 2007, Urquhart and Currell, 2010], with van der

Merwe broadly following these steps [van der Merwe, 2010]. However, [Reinert, 2009]

indicates that STIN affords a more nuanced view than other socio-technical approaches,

with [Kling et al., 2003] stating that standard models can ignore the complexity sur-

rounding human motivation, as well as their relationships with others. We observe that

modelling such aspects, which have a clear impact on actual security V&V practice (see

Section 3.2), is essential in understanding the surrounding socio-technical realities of

such practice. Scacchi utilised STIN to examine networks of people who work together

to create complex software products [Scacchi, 2005]. Further, it is considered a tool

for understanding socio-technical systems that privileges neither the social or technical

[Meyer, 2006, Meyer, 2007], with it highlighting the relationships between people and
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technologies, as well as their mediating practices [Walker, 2008]. We believe that mod-

elling security V&V, as a Socio-Technical Interaction Network, will suitably highlight

the socio-technical realities which surround this complex socio-technical activity. We

provide further justification within Section 3.4.

3.4 Justification and Application of STIN to V&V

Socio-technical research focuses on both social and technical interactions that occur

in such a way that it is difficult to separate them [Tatnall, 2005]. As observed within

Section 3.2, software engineering, and V&V, involve such a combination of interactions.

It is, therefore, prudent to adopt a framework capable of accurately representing the

richness of these interactions. Having justified that software engineering, and V&V,

are socio-technical activities, we now justify the adoption of STIN.

It is through reviewing the steps of STIN (see Section 3.3.6) that we develop a

conceptual model (Figure 3.2) to show how STIN can be applied when studying security

V&V practice:

Security Test Cases
Security Test Plans

⁞ 
Security Test Tools

Defect Tracking Systems
Code Review Systems

⁞ 
Email Exchange Server

Project Plans
Marketing Material

⁞ 
Legal Contracts

Communication Systems

Test Engineers
(TE)

TE1 … TEn

Developers
(Dev)

Dev1 … Devn

Product Managers
Product Marketing

⁞
Legal Team

Blame/Dismissal

Use

Use

Use

Technical
Stakeholders

Non-Technical
Stakeholders

Human
Interactors

Non-Human
Interactors

Potential for role conflict
Use

Exert pressure on

Figure 3.2: Conceptualising V&V as a Socio-Technical Interaction Network

• Step 1 - Identify a relevant population of system interactors: we have already

observed that software development involves a combination of technical and non-

technical interactors (examples of the former include developers and test engi-

neers, an example of the latter includes product managers). Aside from human

agents, software development also includes non-human agents which, from a V&V

perspective, includes tools and processes - which need to be included in an analysis
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as they influence, and shape, the activity of V&V (see Sections 2.4 and 2.5). Fig-

ure 3.2 shows some of the interactors directly and indirectly involved with V&V

and provides a simplified view as to why adopting STIN is suitable for the study of

V&V. As seen within Figure 3.2, we distinguish between human and non-human

agents by ellipses and rectangles respectively ([Walker, 2008] considers this as one

of the significant differences between ANT and STIN i.e. the rejection of ANT’s

strong symmetry principle). Further, we divide these agents into technical and

non-technical stakeholders (as suggested by [Shachaf and Rosenbaum, 2009]). It

is important to capture this diversity - and to not just focus on the technical (as

many software development studies do e.g. [Rooksby et al., 2009], see Chapter 2)

- to ensure that the reality of security V&V practice is understood.

• Step 2 - Identify core interactor groups: we have previously noted that interactor

groups might overlap, and that role conflict can potentially occur within SMEs

due to employees wearing multiple hats [Murthy, 2009, Cruz-Cunha, 2010, Linares

et al., 2018]. Of course, coupled with conflict, there is also group power to

consider. For example, the literature (although the situation within an SME

context is unclear) suggests that developers have greater power than test engineers

e.g. [Cohen et al., 2004]. Figure 3.2 shows how interactors can be grouped together

(grouping is represented by the ellipses and rectangles) and includes an example

of where role conflict could occur when groups overlap (notably, when developers

have to perform a software testing role).

• Step 3 - Identify incentives: it is essential to understand the interactors’ incen-

tives, as well as their motivating factors, for performing security V&V. In terms

of Figure 3.2, this would include individuals, groups and, most importantly, those

which find themselves in overlapping groups. It is also pertinent to understand

the motivation, or lack of motivation, if applicable, for not performing security

V&V. We recall that motivation plays a significant role in software development

(see Section 3.2) and that software engineers are motivated by various factors

e.g. task identification and trust [Beecham et al., 2008, Hall et al., 2008]. We do

not limit ourselves during the process of data collection by excluding any of these

factors, however, we acknowledge that the data collected may lead to some factors

receiving greater treatment than others (see Section 8.4 for further discussion).

• Step 4 - Identify excluded actors and undesired interactions: Figure 3.2 shows

examples of potentially undesired interactions (represented as arrows with dashed

lines) e.g. test engineers approaching defect communication with an attitude of

blame, developers adopting a dismissive attitude towards test engineers and non-
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technical stakeholders applying pressure to deliver a product before testing is

complete. All of these are real-world examples and, as with identifying the fac-

tors which influence interactor motivation, we do not explicitly exclude any factor

which could result in undesired interactions e.g. interactors demonstrating a re-

sistance to change in terms of process improvement initiatives. As noted by

[Meyer, 2007], although understanding these aspects is important, other types

of socio-technical research often overlook these (notably, within Structuration

Theory, Giddens adopts a positive, empowering view of human agency that is

voluntaristic in nature [Greener, 2008, Jones and Karsten, 2008, Jones, 2011],

however, such a voluntaristic view has been deemed inappropriate [Jones, 2011]

- running counter to the assumptions held within the information systems field

[Jones and Karsten, 2008] - with Giddens being seen as “gloss[ing] over the impact

of power relations in organizations” [McPhee et al., 2014, p. 92]). This is echoed

by [Morrison, 2014], who highlights that undesired interactions can significantly

reduce motivation, with [Taylor-Smith, 2016] acknowledging the importance of

identifying excluded interactors. Capturing this type of information is essential

for achieving a balanced view of security V&V practice as found within SMEs.

• Step 5 - Identify existing communication forums: software development involves

various types of communication systems, some of which are generic e.g. email,

wiki, and version control systems (so as to communicate, discuss and store designs,

code and test results for example). However, some are specific to V&V, such

as defect tracking systems (where issues with the software, and the supporting

artefacts, are raised and discussed between the various stakeholders) and code

review systems (where an implementation can be critiqued). See Figure 3.2 for

where such communication systems would sit within a V&V STIN. As software is

not typically developed in isolation by an individual (i.e. it is a team effort [Yilmaz

and Phillips, 2006, DeFranco and Laplante, 2017]), it is necessary to establish

how technical and non-technical stakeholders communicate between themselves

and each other, as well as how human and non-human agents interact. The

importance of communication, within software organisations, is detailed within

Section 3.2.

• Step 6 - Identify resource flows: this includes factors such as money, expertise,

power and political interests, all of which influence, and shape, security V&V. For

example, although there is some debate on the value in conforming to FIPS 140-2

[NIST, 2001], from a security perspective (e.g. see [Deeg and Schreiber, 2009]),

it is viewed as a means of widening the customer market available to a software
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organisation (as certain consumers demand conformance to this standard). This

is an example of where external pressure to conform influences the security V&V

being performed within an organisation. However, as in most organisational types

and contexts, there will exist asymmetries in power between both individuals and

groups (within Figure 3.2, groups with a thicker line possess greater power) - this

is certainly the case within software producing organisations.

• Step 7 - Identify system architectural choice points and Step 8 - Map architectural

choice points to socio-technical characteristics: these two remaining steps do not

relate as well in terms of addressing the research objectives of this thesis. Specifi-

cally, as defined in [Kling et al., 2003], a choice point is a technological feature, or

a social arrangement, from which a designer can select alternatives (they provide

the example of selecting between a pull-based web-board or a push-based mail-

ing list). This involves exploring the past and potential futures [Taylor-Smith,

2016, Taylor-Smith and Smith, 2018]. Notably, we are interested in examining

the current state of V&V practice within software SMEs. Therefore, we elect to

exclude these more design-focused steps (which is in keeping with the spirit of

advice given by Kling et al. on the adoption of STIN and has been followed by

others e.g. [Letch and Carroll, 2007, van der Merwe, 2010]).

STIN has been viewed as being built upon, or drawing influence from, ANT and

SCOT [Rosenbaum and Joung, 2004, Meyer, 2006, Meyer, 2007, Reinert, 2009, Shachaf

and Rosenbaum, 2009, Urquhart and Currell, 2010, Urquhart and Currell, 2016], there-

fore, it was pertinent to examine each of these (see Sections 3.3.1 and 3.3.2). Reinert

notes that STIN aims to address some of the weaknesses of ANT and SCOT in or-

der to provide more complete explanations [Reinert, 2009]. Specifically, Reinert uses

STIN to study an organisation’s business model and information system and concludes

that a more nuanced view was afforded by its adoption. Rosenbaum and Joung, who

also state that STIN draws on SCOT, acknowledge the usefulness of STIN across a

variety of domains and adopt STIN for studying a digital library, asserting that STIN

itself “allows for a fine-grained analysis of the complex relationships among the vari-

ous components of the socio-technical networks within which ICTs [Information and

Communication Technologies] are designed, implemented, and used” [Rosenbaum and

Joung, 2004, p. 207].

We also observe that others, when confronted with a choice between ANT, SCOT

and STIN, have elected to adopt STIN. For example, Meyer states that whilst ANT,

SCOT and STIN are related, they are not identical, however, all provide insight into

the role social behaviour plays in the creation and use of technological artefacts [Meyer,
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2006, Meyer, 2007] (in contrast, we note that both Giddens and Structuration Theory

overlook the technological artefact [Jones and Karsten, 2008, Jones, 2011]). V&V is

a fundamental aspect of software development, and utilises various tools (the use of

technological artefacts) in which to create a software product (the creation of a techno-

logical artefact). It is also noted that they all reject technological determinism. Meyer

adds that STIN is more prescriptive than either ANT or SCOT, which is something

that [Reinert, 2009] viewed as being of assistance (in contrast to ANT’s inaccessibility

[Howcroft et al., 2004], and the highly theoretical nature of Sociomateriality [Leonardi,

2013], STIN is not considered an “esoteric social theory” [Kling et al., 2003, p. 56]).

Notably, Meyer adopts STIN and states that it focuses more on patterns of routine use

than adoption or innovation (again, in contrast, [Prell, 2009] indicates that SCOT’s

technological frames can mask the more obvious forces at play, which may also be

the most influential). As security V&V practice, within UK-based software SMEs, is

effectively an unknown [Kreeger and Harindranath, 2012], understanding patterns of

routine use has obvious value (especially since people within SMEs “are always busy

with their daily routines” [Wong and Aspinwall, 2004, p. 54]). In addition, we note that

[Scacchi, 2005] applied STIN to the study of software development, therefore, applying

STIN to the study of security V&V could be viewed as a logical, more focused con-

tinuation of Scacchi’s work. Similarly, Jensen offers further support by indicating that

“software development work tasks (i.e. work processes and practices) can be viewed

as intrinsically linked networks of interaction between people, tools, and development

artifacts, or socio-technical interaction networks (STINs)” [Jensen, 2010, p. 48].

3.5 Conclusion

It is necessary to adopt a socio-technical approach when studying security V&V within

software SMEs e.g. test-based activities are socio-technical activities [Martin et al.,

2007] impacted by social and organisational problems [Rooksby et al., 2009]. Organ-

isations are, of course, a collection of individuals and groups of individuals [Fairley,

2009]. These individuals need to interact with one another: “[s]uccessful software

development requires open communications - within the project group, between the

programmers and the users, and with management” [Rob, 2003, p. 95]. Although this

listing is incomplete (notably, overlooking test engineers), it reinforces the fact that any

framework must identify the different groups and their interactions to be meaningful.

This is captured within STIN by the identification of the interactors and their groups

(Steps 1 and 2) and the mechanisms by which they communicate (Step 5). In addi-

tion, as software development involves individuals interacting within an organisational
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structure, it is critical to understand the interrelations which occur between the tech-

nical, the product-oriented activities, and the organisational factors which affect the

performance of software processes [Yilmaz and Phillips, 2006]. As noted, identifying

the incentives (Step 3), the excluded actors and the undesired interactions (Step 4),

and the resource flows (Step 6), will help understand how social factors can influence

V&V. This is essential given their impact on software testing [Shah and Harrold, 2010].

Shah and Harold conclude that ethnographical studies, focusing on the human and so-

cial aspects of software testing, are important as they provide more profound insights

into actual practice. Adopting a socio-technical perspective contributes two-fold to

understanding practice: by highlighting the work and those performing it [Griffith and

Dougherty, 2002]. Currently, neither of these points are understood in terms of secu-

rity V&V as practiced within UK-based software SMEs. In summary, STIN provides

a socio-technical framework that will not only help provide this understanding, but is

also a framework that applies well to the study of security V&V.
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Chapter 4

Research Methods and Approach

Within this chapter we justify the approach, and the research methods adopted, to

address the research question and the associated research objectives. We then detail

how the survey instrument and the interview guide were developed. Specifically, this

chapter provides:

Section 4.1: Justification for studying aspects of software engineering empirically.

Section 4.2: The research methods and approach adopted.

Section 4.3: The use of surveys in the first phase of data collection.

Section 4.4: The use of interviews in the second phase of data collection.

Section 4.5: The research objectives are examined in light of the selected research

methods, leading to the development of a survey instrument and interview

guide.

Section 4.6: The adopted research methods and approach are justified.

We begin by highlighting the need for studying software engineering empirically.
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4.1 Empirical Software Engineering

Empirical studies allow researchers to understand “how and why things work”, thereby

permitting a positive affect to be had on software development practice [Perry et al.,

2000, p. 347]. Whilst interest in studying software engineering empirically continues

to grow [Seaman, 1999, Sim et al., 2001, Singer and Vinson, 2002], it reportedly took

many years to gather both momentum and direction [Jeffery and Votta, 1999, Weyuker,

2011] (which is in contrast with other disciplines [Ciolkowski et al., 2003]). Thus it

was rare for software engineering research papers (with software testing cited as a

specific example) to contain any form of empirical evidence [Weyuker, 2011]. However,

by addressing the human aspects, studying software engineering empirically became

viewed as having grown in maturity [Seaman, 1999]. As acknowledged by Seaman, this

added complexity to an already complex area of research.

As software development is a human intensive activity (see Section 3.2), empirical

methods are essential for its study [Wohlin et al., 2003]. Notably, by providing the

researcher with the opportunity to work with people [Jeffery and Votta, 1999], it is

possible to deal with both multidisciplinary and interdisciplinary factors, such as: issues

regarding difficulties in communication, the quality of processes, as well as a myriad

of other socio-technical issues involving humans [Harrison et al., 1999]. Therefore, we

justify performing an empirical study as follows:

• Empirical methods can be used to investigate software engineering processes and

practice [Harrison et al., 1999, Perry et al., 2000, Singer and Vinson, 2002, Tichy

and Padberg, 2007]. This reflects the essence of this research i.e. to understand

security V&V practice within UK-based software SMEs (see Section 1.4.2).

• It enables the researcher to include human and social elements [Jeffery and Votta,

1999, Harrison et al., 1999, Wohlin et al., 2003]. Within Section 3.2 we observed

the importance of studying V&V as a socio-technical activity. Therefore, perform-

ing an empirical study complements the adoption of STIN (see Sections 3.3.6, 3.4

and 3.5).

We now expound upon the methods and approach adopted.

4.2 Determining the Methods and Approach

Several types of empirical study exist [Jeffery and Votta, 1999, Perry et al., 2000,

Sillitti, 2009], each appropriate for addressing different types of questions and contexts

[Sillitti, 2009]. Determining which to employ is considered complex [Jeffery and Votta,
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1999], with the resources available to a researcher also influencing the approach [Singer

et al., 2008]. As empirical studies are both expensive and time-consuming [Perry et al.,

2000], it is important to understand the advantages and disadvantages of each [Sim

et al., 2001]. However, before determining which methods to employ, we observe that

empirical studies can provide both quantitative and qualitative information [Harrison

et al., 1999]. Thus we heed the advice of Harrison et al., namely, that whilst quantitative

methods are important in empirical software engineering studies, qualitative methods

should not be neglected. Indeed, there is a noted move away from solely quantitative

studies [Basili, 2006], with qualitative research methods being necessary to study the

complexities inherent in human behaviour e.g. motivation and communication [Seaman,

1999]. As observed within Section 3.2, these social constructs influence both test and

review-based activities (e.g. [Kelly and Shepard, 2002, Shah and Harrold, 2010]).

STIN explicitly focuses on aspects such as motivation and communication. There-

fore, the richness of the data which can be obtained when adopting STIN indicates

a mixed methods approach. Fundamental to such an approach is the combination of

quantitative and qualitative research methods within a single study [Creswell and Plano

Clark, 2011, Ågerfalk, 2013, Venkatesh et al., 2013, Venkatesh et al., 2016]. Viewed

as the third methodological movement, this rejects the traditional quantitative and

qualitative dichotomy [Tashakkori and Teddlie, 2010]. Underlying such a movement is

the philosophical worldview of pragmatism [Johnson and Onwuegbuzie, 2004].

4.2.1 Pragmatists and Pragmatism

There are several philosophical worldviews, or paradigms, that exist and which help

guide the actions of researchers. As [Mingers, 2001] highlights, the existing literature

acknowledges at least two, primary worldviews: positivism and interpretivism. Each

of these worldviews has a set of ontological, epistemological and methodological beliefs

associated with its adoption. In summary, positivists (and postpositivists) believe in

a singular reality which can be measured objectively i.e. reality is independent to the

researcher; in contrast, interpretivists (and constructivists), believe in multiple, existing

realities which are socially constructed by how humans see, and interpret, their reality

i.e. research becomes a subjective process due to the inseparability of the researcher and

reality. Thus we find that positivists, methodologically, are more closely aligned with

quantitative-based methods (e.g. surveys); whereas, interpretivists, are more closely

associated with qualitative-based methods (e.g. interviews). Therefore, and given their

opposing natures - in terms of their ontological, epistemological and methodological

positions - it is unsurprising that there exists considerable debate surrounding their

adoption [Fitzgerald and Howcroft, 1998]. Notably, the ensuing ‘paradigm wars’ have
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resulted in a focus on their differences, rather than their similarities [Onwuegbuzie

and Leech, 2005]. However, as [Weber, 2004] states, much of the rhetoric concerning

positivism and interpretivism is unhelpful and specious in nature.

Significantly, purists believe that such paradigms are mutually exclusive - both from

an ontological and epistemological perspective [Rossman and Wilson, 1985] (this re-

sulted in the development of the incompatibility thesis [Howe, 1988], which views the

quantitative and qualitative paradigms as being fundamentally incompatible). How-

ever, in contrast, pragmatists - who aim to put aside the associated, underlying philoso-

phies - believe that this presents a false dichotomy [Onwuegbuzie and Leech, 2005, Gl-

ogowska, 2011]. Notably, pragmatism aims to find a middle ground, thereby helping

achieve balance between subjectivity and objectivity [Doyle et al., 2016] (pragmatists

view the seeking of epistemological purity an unhelpful aim in terms of performing

research [Greene et al., 1989]). Pragmatists, in contrast to positivists and interpre-

tivists, believe in the existence of both singular and multiple realities and, from an

epistemological perspective, prioritise addressing the research question [Creswell and

Plano Clark, 2011, Venkatesh et al., 2013]. Therefore, rather than aiming to achieve

some form of philosophical alignment [Glogowska, 2011], pragmatists are viewed as

not being committed to any philosophical worldview or reality [Petersen and Gencel,

2013]. Thus pragmatism “opens the door to multiple methods, different worldviews,

and different assumptions, as well as different forms of data collection and analysis”

[Creswell and Creswell, 2018, p. 11]. As captured by Creswell and Creswell, this pro-

vides a philosophical basis which is grounded in real-world practice (pragmatists value

knowledge according to how useful it is for addressing practical problems, hence they

value practical knowledge over more abstract knowledge [Easterbrook et al., 2008]).

Therefore, and given its real-world, practice-oriented nature [Creswell and Creswell,

2018], it is perhaps unsurprising to find that pragmatism has become recognised as the

predominate worldview within an empirical software engineering context [Petersen and

Gencel, 2013]. For example, Russo et al. adopt pragmatism when examining software

quality concerns within the Italian IT banking sector [Russo et al., 2017, Russo et al.,

2018]. Similarly, Rashid et al. embrace the philosophical position of pragmatism when

exploring knowledge retention within open source software communities [Rashid et al.,

2018]. Further, we also acknowledge the influence pragmatism has had on informa-

tion systems research more generally [Goldkuhl, 2012]. These examples, and the fact

that pragmatism is seen as adopting an ‘engineering approach’ to performing research

[Easterbrook et al., 2008], helps further justify its adoption when addressing the thesis

research question and the associated research objectives.

As captured by [Venkatesh et al., 2013], pragmatists select their research methods
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based on how they fit the underlying research question. Therefore, and acknowledg-

ing the pragmatic and result-oriented views held by the software engineering research

community - especially in terms of research methodology [Runeson and Höst, 2009] -

as well as the strong association between pragmatism and mixed methods [Johnson

and Onwuegbuzie, 2004, Easterbrook et al., 2008, Morgan, 2014], we elect to adopt a

mixed methods approach to data collection and analysis.

4.2.2 A Mixed Methods Approach

A mixed methods approach enables a more comprehensive and complete account to

be developed, providing additional corroboration in terms of findings (completeness

[Bryman, 2006] and triangulation [Greene et al., 1989, Bryman, 2006]). The reliance

on a single type of data (i.e. numbers or words alone) is limiting [Johnson and On-

wuegbuzie, 2004, Onwuegbuzie and Leech, 2005, Creswell and Plano Clark, 2011]. In

an empirical software engineering context, we observe that by collecting different types

of data, through different research methods, that a more complete picture is likely to

form [Wood et al., 1999]. Further, both quantitative and qualitative research methods

can be utilised to explain the findings generated from the other, as well as helping iden-

tify the sample and assisting in instrument construction for the next phase of study

(complementarity, development [Greene et al., 1989], explanation and sampling [Bry-

man, 2006]). A quantitative sample can be used to identify relevant groups for further

in-depth study [Brannen, 2005].

Such an approach also enhances the credibility of the findings, with an improved

perception of usefulness to practitioners (credibility and utility [Bryman, 2006]). Hav-

ing observed the divide between V&V theory and practice (see Section 2.6), we recall

that one of the specific aims of this thesis is to examine security V&V as practiced

within UK-based software SMEs (see Section 1.4.2), thereby enabling such practice to

be improved (notably, the adoption of pragmatism complements the understanding of

such practice, see Section 4.2.1). Additionally, both quantitative and qualitative re-

search methods have their own associated strengths and weaknesses, although, when

employed together, the weaknesses should be removed (offset [Bryman, 2006]). It is by

employing both that a researcher can benefit from the strengths of each methodology

[Jick, 1979, Johnson and Onwuegbuzie, 2004, Onwuegbuzie and Leech, 2005, Ivankova

et al., 2006, Venkatesh et al., 2016].

However, two of the most compelling reasons for employing a mixed methods ap-

proach (which also influences the design adopted), is that the collected qualitative data

can be used to put “meat on the bones” [Bryman, 2006, p. 106], as well as building

upon, and enhancing, the acquired quantitative data (illustration and enhancement
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[Bryman, 2006]). We also agree, in terms of practical application, that mixed meth-

ods is an intuitive approach to research [Creswell and Plano Clark, 2011], as well as

that “researchers who ascribe to epistemological purity disregard the fact that research

methodologies are merely tools that are designed to aid our understanding of the world”

[Onwuegbuzie and Leech, 2005, p. 377]. According to Onwuegbuzie and Leech, such a

polarised view is inappropriate, unreliable and does not represent best practice.

4.2.3 A Sequential Explanatory Design

Having justified performing a mixed methods study in general, we now outline the

mixed methods design we intend to utilise. Several options exist, each requiring the

researcher to consider the following four items with regards to both the quantitative and

qualitative strands (where a strand includes the questions, data collection, analysis and

result interpretation): the level of interaction between the strands, the relative priority

of the strands, the timing of the strands and the procedure for mixing the strands

[Creswell and Plano Clark, 2011].

Based on the above, we adopt a sequential explanatory design (the majority of

mixed methods designs utilise a sequential approach [Ivankova et al., 2006, Creswell

and Plano Clark, 2011]). This implies a study with three distinct phases: firstly, a

quantitative data collection and analysis phase; secondly, a qualitative data collection

and analysis phase which builds upon the first phase; thirdly, an interpretation phase

where the “researcher interprets to what extent and in what ways the qualitative re-

sults explain and add insight into the quantitative results and what overall is learned

in response to the study’s purpose” [Creswell and Plano Clark, 2011, p. 83]. The pri-

mary purpose of such a design, according to Creswell and Plano Clark, is to explain

the quantitative results obtained in greater depth i.e. the quantitative data permits

a general understanding to develop, whereas the qualitative data refines and explains

the quantitative data in more depth [Ivankova et al., 2006]. Such an approach im-

plies that the quantitative and qualitative strands are mixed during the point of data

collection using a connecting strategy; whereupon, the results from the first strand in-

fluence the data collection within the second strand [Creswell and Plano Clark, 2011].

Elaborating further, Creswell and Plano Clark indicate that the quantitative results

should help develop the qualitative strand, for example, by helping define and refine

the research questions and enabling purposeful sampling. Notably, a sequential-based

approach has successfully been employed within software, and V&V-related, empirical

studies e.g. [Storey et al., 2008, Chung et al., 2010, Tahir and Ahmad, 2010, Larusdot-

tir et al., 2010, Rungi and Matulevičius, 2013, Deak and St̊alhane, 2013, Pham et al.,

2017, Zheng et al., 2017].
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4.2.4 Summary of the Methods and Approach

Empirical software engineering studies, conducted within industry, often involve ob-

taining both quantitative and qualitative data [Wohlin, 2013]. Indeed, it is best to

utilise a combination of quantitative and qualitative methods [Seaman, 1999] (where,

as Seaman acknowledges, qualitative data can be used to illuminate and “go beyond

the statistics”). Further, it is necessary to adopt an approach that enables research-

in-the-large (i.e. the ability to develop a broad understanding across large groups of

interest) [Kitchenham et al., 1995], as well as offering the ability to determine the cur-

rent situation (i.e. to conduct research-in-the-past [Wohlin et al., 2003]). Based upon

this, we employ a three-phased, sequential mixed methods approach to data collection

and presentation.

As captured by Figure 4.1, an online survey (constructed around the key themes

within STIN, see Appendix D) is employed during the first phase. Notably, a sur-

vey is the single method suggested by [Conradi and Wang, 2003, Tichy and Padberg,

2007, Easterbrook et al., 2008] as being relevant for studying software engineering em-

pirically that we have not discounted (we discount controlled experiments as they are

typically used to compare techniques and methods [Jeffery and Votta, 1999, Wohlin

et al., 2003], and case studies, as they focus on a specific project or organisation [Wohlin

et al., 2003, Höfer and Tichy, 2007] leading to results considered harder to interpret

and more difficult to generalise and compare [Zelkowitz and Wallace, 1998, Wohlin

et al., 2003, Ciolkowski et al., 2003]). Further, surveys can be used to investigate soft-

ware engineering processes and products [Singer and Vinson, 2002], therefore, seeming

appropriate to address the overarching research question of this thesis.

Devise survey 
instrument around 

key STIN themes

Pre-test survey 
instrument

Identify survey 
respondents

Conduct survey

Conduct interviews
Identify interview 

respondents
Pre-test interview 

guide

Devise interview 
guide around key 

STIN themes

Analyse results
Report results 

using STIN
Analyse results

Refine survey instrument

Refine interview guide

Phase 1

Phase 2

Phase 3

Figure 4.1: Research approach

Within the second phase we conduct interviews with a subset of the respondents

from the first phase to develop a richer understanding of the socio-technical realities
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faced (the survey thus providing a sampling frame for the interviews [Brannen, 2005]).

This second phase is necessary to acquire information about phenomena that cannot be

obtained through use of a survey alone (with the questions, within the interview guide,

also being developed around the key themes within STIN). Interviews are a common

approach to acquiring qualitative data and are useful for collecting information on

how software engineering is actually performed [Seaman, 1999]. Finally, within the

third phase, STIN is used to structure and present the data acquired through the two

previous phases (see [Meyer, 2007] for an example).

In summary, surveys and interviews have been used extensively within empirical

software engineering research (see Chapter 2). They have also been employed for

understanding information security culture (see Section 4.5.3) and utilised in STIN-

based studies e.g. [Meyer, 2007, Kim, 2008, Reinert, 2009, Suri, 2013, Taylor-Smith,

2016, McCoy and Rosenbaum, 2017, Bingham-Hall, 2017]. Therefore, we now examine,

and further justify, their use (see Sections 4.3 and 4.4 respectively).

4.3 Data Collection Phase One: A Survey

A survey involves “asking a sample of people from a population a set of questions and

using the answers to describe that population” [Fowler, Jr., 2009, p. ix]. It is then

possible to generalise the beliefs and opinions of the sample across the population itself

[Kasunic, 2005, Easterbrook et al., 2008]. As V&V is a socio-technical activity (see

Chapter 3), it is essential to understand the inherent social aspects such as attitudes and

motivation: surveys enable the collection of such information [Pfleeger and Kitchenham,

2001]. Notably, it is only possible to reach an understanding about the behaviours and

situations of people by asking a sample of people about themselves [Fowler, Jr., 2009].

As the most frequently employed of research methods, surveys are widely used

within software engineering research [Pfleeger and Kitchenham, 2001, Smith et al.,

2013] and within SMEs [Dennis, Jr., 2003]. Indeed, survey adoption is considered a

well-known strategy when conducting empirical studies [Punter et al., 2003], especially

within a software engineering context [Ciolkowski et al., 2003, Cater-Steel et al., 2005].

Aside from helping describe a phenomenon of interest, they help researchers obtain a

clearer picture of a product, process or population [Kitchenham and Pfleeger, 2002c].

Most software engineering surveys are cross-sectional, case control studies [Kitchenham

and Pfleeger, 2002c], capturing the current status of a situation [Wohlin et al., 2003].

Therefore, they are appropriate for addressing the research question and the associated

research objectives of this thesis (this is elaborated upon in Section 4.5).

We now consider our survey approach.
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4.3.1 Survey Design Considerations

As it is easy to conduct surveys of questionable quality [Kelley et al., 2003] (including

within an empirical software engineering research context [Ciolkowski et al., 2003]), it

becomes essential to adopt some form of guiding process. We thus examine [Pfleeger

and Kitchenham, 2001, Kasunic, 2005] which focus on conducting software engineering

surveys. However, as we perform an online survey, we also refer to [Schonlau et al.,

2002, Kelley et al., 2003, van Selm and Jankowski, 2006, Singh et al., 2009] for gen-

eral guidance and [Punter et al., 2003] for specific advice concerning online software

engineering surveys.

Therefore, as suggested in [Bradburn et al., 2004, Kasunic, 2005], we limit scope

as too many questions may lead to non-response [Dennis, Jr., 2003, Punter et al.,

2003, Porter, 2004] (notably, software developers are more likely to complete shorter

surveys [Smith et al., 2013]). We also acknowledge that the type and format of the

questions, and the structure of the survey itself, will impact response rates and should

be considered to minimise bias [Kelley et al., 2003] and maintain respondent motivation

[Punter et al., 2003]. There is a clear relationship between a survey’s design and the

quality of information which it can obtain [Fowler, Jr., 1995, Daly et al., 1995] i.e. “good

research cannot be built on poorly collected data” [Gillham, 2008, p. 1]. Further, and

aside from keeping survey design simple [Umbach, 2004], it is important to ensure that

the survey is written for the respondent, not the researcher [Kasunic, 2005]. As a

practising software engineer, the author of this thesis was well-positioned in creating

an instrument which would be understood by like-minded individuals. Nonetheless,

an instrument should be pre-tested to determine loading bias, unnecessary complexity

[Daly et al., 1995], whether questions are consistently understood and whether any

accompanying instructions can be followed [Kelley et al., 2003]. This helps ensure in-

strument reliability and validity, which is important since software engineering surveys

are reportedly weak in this regard [Kitchenham and Pfleeger, 2002a] (see Section 5.1.1

for the pre-testing performed). Further, and similar to [Daly et al., 1995], we allow

respondents to submit feedback about the survey if desired (see Appendix H).

Similar consideration is required when identifying the respondents i.e. the sample

derived should be representative of the population (so as to avoid bias), able to address

the research objectives (i.e. appropriate) and not cost prohibitive [Kitchenham and

Pfleeger, 2002c]. Deriving the sample can be approached in either a probabilistic or

non-probabilistic manner. Whilst the former affords each member of the population

an equal chance of being selected [Punter et al., 2003] (which eliminates subjectivity,

resulting in an unbiased sample [Kitchenham and Pfleeger, 2002b]), it demands an

understanding of the entire population. In contrast, non-probability sampling is a non-
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systematic approach relying on human judgment [Kasunic, 2005] (however, the results

of such convenience sampling can be generalised to a subset of the population [Singh

et al., 2009]). See Section 5.1.2 for the sampling strategy employed.

Notably, ensuring high response rates to online surveys can be difficult [Kelley et al.,

2003, van Selm and Jankowski, 2006]. This has been attributed to the attitudes and

characteristics of the respondents e.g. their harbouring privacy or security concerns,

to the lack of incentives, computer availability or web literacy, to survey emails being

considered spam [Singh et al., 2009]. However, whilst some individuals uncomfortable

with technology may not respond we, like [Punter et al., 2003], feel this is not a valid

concern when conducting an online software engineering survey. This is supported by

the survey studies reviewed in [Schonlau et al., 2002] (which found computer literate

respondents were more likely to respond online). Generally, respondents are becom-

ing more accepting of online surveys [Singh et al., 2009]. Similarly, secure websites

can address data transmission concerns [Evans and Mathur, 2005] (Qualtrics utilises

Transport Layer Security (TLS) encryption [Qualtrics, 2020]). Therefore, whilst survey

salience may not be directly under the control of the researcher, a survey’s introduc-

tion should emphasise its relevance and importance [Porter, 2004] (the importance of

demonstrating personal relevance is echoed in [Gillham, 2008]). Certainly, if there is

a perceived benefit to society (e.g. that the results will be published), rather than

just a private entity, software developers may be more likely to respond [Smith et al.,

2013]. Thus, like [Punter et al., 2003], we attempt to motivate respondents through

the provision of a report enabling them to compare their state of practice against the

population’s.

Finally, although surveys can produce considerable amounts of data in a short pe-

riod of time, such data can lack detail and depth [Kelley et al., 2003]. We thus include

open-ended questions and observe that the responses received to such questions are

longer for online surveys than mail surveys [Ilieva et al., 2002]. Online surveys also

help facilitate the sharing of a respondent’s experiences and opinions [van Selm and

Jankowski, 2006], with the associated anonymity of a survey resulting in more truthful

responses [Daly et al., 1995]. The acquired survey data is also bolstered through a sec-

ond phase of data collection (see Section 4.4). Notably, conducting follow-up interviews

with survey respondents, in order to acquire a more detailed understanding, is an es-

tablished approach [Ngo et al., 2009]. Therefore, we include a question asking whether

respondents would be willing to participate in follow-up interviews (see Appendix H).

Having examined several considerations when employing an online survey, we now

justify their adoption.
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4.3.2 Justification of Survey Adoption

There are many advantages associated with the adoption of web-based surveys [Singh

et al., 2009] - certainly, they have transformed the way surveys are conducted [Evans

and Mathur, 2005]. As various data collection methods - including surveys - have

been upgraded [Ilieva et al., 2002], embracing this technological change seems not

only desirable, but pertinent when considering the intended respondents and subject

matter. Therefore, whilst there are advantages and disadvantages with any empirical

technique [Singer et al., 2008], surveys are particularly suited for studying software

engineering empirically [Daly et al., 1995, Cater-Steel et al., 2005] (with Cater-Steel

et al. indicating that they enable the researcher to understand the practices, methods,

tools and standards of software engineers - notably, all of which are elements addressed

by our own instrument, see Appendix H).

Further support is afforded by the literature reviewed (see Chapter 2), where surveys

either completely, or partially, were employed to understand various aspects of V&V

within a variety of organisational contexts e.g. [Koomen and Pol, 1999, Koomen, 2002,

Cusumano et al., 2003, Torkar and Mankefors, 2003, Stringfellow and York, 2004,

Baharom et al., 2005, Runeson, 2006, Wojcicki and Strooper, 2006, Sung and Paynter,

2006, Thörn and Gustafsson, 2008, Rodrigues et al., 2010, Engström and Runeson,

2010, Deak and St̊alhane, 2013, Pfahl et al., 2014, Dias-Neto et al., 2017, Pham et al.,

2017, Zheng et al., 2017, Santos et al., 2017, Zhang et al., 2018]. Collectively, these

examples show that surveys have successfully been used to: evaluate test maturity;

understand V&V state-of-practice; and permit focus on both the social and technical

aspects of V&V. Further, we observe that respondents have included SMEs (with some

surveys focused upon such organisations). Therefore, although concerns have been

raised about online survey response rates, we observe they may yield rates comparable,

or greater than, those found with paper surveys, however, this is dependent on both

the population being surveyed and the design of the survey [Porter, 2004]. As software

engineers form our population, the limiting factors of internet access and computer

literacy are removed. Further, we have emphasised the importance of good survey

design and have highlighted several best practices which we have adopted. Importantly,

interest continues to grow in terms of conducting software engineering surveys [Punter

et al., 2003], with respondents becoming more accepting of online surveys [Singh et al.,

2009].

In summary, online surveys are an effective tool in empirical software engineering,

allowing the researcher to understand the state of practice and to identify improve-

ments [Punter et al., 2003]. They can also be used to perform organisational assess-

ments [Singh et al., 2009]. As captured by the thesis research objectives (see Section
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1.4.2), we aim to examine security V&V practice within an organisational context,

therefore, the utilisation of an online survey appears a sound strategy. Surveys have

also been used extensively to understand information security culture within various

types of organisation (see Section 4.5.3) and adopted as one of the primary data collec-

tion methods when conducting a STIN-based study e.g. [Kim, 2008]. Acknowledging

that researchers are generally unaware of what practising software engineers are doing

[Cater-Steel et al., 2005], it is only by understanding their practices and perceptions

that it is possible to perform research that will have a significant impact [Smith et al.,

2013]. Surveys can help provide such an understanding [Cater-Steel et al., 2005, Smith

et al., 2013].

We now examine the second, complementary phase of data collection.

4.4 Data Collection Phase Two: Interviews

Interviews aim to develop an understanding of a subject’s attitudes, beliefs, opinions,

behaviours, processes and experiences [Rowley, 2012] and are a useful way of collecting

firsthand information about how software engineering is performed [Seaman, 1999]

i.e. they provide insight into a subject’s world [Kvale, 1996, Hove and Anda, 2005] and

thus an understanding of their perspectives of a specific situation [Perry et al., 2000].

Employing semi-structured interviews, we discount structured interviews as they

can result in short answers [Rowley, 2012] and prevent the exploration of interesting

responses. Similarly, we discount unstructured interviews since, aside from requiring

considerable experience to conduct successfully, the generated interview transcripts

can result in data difficult to compare [Rowley, 2012]. This could impact the ability

to understand, and identify, emerging themes. In contrast, semi-structured interviews

enable a researcher to gather both expected - and unexpected - information [Seaman,

1999] and, by being more interactive, allow researchers to clarify questions, explore

responses, and permit a rapport to develop with the interviewee (in turn, improving the

quality of the responses received) [Singer et al., 2008]. There is also greater flexibility

in question adaptation and question order [Rowley, 2012].

Additionally, semi-structured interviews have been used in many software engi-

neering studies [Hove and Anda, 2005] (e.g. for understanding software test practice

[Larusdottir et al., 2010]); employed to understand an organisation’s information se-

curity culture e.g. [Dojkovski et al., 2007, Ngo et al., 2009, Dojkovski et al., 2010];

and used either as the primary data collection method, or as a subsequent data col-

lection method following an initial survey, in various STIN-based studies e.g. [Meyer,

2007, Kim, 2008, Reinert, 2009, Suri, 2013, Taylor-Smith, 2016, McCoy and Rosen-
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baum, 2017, Bingham-Hall, 2017]. Further, having conducted a prior phase of data col-

lection (see Section 4.3), we have a strong basis on which to develop an interview guide.

This is important as interviews are both resource-demanding and time-consuming [Hove

and Anda, 2005]. Therefore, we now consider our approach when interviewing.

4.4.1 Interview Preparation

Whilst interviews are capable of collecting factual information, their potential as a data

collection method “is better exploited when they are applied to the exploration of more

complex and subtle phenomena” [Denscombe, 2010, p. 173]. Given the socio-technical

nature of software engineering (see Chapter 3), a qualitative approach is necessary to

understand the human aspects (such as motivation and communication). However,

observing that the quality of the data collected is related to how the interviews are

conducted [Hove and Anda, 2005] (which also impacts the quality of the analysis and

reporting [Kvale, 1996]), it is important to be aware of the challenges faced whilst

interviewing.

Therefore, acknowledging that a study’s results are critically linked to the selec-

tion of participants [Rowley, 2012], it is important to understand project scope to

correctly define the population of interest. We have already defined the organisational

and technological contexts (see Sections 1.2 and 1.3), with the first phase of data col-

lection acting as a sampling frame for the interviews. However, one of the challenges

in conducting an empirical software engineering study is access to data [Easterbrook

et al., 2008]. Thus we do not limit ourselves to just face-to-face interviews (various

data collection methods have undergone technological evolution [Ilieva et al., 2002]).

For example, semi-structured interviews, conducted over the telephone, are capable of

providing rich data for analysis [Cachia and Millward, 2011]. Similarly, email-based

interviewing can assist with “the exploration of busy professional participants’ reflec-

tions on their lives and identities in the midst of their experiences” [James and Busher,

2006, p. 415] ([McCoyd and Kerson, 2006] found that the richness of the data obtained

with email-based interviews was comparable to that of face-to-face interviews). Within

Section 4.3.1, we observed, in the context of online surveys, that software engineers

should be comfortable with such online technology. We believe the same is true in

terms of a technologically upgraded interview.

Observing that an interview is a conversation [Kvale, 1996], we avoid questions

which can be answered with just a “yes” or “no” (thereby preventing the shortest

answer being given [Seaman, 1999]); we also acknowledge the advice available for for-

mulating interview questions more generally e.g. [Kvale, 1996, Rowley, 2012]. Further,

as preparation is essential for determining an interview’s outcome [Kvale, 1996], we
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develop, and pre-test, an interview guide (see Appendix K). Acknowledging the im-

portance of pre-testing, we conduct a number of practice interviews to help refine the

interview guide and to prepare as an interviewer [Witschey et al., 2013] i.e. to de-

velop the skills necessary for ensuring good interaction and for helping an interviewee

feel comfortable. This, in turn, should result in interviewees more willing to share

their experiences (with knowledge evolving through dialogue [Kvale, 1996]) [Hove and

Anda, 2005]. See Section 6.1 for the interview pre-testing performed. Further, as semi-

structured interviews allow additional questions to be asked as an interview progresses,

we, like [Witschey et al., 2013], adopt any such questions if they resulted in useful

information. Likewise, questions failing to produce useful information were removed

(see Figure 4.1 for where the interview guide may undergo refinement).

As an audio record increases detail richness, ensures accuracy, and permits the

interviewer to focus on the interview (as opposed to taking notes), all interviews (in-

cluding the pre-testing sessions) are recorded. Although some interviewees may feel

uncomfortable with this, [Hove and Anda, 2005] indicate that they have never found

a software engineer adverse to the use of a “tape recorder”. Further, as we employ

a variety of mediums when interviewing, we observe that telephone interviews can

be digitally recorded [Cachia and Millward, 2011] and that email removes the need

for transcription [McCoyd and Kerson, 2006]. Although all data has potential value

[Seaman, 1999], data analysis has been described as “time-consuming, difficult, and

sometimes unpleasant” [Witschey et al., 2013, p. 53] (with, approximately, one hour of

audio data taking three-four hours to summarise and eight hours to transcribe [Hove

and Anda, 2005]). Thus we heed the advice of Rowley, namely, that the length and

number of interviews conducted needs to be carefully considered to avoid “drowning in

a sea of data” [Rowley, 2012, p. 263].

Finally, we acknowledge the importance of demonstrating that the interviewees ei-

ther have the appropriate authority, or knowledge and experience, to provide useful

information [Rowley, 2012]. Similarly, [Hove and Anda, 2005] echo the importance

of including information about both the interviews and the interviewees when report-

ing the results which, they observe, is an aspect often overlooked. The results from

the second phase of data collection and analysis are discussed in Chapter 6 and the

interviewees are summarised within Appendix L.

Having examined our approach to interviewing, we now justify their adoption.

4.4.2 Justification of Interview Adoption

Much of the phenomena surrounding software development is qualitative in nature

(it is a socio-technical discipline, see Chapter 3) and semi-structured interviews are
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an appropriate means for collecting such data [Hove and Anda, 2005]. Whilst there

are advantages and disadvantages to adopting any empirical technique [Singer et al.,

2008], interviews are one of the primary methods for collecting data about a subject’s

world, their attitudes, beliefs and behaviours (they are often used in empirical software

engineering research, with semi-structured interviews being the most common type

employed) [Kvale, 1996, Hove and Anda, 2005, Rowley, 2012].

Analysis of the literature reviewed within this chapter (and Chapter 2) clearly shows

that interviews comprise the data collection method in a number of V&V studies,

and information security culture studies, across a variety of organisational contexts

e.g. [Groves et al., 2000, Andersson and Runeson, 2002, Schlienger and Teufel, 2003,

Cohen et al., 2004, Kollanus and Koskinen, 2006, Grindal et al., 2006a, Grindal et al.,

2006b, Sitnikova et al., 2007, Dojkovski et al., 2007, Ngo et al., 2009, Epstein, 2009,

Dojkovski et al., 2010, Larusdottir et al., 2010, Deak and St̊alhane, 2013, Riungu-

Kalliosaari et al., 2016, Pham et al., 2017, Cruzes et al., 2017, Zheng et al., 2017]. These

examples show that interviews have successfully been conducted within SMEs, and

employed to understand various aspects of V&V, including: the activities of software

testing and software reviews, their maturity, as well as a variety of socio-technical

factors. Notably, interviews have been used to understand aspects of security V&V

e.g. [Epstein, 2009, Cruzes et al., 2017]. Interviews have also been used to understand

an organisation’s information security culture e.g. [Dojkovski et al., 2007, Ngo et al.,

2009, Dojkovski et al., 2010]. This demonstrates their appropriateness for addressing

the research objectives of this thesis. We also observe that other STIN-based studies

rely on semi-structured interviews as either the primary means of data collection, or as

a subsequent means of data collection e.g. [Meyer, 2007, Kim, 2008, Reinert, 2009, Suri,

2013, Taylor-Smith, 2016, McCoy and Rosenbaum, 2017, Bingham-Hall, 2017].

In summary, interviews are appropriate for understanding the socio-technical reali-

ties surrounding V&V. The second phase of data collection builds upon the first phase

by acquiring a richer set of qualitative data.

We now examine how the individual research objectives will be addressed.

4.5 Addressing the Research Objectives

Having determined the methods of data collection, we now examine several models,

frameworks and existing studies to address the research objectives. Specifically, we

present a series of question themes (developed around the key themes of STIN, see

Section 3.4) which form the basis of the survey instrument and the interview guide

(see Appendices H and K respectively). The question themes, and their relationship
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to STIN, are detailed within Appendix D.

4.5.1 Security V&V Practice

As observed within Chapter 1, and highlighted in [Kreeger and Harindranath, 2012],

there is a lack of knowledge concerning how security V&V is practiced within SMEs.

This has implications, namely, that we cannot simply adopt, wholesale, an existing

instrument or approach. However, we can begin by examining several existing studies

where aspects of security V&V are touched upon i.e. [Geras et al., 2004, Causevic et al.,

2009a, Causevic et al., 2009b, Epstein, 2009, Garousi and Varma, 2010, Larusdottir

et al., 2010, Cruzes et al., 2017] (all of which use online surveys (the majority), or

conduct interviews, or a combination of both). It is apparent, when reviewing these

studies, that there is a noticeable absence of detail. For example, just establishing

whether security testing is performed e.g. [Geras et al., 2004, Garousi and Varma,

2010], or only understanding the degree to which the activity is practiced e.g. [Causevic

et al., 2009a, Causevic et al., 2009b]. Notably, [Larusdottir et al., 2010] determine who

performs the activity and the reasons why it might not be practiced (which, in terms

of STIN, at least allows the interactors to be understood and resource flows to be

identified). However, aside from security testing, the other security V&V activities are

typically overlooked.

Further, organisational size is either not captured e.g. [Geras et al., 2004, Cruzes

et al., 2017], or it is, but is not reflected or discussed e.g. [Garousi and Varma, 2010,

Larusdottir et al., 2010]. Or the definition adopted is non-standard, for example,

[Epstein, 2009] adopts the categorisations of “small”, “medium” and “large”, but this

is based on estimated sales volume and not headcount. Epstein defines a medium

organisation as having a sales volume falling between $100 million and $1 billion, in

contrast, our adopted SME definition states annual turnover should not exceed AC50

million (see Section 1.2.1).

This confirms that we cannot make recourse to an existing instrument when exam-

ining security V&V as practiced within UK-based software SMEs. However, several

generic software security maturity models exist, which can be used for guidance i.e. the

Building Security In Maturity Model (BSIMM) [McGraw et al., 2016] and the Software

Assurance Maturity Model (SAMM) [OWASP, 2017] (these are summarised within Ap-

pendix M). We make recourse to both BSIMM and SAMM (specifically, the practices

associated with the quality control business goal and the verification business function

respectively) when formulating a series of questions to address Research Objective 1:

“To examine how security V&V is practiced, supported, and perceived, within UK-based

software SMEs”. Notably, both models encompass the activities associated with our
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definition of security V&V, namely: security design and code reviews, security testing

and penetration testing. It is within Section D.1 that we present the formulated ques-

tion themes and, where appropriate, show where they have been derived from BSIMM

and/or SAMM, as well as their relationship with STIN.

4.5.2 Software V&V Maturity

In contrast to security V&V, several established, and dedicated, maturity models and

empirical studies exist in which aspects of software V&V practice are studied and

evaluated (however, software V&V activities are only partially addressed by software

process improvement models like CMMI [Jacobs and Trienekens, 2002]). Reviewing

several of these studies (i.e. [Koomen, 2002, Grindal et al., 2006a, Grindal et al., 2006b,

Sitnikova et al., 2007, Park et al., 2008, Kollanus, 2009, Kollanus, 2011, Camargo et al.,

2013, Camargo et al., 2015]), we typically find a focus on one aspect of software V&V.

For example, a clear divide exists between studies focusing on test-based activities

e.g. [Koomen, 2002, Grindal et al., 2006a, Grindal et al., 2006b, Sitnikova et al., 2007,

Park et al., 2008, Camargo et al., 2013, Camargo et al., 2015] and those which focus on

review-based activities e.g. [Kollanus, 2005, Kollanus, 2011]. In addition, some studies

focus on a particular test level, for example, unit testing e.g. [Ellims et al., 2004,

Runeson, 2006]. Whilst software V&V maturity has been studied within organisations

of varying sizes, the majority of studies focus on both SMEs and large organisations.

Although this can permit interesting comparisons, it is not always possible, through

the results presented, to draw conclusions regarding a specific category of organisation

e.g. [Koomen, 2002, Kollanus, 2009, Kollanus, 2011, Camargo et al., 2013, Camargo

et al., 2015].

Notably, surveys and interviews have been utilised to understand the maturity levels

of different aspects of software V&V. For example, [Koomen, 2002, Park et al., 2008, Ca-

margo et al., 2013, Camargo et al., 2015] conduct online surveys, whilst [Grindal et al.,

2006a, Grindal et al., 2006b, Sitnikova et al., 2007, Kollanus, 2009, Kollanus, 2011]

perform interviews. Whilst both methods have successfully provided data for analysis,

reviewing the results of these studies often emphasises the importance of adopting a

two-phased approach to data collection (as described in Section 4.2). It is also appar-

ent that several of these studies, and others e.g. [Garousi and Varma, 2010], utilise

maturity models on which to structure and develop their questions. Therefore, to ad-

dress Research Objective 3: “To establish whether organisations can possess a mature

security V&V practice without a correspondingly mature software V&V practice”, we

utilise aspects of the the Test Process Improvement (TPI) model [Koomen and Pol,

1999], the Business Driven Test Process Improvement (BDTPI) model [de Vries et al.,
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2009], Test Maturity Model integration (TMMi) [TMMi Foundation, 2018] and the In-

spection Capability Maturity Model (ICMM) [Kollanus, 2011] (these are summarised

within Appendix M). Seeking guidance from more than one model is sensible, espe-

cially when acknowledging that no common standard, covering all aspects of software

testing, exists [Sung and Paynter, 2006]. It is by seeking such guidance that we have

a stronger base on which to evaluate an organisation’s software V&V maturity (others

have followed a similar approach by devising questions around several existing models

and standards e.g. [Sitnikova et al., 2007]). Further, and to permit comparison, we

employ the same set of questions when examining the practices, and the associated

levels of maturity, of both software and security V&V, see Section D.1.

4.5.3 Influence of Information Security Culture

Observing that the purpose of an information security culture is to ensure that infor-

mation security becomes part of an employees’ daily activities [Sánchez et al., 2010],

and second nature [Okere et al., 2012], we aim to determine whether an organisation’s

information security culture influences the security practices employed during software

development. This forms Research Objective 2 (see Section 1.4.2). Specifically, de-

termining whether organisations with a strong information security culture have good

security V&V practices i.e. that an organisation’s information security culture has per-

vaded their software development lifecycle (and, in corollary, whether organisations

with a weak information security culture have poor security V&V practices). Notably,

and based on existing organisational culture studies (both generic and information

security-focused e.g. [Schlienger and Teufel, 2003, BIAC and ICC, 2004, Sánchez et al.,

2010, Connolly and Lang, 2012, Okere et al., 2012]), we hypothesise that if a strong

information security culture is present within an organisation (i.e. information secu-

rity has become a natural aspect to an employees’ daily activities), the organisation

will have a more mature security V&V practice or, at least, a better practice than

organisations with a weak information security culture.

To this end, we need a means to measure and assess information security culture

within an organisation, thereby permitting contrast with the results of Research Objec-

tive 1 (see Section 4.5.1). Understanding the current state of an organisation’s culture

is an important step in fostering an information security culture [Okere et al., 2012],

therefore, various means for achieving this exist e.g. [Schlienger and Teufel, 2003, Di-

mopoulos et al., 2004, Kruger and Kearney, 2006, Burns et al., 2006, Dojkovski et al.,

2007, Ngo et al., 2009, NIST, 2014, Da Veiga and Eloff, 2010, Department for Busi-

ness, Innovation & Skills, 2013]. However, whilst [Connolly and Lang, 2012] summarise

many of the existing information security culture frameworks, there is no one accepted
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approach to its assessment [Schlienger and Teufel, 2003, Okere et al., 2012]. Further,

much of the work on developing an information security culture considers large organ-

isations and overlooks the unique aspects of SMEs [Dojkovski et al., 2007, Dojkovski

et al., 2010].

Analysis of the literature enables several observations to be made, namely, that

many existing instruments are long and complex. We feel that many of the detailed

questions would not contribute deeper in terms of deriving a general understanding of

whether an information security culture exists within an organisation. For example, [Da

Veiga and Eloff, 2010] contains 85 questions which, if adopted wholesale, immediately

infringes our noted desire of keeping the survey as concise as possible (see Section

4.3.1). In addition, many of the questions seem more appropriate for an organisation’s

information security officer and not the “end users” i.e. the software engineers within

the organisation. We believe such questions would not result in meaningful answers,

a view echoed by [Okere et al., 2012], who indicate that such an approach will only

provide the view of the security officer and not that of the wider organisation. Further,

whilst some studies examine information security culture within software producing

organisations, many studies cover a variety of diverse industry sectors within their

analyses and do not present conclusions across individual sectors e.g. [Burns et al.,

2006] covers various sectors from tourism to manufacturing. Separating out software

producing organisations (as defined within Section 1.2), permits the development of a

more focused understanding of information security culture within such organisations.

The benefit of this, for example, is that comments indicating that SMEs do not typically

have formally documented information security policies e.g. [Dimopoulos et al., 2004,

Burns et al., 2006], may be found as being not applicable to software SMEs.

Notably, whilst the majority of existing studies adopt surveys for assessing an organ-

isation’s information security culture, some utilise interviews, or a combination of both.

The prolific use of a survey further supports its adoption (see Section 4.3.2) - specif-

ically, in terms of understanding an organisation’s official and true values [Schlienger

and Teufel, 2003], as well as their, and an individual’s, current attitudes and values

[Ngo et al., 2009]. Therefore, to address Research Objective 2: “To determine whether

organisational information security culture influences security V&V practice” - we de-

veloped our instrument around the guidelines presented within [BIAC and ICC, 2003]

(which are relevant to SMEs [BIAC and ICC, 2004]). These guidelines are based upon

the Organisation for Economic Co-operation and Development’s (OECD) nine prin-

ciples for developing a security culture [OECD, 2002]. Dojkovski et al. summarise

the approaches, detailed within the existing literature, for establishing an information

security culture within an organisation: policies, awareness, training and education
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[Dojkovski et al., 2007]. We, therefore, ensure these are covered within the presented

question themes, see Section D.2.

4.6 Justification of the Methods and Approach

Within this chapter we have detailed the research approach adopted i.e. a sequential

explanatory mixed methods design (which is considered a popular design amongst re-

searchers [Ivankova et al., 2006]). Such an approach permits an emergent view to form

i.e. the second phase is informed by the first phase. As Venkatesh et al. indicate: “the

goal of a sequential research design is to leverage the findings from the first study to

inform the second study and add richness to the overall study” [Venkatesh et al., 2013,

p. 38]. Further, although it has been acknowledged for some time that quantitative and

qualitative research methods can complement one another (e.g. [Jick, 1979]), they have

typically been employed in isolation when studying aspects of software engineering and

V&V. Whilst both approaches share the same aim (i.e. “to understand phenomena

systematically and coherently” [Onwuegbuzie and Leech, 2005, p. 383]), alone neither

are sufficient in capturing either the trends, or the details, of a situation [Onwuegbuzie

and Leech, 2005, Ivankova et al., 2006, Tashakkori, 2009]. The adoption of a plural-

ist paradigm approach ensures that a more complete, richer understanding is formed

[Mingers, 2001, Johnson and Onwuegbuzie, 2004, Ivankova et al., 2006, Creswell and

Plano Clark, 2011, Teddlie and Tashakkori, 2012, Venkatesh et al., 2013, Venkatesh

et al., 2016].

Acknowledging that a pluralist approach affords flexibility in research method adop-

tion, with quantitative data permitting the ability to generalise and qualitative data

helping explain relationships [Onwuegbuzie and Leech, 2005], we employ a survey

within the first phase of data collection and interviews within the second. Both re-

search methods have been used extensively when studying software engineering, and

V&V, empirically (although, as noted above, usually in isolation of one another); as well

as when investigating information security culture and when conducting STIN-based

studies. Chapter 2, and Sections 4.3 and 4.4, attest to their prolific and successful

use within these contexts. The adoption of these research methods, when employing a

sequential explanatory mixed methods design, is also supported by the mixed methods

literature e.g. [Mingers, 2001, Brannen, 2005, Venkatesh et al., 2013].

Whilst it was previously considered very rare for empirical software engineering

studies to employ, and report on, the use of multi-methods, it is since acknowledged

that utilising a combination of research methods allows for more stable and general-

isable results [Mandić et al., 2009]. Notably, there are now many empirical software
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engineering studies which have employed a sequential mixed methods design (i.e. util-

ising surveys in the initial phase and interviews within the second). For example,

[Storey et al., 2008] employ such an approach to understand the work practices of

software developers and conclude that the interviews, conducted within the second,

explanatory phase, allowed a more detailed understanding to develop over the initial,

exploratory phase of the study. Similarly, [Chung et al., 2010], when studying the di-

agramming practices that are utilised in the design of open source software, indicated

that a better understanding of actual practice was obtained. Further, when examin-

ing the requirements engineering practices, as found within small and medium-sized

organisations, [Tahir and Ahmad, 2010] start with a survey and then perform a series

of semi-structured interviews to confirm and clarify the answers from the first phase.

Whilst the survey allowed them to understand current practice, they indicate that the

interviews enabled them to acquire detailed descriptions of software development prac-

tices which, in turn, would help with improving such practices (echoing our motivation

for studying software engineering empirically, see Section 1.1).

The adopted approach has also been successfully employed within several V&V-

related studies. For example, when studying software test practice within industry,

[Larusdottir et al., 2010] performed an online survey and then conducted six interviews

to strengthen, and exemplify, the results from the survey. Deak et al. used an online

survey to acquire an overview of how Norwegian software companies (both SMEs and

large organisations) organise their software test activities and then, acknowledging the

potential for deeper insights, employed interviews [Deak and St̊alhane, 2013]. Similarly,

[Pham et al., 2017] performed an online survey to understand how practitioners (also

within SMEs and large organisations) perceive inexperienced software engineers when it

comes to their software testing skills; they then conducted a number of semi-structured

interviews, with the survey participants, in order to acquire a better understanding, as

well as deeper insights. Rungi and Matulevičius conducted a TMMi assessment survey,

whereupon the results fed into the ensuing interviews [Rungi and Matulevičius, 2013]

and, in order to understand the V&V being applied to cyber-physical systems, [Zheng

et al., 2017] began with a survey, with the subsequent interviews allowing them to more

fully explore, and corroborate, the findings from the survey. They summarise that the

study benefitted from each of its parts. Notably, whilst many of the reasons given in

these V&V studies echo the reasons for adopting a mixed methods approach in general

(see Section 4.2.2), they also help confirm its application to our specific technological

and organisational study context, namely, that of V&V within software SMEs.

In summary, mixed methods can be used to “develop a deep understanding of a

phenomenon of interest” [Venkatesh et al., 2013, p. 24] (this is also acknowledged within
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a software engineering context [Wood et al., 1999]). It is through the combination of

quantitative and qualitative research methods that more complete knowledge can be

produced, which is necessary in terms of informing both theory and practice [Johnson

and Onwuegbuzie, 2004]. A sequential approach - involving the use of multiple methods

- should be adopted when researching underexplored areas [Mandić et al., 2009]. As

observed within Chapter 1, and [Kreeger and Harindranath, 2012], security V&V,

as practiced within UK-based software SMEs, is an empirical unknown. Therefore,

mixed methods are appropriate “to holistically explain a phenomenon for which extant

research is fragmented, inconclusive, and/or equivocal” [Venkatesh et al., 2016, p. 437].

It is only by adopting a worldview grounded in pragmatism - and employing both

quantitative and qualitative research methods - that a more complete, socio-technical

analysis can be performed.
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Chapter 5

Data Collection and Analysis:

Phase One

Within this chapter we present the first phase of data collection. This includes detailing

the pre-testing performed, the sampling strategy, the method of instrument distribution

and discussion of the response rate. We then analyse the data received and reflect upon

the findings and the approach taken. Specifically, this chapter provides:

Section 5.1: We discuss the survey’s pre-testing, sampling and distribution strategies.

Section 5.2: The survey response rate is discussed.

Section 5.3: We detail the approach taken when analysing the data obtained.

Section 5.4: Respondent demography is examined to provide organisation and respon-

dent context to the responses received.

Section 5.5: We show how frequently the V&V activities are performed.

Section 5.6: We analyse the state of V&V practice, highlighting the differences which

exist between software and security V&V.

Section 5.7: We examine the relationship between an organisation’s information secu-

rity culture and the level of V&V practiced.

Section 5.8: We summarise the findings from the first phase and reflect upon the ap-

proach taken.

We begin by detailing the employed survey pre-testing, sampling and distribution

strategies.
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5.1 Survey Pre-Testing, Sampling and Distribution

Within this section we detail the instrument pre-testing performed and how our sample

was determined. We then discuss how the survey was distributed and the respondents

contacted.

5.1.1 Instrument Pre-Testing

The importance of instrument pre-testing is well known [Hunt et al., 1982, DeMaio

et al., 1998, Presser et al., 2004, Wildy and Clarke, 2009]. Therefore, observing that

concurrent and retrospective pre-testing approaches can be combined [Drennan, 2003],

with each providing different information [DeMaio et al., 1998], we utilised a combina-

tion of both. In summary, we spent just over 15 hours with the respondents (across six

concurrent and five retrospective pre-testing sessions): 133 comments were received,

72 were addressed. The comments unaddressed typically fell into one of the following

categories: the respondents proposed new options or questions, sought some form of

clarification, were duplicates, or were positive and required no further action. In all

cases we ensured an understanding was reached with the respondent before discount-

ing any comment (we also revisited the survey with the first two respondents to ensure

subsequent changes had not affected the instrument).

The subject matter experts involved were all practising software engineers, based

within industry, who had performed V&V activities on average for at least eight years

within both SMEs and large organisations. As respondents should “match the charac-

teristics of the proposed sample” [Drennan, 2003, p. 59], this helped ensure that the

relevant technical and organisational nuances of the survey were tested by an appro-

priate set of respondents. Further, three of the respondents had English as a second

language, which helped ensure question accessibility.

We summarise the pre-testing performed within Appendix E.

5.1.2 Sampling Strategy

We derived our sample through use of the Financial Analysis Made Easy (FAME)

database [Bureau van Dijk, 2020] which, as evidenced by its prolific use in other SME-

focused studies, is a well-established means of determining a sample e.g. [Duan et al.,

2002, Wong and Aspinwall, 2005, Mart́ınez-Caro and Cegarra-Navarro, 2010, Chang

et al., 2011, Sinkovics et al., 2013, Ramdani et al., 2013, Dyerson et al., 2016, Mawson

and Brown, 2017]. See Appendix F for the search strategy employed.

As is consistent with others utilising FAME (e.g. [Mart́ınez-Caro and Cegarra-

Navarro, 2010, Gök et al., 2015]), we applied some additional refinement. Specifically,
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we used an organisation’s website to determine product relevance, whether they had

recently been acquired or were part of a larger group (we also utilised [LinkedIn, 2020]).

Following this manual validation, 160 organisations were identified. To further supple-

ment this probability sample, convenience sampling was employed (many software and

V&V studies have utilised convenience sampling e.g. [Wojcicki and Strooper, 2006, Park

et al., 2008, Causevic et al., 2009a, Causevic et al., 2009b, Epstein, 2009, Kollanus,

2009, Witschey et al., 2013]). Finally, the survey included a question asking all re-

spondents to indicate their organisation’s size (see Appendix H). We did not include

a similar question regarding turnover since the type of respondent being targetted was

unlikely to have been able to have furnished such information. However, the survey

included the following statement: “Please only click the “NEXT” button to begin the

survey if your organisation has less than 250 employees and an annual turnover less

than or equal to £36 million (AC50 million).” Clearly, the sample derived via FAME met

the turnover requirement since an organisation’s filed account information was utilised.

Having determined the sample, we now detail how the survey was circulated.

5.1.3 Survey Distribution and Contact Approach

Survey distribution occurred in two distinct phases: firstly, we contacted the FAME

identified organisations utilising a general company email address. Unfortunately, this

approach proved unsuccessful, as no responses were received. The second phase in-

volved identifying and contacting specific individuals at the organisations (both those

identified in the probability sample and through convenience sampling). This proved

successful in establishing contact and also permitted our initial communication to be

tailored (as found, such personalisation positively impacts web survey response rates

[Heerwegh et al., 2005, Fan and Yan, 2010]). Email was primarily used to contact the

respondents, otherwise, contact was established through LinkedIn (often resulting in a

respondent providing an email address for subsequent communication).

Within this initial communication we introduced the survey topic and its value (see

Appendix G) and, in terms of personalisation, attempted to demonstrate why respon-

dents had been selected (in several cases, LinkedIn profiles helped identify whether

individuals had, for example, an interest in security testing). The responses received

broadly fell into one of three categories: a positive response - indicating willingness to

participate; a response requesting more information, or seeking additional assurance

regarding confidentiality and anonymity; a negative response - with the respondent

declining to participate. Several responses fell between the two former categories. We

elected not to pursue communication with respondents who actively declined to par-

ticipate. Therefore, subsequent communication included providing a unique link to
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the survey and the stipulation of a survey completion date (see Appendix G). Where

necessary, we also tailored the response to address any questions raised (e.g. several

respondents sought additional assurance that any published data would be anonymised

and that respondent confidentiality would be maintained). The first page of the survey

reiterated much of the above, as well as providing some additional detail (see Appendix

H).

We now examine our response rate.

5.2 Response Rate Analysis

A survey’s topic clearly influences an individual’s desire to participate [Tourangeau

et al., 2000], with topic sensitivity one of the primary factors resulting in non-response

[Kays et al., 2013]. Sensitive questions (e.g. those deemed intrusive, or which could lead

to repercussions in the event of information disclosure) impact response rates [Shoe-

maker et al., 2002, Tourangeau and Yan, 2007]. With this in mind, we acknowledge

that information security is one of the most intrusive, and sensitive, types of organi-

sation research [Kotulic and Clark, 2004, Uffen and Breitner, 2015]. Within Kotulic

and Clark’s paper - appropriately titled: “Why there aren’t more information security

research studies” - they observe “a general mistrust of any “outsider” attempting to

gain data about the actions of the security practitioner community” [Kotulic and Clark,

2004, p. 604]. They attribute this to their failure to achieve an acceptable response

rate. Unfortunately, within a UK practitioner context, such difficulties continue to be

encountered [Reece and Stahl, 2015].

Non-response can occur at the survey and individual question level [Tourangeau and

Yan, 2007]. We believe both influenced our response rate. For example, one potential

respondent wanted to “check for any possible sensitivities” and requested to see the

questions before committing - initially indicating, however: “in principle we would be

glad to take part”. This resulted in additional discussions between the respondent and

their manager, and whilst acknowledging that the “research area sounds interesting and

important” (thus demonstrating topic salience) - and that the survey was anonymous -

they concluded: “for commercial reasons we have to decline to participate”. Similarly,

another indicated: “I don’t believe I would be permitted to disclose all methods either

anyway” and thus were unwilling to participate. There were also four individuals who

started, but failed to complete the survey - we assume certain questions were deemed

sensitive. Certainly, some aspects e.g. those touching upon information security policies

and their compliance are considered highly sensitive by organisations [Siponen et al.,

2014]. Further, adopting a socio-technical lens introduces the human element, with
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STIN explicitly exploring undesired interactions (see Sections 3.3.6 and 3.4). Attempt-

ing to acquire such information may have generated information disclosure concerns.

However, “the essence of defining sensitive topics is found in the personal appraisal of

threat” [Kays et al., 2013, p. 159]. Thus, what one person considers to be sensitive,

another may be happy to discuss.

Therefore, we heed the words of Kitchenham and Pfleeger: “[i]f we have a large

amount of non-response but we can understand why and can still be sure that our

pool of respondents is representative of the larger population, we can proceed with our

analysis” [Kitchenham and Pfleeger, 2002c, p. 20]. Thus, like in [Kotulic and Clark,

2004], we believe that our response rate of 18.13% (in terms of the FAME sample)

can be explained by our study falling into both an under-researched area, and one

involving a sensitive topic. Kotulic and Clark suggest time is better spent targetting

organisations, rather than continuing to mass mail instruments, therefore, convenience

sampling was employed to further supplement the responses received. This resulted

in eight additional responses, and thus a total of 37 responses overall. By way of

comparison, other software SME-focused surveys e.g. [Thörn and Gustafsson, 2008,

Thörn, 2010] - which obtained 27 and 25 responses respectively (the latter equating to

a 13% response rate) - are considered comparable to most other software engineering

surveys. Notably, [Singer et al., 2008] found that 5% is the consistent response rate to

software engineering surveys.

In summary, a prevalent view among survey researchers is that sensitive topics can

significantly impact response rates [Tourangeau et al., 2000]. This is still considered a

barrier when conducting empirically-based information security-related studies within

an organisational context [Stanton, 2007]. However, notwithstanding our research span-

ning a sensitive topic, the usual factors of non-response (e.g. time) may have further

compounded the situation. Various factors influence web survey response rates e.g. sur-

vey length and question wording [Fan and Yan, 2010]. We believe we have mitigated

against many of these (see Section 4.3). We also acknowledge that “response rates to

technology surveys are notoriously low, averaging somewhere in the teens”, as well as

that “a 20 percent response rate for a technology survey can be considered high, espe-

cially if it involves sampling small firms, and there is potential attrition in the sample

through exits or mergers and acquisitions” [National Research Council, 2004, p. 29].

There were multiple instances of such attrition within the identified FAME sample (see

Section 5.1.2). Further, restricting organisational scope to SMEs, we acknowledge the

impact to expected response rate levels. For example, one UK-focused study, involving

SMEs, received a response rate of 16.5% - which was regarded as satisfactory [Antony

et al., 2005]. Rasmussen and Thimm acknowledge the difficulties faced when survey-
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ing SMEs and consider their response rate of 12.6% as falling within reasonable and

expected limits [Rasmussen and Thimm, 2009]. Similarly, [Dyerson et al., 2016] con-

sider their survey response rate of 7.8% as being comparable to other IT-based studies

conducted within SMEs. Therefore, we consider our level of response acceptable, a

view which is further strengthened when considering the type of respondents reached,

namely: experienced, senior employees, situated within software SMEs.

5.3 Approach to Data Analysis

Based on the response rate and the sample size acquired (see Section 5.2), we ac-

knowledge that these values will impact the statistical power obtainable [Dyb̊a, 2003]

and thus our approach to data analysis. Therefore, whilst various statistical methods

of analysis exist - ranging from the descriptive, to the inferential (e.g. regression and

correlation analysis) - we, like others, acknowledge that the response rate obtained

influences the type of analysis which should be performed. For example, in a survey to

understand the nature of task co-ordination within software development, their sam-

ple size of 30 was considered as being “too small for any kind of statistical analysis”

[Amrit, 2005, p. 4]. Similarly, within other empirical software engineering studies, it

has been felt, given the smaller sample sizes obtained, that it would not be possible to

present results with suitable statistical significance e.g. [Hall et al., 2001, Burton et al.,

2011, Villela et al., 2014]. Therefore, when examining the impact of organisational size

on software process improvement (within both small and large organisations), [Dyb̊a,

2003] required a minimum sample size of 100 in order to ensure adequate statistical

power. Notably, and unlike the examples given, our response rate and sample size was

greatly influenced by our researching a highly sensitive subject (see Section 5.2).

Therefore, and given the above, we elect to employ a more descriptive approach

when presenting our results. Notably, such an approach helps provide an understanding

of the data collected [Sandelin and Vierimaa, 2003, Runeson and Höst, 2009] (includ-

ing the identification of abnormal or invalid data [Sandelin and Vierimaa, 2003]) and

permits various assertions to be made about the population itself [Wohlin et al., 2003].

Further, according to [Ciolkowski et al., 2003], a descriptive approach can be used

to generalise empirical findings, thereby permitting research-in-the-large. We recall,

within Section 4.2.4, our stated intent of adopting an approach capable of supporting

both research-in-the-large and research-in-the-past (i.e. an approach that would enable

us to examine how security V&V is currently practiced, supported, and perceived,

within UK-based software SMEs). Based on this, we find that such an approach

to survey data analysis has been adopted by many other empirically-based software
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engineering studies (including those focused on V&V e.g. [Runeson, 2006, Wojcicki

and Strooper, 2006, Rodrigues et al., 2010, Engström and Runeson, 2010, Deak and

St̊alhane, 2013]).

However, like others adopting such an approach (e.g. [Hall et al., 2001]), we ac-

knowledge the necessity of conducting additional research to follow-up, and further

explore, the findings obtained. Therefore, whilst we employ a descriptive approach

within the first phase of data collection and analysis, we do so with the knowledge that

we will further substantiate, and build upon the themes identified, by conducting a

subsequent phase of data collection and analysis (with the survey thus acting as a sam-

pling frame for the interviews within the second phase [Brannen, 2005]). This echoes

one of the primary advantages of adopting a sequential, mixed methods approach to

data collection and analysis (i.e. the quantitative data acquired by the initial survey

permits a general understanding to develop, with the qualitative data acquired in the

subsequent phase further refining and explaining the quantitative data [Ivankova et al.,

2006, Creswell and Plano Clark, 2011], see Sections 4.2.2 and 4.2.3). The utility of such

an approach has been confirmed, more generally, within other empirical V&V-focused

studies e.g. [Larusdottir et al., 2010, Deak and St̊alhane, 2013, Rungi and Matulevičius,

2013, Pham et al., 2017, Zheng et al., 2017]. Thus, having based the development of

our survey instrument around a number of existing software V&V and software security

maturity models, as well as a number of existing, relevant studies (see Section D.1), we

make reference to these studies, where appropriate, to support our findings during the

presented analysis.

We now examine the results.

5.4 Respondent Analysis

Before addressing the research objectives, we examine respondent demography to pro-

vide organisation and respondent context to the responses received. This covers Section

3 of the survey instrument (see Section H.4) and is summarised in Appendix I.

5.4.1 Organisational Context

Approximately three quarters (72%) of the respondents were from medium-sized or-

ganisations, the remainder (28%) being small. This is reflected in Figure 5.1. That

14% of the respondents were able to specify the exact number of employees, and no

respondent indicated more than 250 employees, confirms that the filtering performed,

when determining the sample (see Section 5.1.2), was successful.
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0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Small (< 50 employees) Medium (< 250 employees)

Figure 5.1: Organisational size

These organisations vary in age from 1-2 years to over 20 years, see Figure 5.2.

However, utilising the age classes defined within [Criscuolo et al., 2014], the majority

are classified as “mature” (24% indicating 6-10 years) or “old” (67% indicating over

10 years). The remainder are either “start-ups” (3% indicating 1-2 years) or “young”

(5% indicating 3-5 years). Eight percent of respondents specified the exact age of their

organisation (these values were reclassified to the appropriate age class). That 91%

of the organisations are either “mature” or “old” adds strength when interpreting the

results. Specifically, if the majority were “entrants” (i.e. less than 1 year old) or “start-

ups” it would be easy to dismiss any findings as unreliable due to the inherent, chaotic

nature of such embryonic organisations.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

1-2 years 3-5 years 6-10 years 11-20 years Over 20 years

Figure 5.2: Organisational age

Whilst all the organisations develop software products (as defined within Section

1.2), Figure 5.3 shows that they target a variety of industry sectors with their offerings.

Unsurprisingly, nearly a third fall under information and communication [Office for

National Statistics, 2009], which includes organisations developing products such as

secure collaboration systems and secure network management solutions. Importantly,

10 distinct industry sectors are covered, including: financial and insurance activities

(e.g. online trading and payment solutions) and the education sector (e.g. parent to

school communication). This diversity helps provide further insight and ensures result

generalisability. As software security is an ubiquitous concern (see Section 1.1), it

would have been unwise to have focused solely on organisations targetting a specific

industry sector.

Aside from the differences in organisational size and age - and the nature of their

products - we find a variety of software development methodologies being employed (see
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0% 5% 10% 15% 20% 25% 30% 35%

Electricity, gas, steam and air conditioning supply

Construction

Transportation and storage

Other service activities

Professional, scientific and technical activities

Education

Financial and insurance activities

Administrative and support service activities

Human health and social work activities

Other

Information and communication

Figure 5.3: Industry sector targetted

Figure 5.4). This influences the nature of the V&V being practiced (see Section 1.3.1).

That Agile is practiced in some form by the majority (86%), reflects its popularity

[Clarke and O’Connor, 2013, Ryan and O’Connor, 2013, Rindell et al., 2015, Chóliz

et al., 2015, Rindell et al., 2017]. Test-Driven Development is the next most widely em-

ployed methodology (41%), followed by Waterfall (35%) and then the V-Model (32%).

Seventy percent of the organisations employ at least two methodologies (with 21%

employing three or four). Where multiple methodologies have been adopted, all but

one of these organisations use Agile. Similarly, [Vijayasarathy and Butler, 2016] also

observed the use of multiple methodologies within organisations (although regardless

of their size), as well as that a strong association exists between the adoption of Agile

and organisations with moderate revenues and a small number of employees.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Other

V-Model

Waterfall

Test-Driven Development

Agile

Figure 5.4: Adopted software development methodology

In summary, a good mixture of organisations were surveyed. This diversity is

apparent both in terms of their size and potential levels of maturity, as well as their

adoption of different software development practices and product focus.

We now examine respondent demography.
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5.4.2 Respondent Demography

To ensure an organisation’s operational reality is accurately reflected, respondents

should be well positioned (although many SMEs have fairly centralised engineering

teams, senior employees are preferred due to their wider purview and level of over-

sight). As indicated in Section 5.1.3, we carefully selected respondents to ensure they

were of the appropriate level. Figure 5.5 shows that 81% of the respondents are leads,

managers or senior managers, holding positions such as Chief Technology Officer, Head

of Engineering, Product Development Director, Test Manager or Senior QA Manager.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Junior Senior Lead Manager Senior Manager

Figure 5.5: Respondent position

That differences exist between developers and test engineers, it was important to

ensure respondent diversity to reduce potential bias. Figure 5.6 shows that 62% of the

respondents sit within an organisation’s test function and 11% within development.

Of the 27% indicating “Other”, the vast majority sit above test and development,

typically assuming a Chief Technology Officer or Head of Engineering role. We consider

this a healthy split, ensuring that the test engineer, as a primary interactor, is well

represented, and leaving 38% representing development and other technical roles.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Developer Test Engineer Other

Figure 5.6: Respondent role

Respondent tenure should be considered when interpreting the responses received,

since “it helps define an employee’s knowledge and perspective on the organization”

[Crawford and Leonard, 2012, p. 64]. Figure 5.7 shows that just over a third of the

respondents have worked for their current organisation between 3-5 years. The average

tenure for a software engineer falls from anywhere under two years [Appelbaum, 2001,

TUAC, 2001] to only a few years [Landis, 2011]. Approximately a quarter of the

respondents have worked for their organisation for over six years, the remainder less
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than three years.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Less than 1 year 1-2 years 3-5 years

6-10 years 11-20 years Over 20 years

Figure 5.7: Respondent tenure

It is also sensible to consider a respondent’s software industry experience as a whole,

as well as their software background. This is potentially more important than tenure,

as such collective experience allows respondents to develop a more critical eye when ex-

amining their current situation. Therefore, as captured within Figure 5.8, it is pleasing

that ∼95% of the respondents have at least 6-10 years of experience within the software

industry, with ∼62% having over 11 years. Thus, whilst ∼19% of the respondents have

worked for their current organisation for under a year (see Figure 5.7), all have at least

3-5 years of experience within the software industry, with the overwhelming majority

having at least 6-10 years.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

3-5 years 6-10 years 11-20 years Over 20 years

Figure 5.8: Respondent software industry experience

Regarding how this experience has been spent, 70% of the respondents have previ-

ously been engaged in test-related roles, 30% in development roles and 22% in other

positions (the latter including roles such as support engineer and consultant). This is

represented within Figure 5.9. We also observe that only around 8% have held both

test and development roles, showing, in corollary, that the majority of respondents have

committed to a particular area and have thus built up a respectable level of domain

expertise.

Finally, approximately half of the respondents have worked for both SMEs and large

organisations, with ∼65% having worked at other SMEs and 81% at large organisations.

Only a single respondent had not worked for any other organisation, however, they have

worked between 3-5 years for their current organisation. Figure 5.10 shows the types of

organisations respondents have previously worked for, adding support that they bring
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both a wealth of experience and a variety of perspectives.
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Figure 5.10: Respondent previous types of organisation

Having provided organisation and respondent context, we now proceed to address

the research objectives.

5.5 Activity Analysis

We begin by determining whether software and security V&V are performed and how

frequently. As Figure 5.11 shows, the software V&V activities are performed with more

regularity, within SMEs, than the security-focused activities. If we define “regularly”

as an activity which is “Always” or “Often” performed, software testing is regularly

performed by all organisations and software review-based activities by ∼68% (only

within a few organisations were review-based activities rarely performed, or not at

all, or the respondent was unaware whether the activity was being performed). That

software testing is the most prevalent activity echoes the findings of others e.g. [Vieira

et al., 2006, Ramler and Wolfmaier, 2006, Fernández-Sanz et al., 2009]. However, unlike

these examples - which do not reference a specific organisational context - we find this

is also the case within software SMEs. That software code reviews are the next most

frequently performed activity corroborates [Tian, 2005] but, once again, we confirm

this within an SME context.

Notably, contrasting the software V&V activities with their corresponding security

V&V activities - in terms of their being performed “regularly” i.e. “Always” and “Of-
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Figure 5.11: V&V activities

ten” - there is a noticeable drop in frequency: review-based activities drop by ∼20%

and test-based activities by ∼49% (for security testing) and ∼65% (for penetration

testing). There is also a marked increase in the number of “Do Not Know” responses.

Whilst such a response can be considered almost equivalent to a “Never” (similar to

[Dimopoulos et al., 2004]), we should not discount the possibility that “pockets” may

exist within an organisation where the activities are performed. However, as the re-

spondents are predominately senior employees, with respectable tenure (see Section

5.4.2), if they are unaware of whether the activities are performed, we can only infer

that such practices are immature, inconsistent, or do not have organisational support.

Most capability maturity models would consider this indication of a less mature activity

e.g. [CMMI Product Team, 2010].

We now examine V&V practice to address the first and third research objectives.

5.6 V&V Practice

Within this section we examine V&V practice as found within UK-based software

SMEs, structuring our analysis through the key themes of STIN (see Section 3.3.6).

Specifically, we begin by identifying the human and non-human interactors involved

with the V&V activities (Sections 5.6.1, 5.6.2 and 5.6.3), as well as their motivations,

and incentives, for performing these activities (Section 5.6.4). In terms of analysing

the relationships within the network, we examine the excluded interactors and the

undesired interactions which impact the activities (Section 5.6.5). We then examine

interactor communication ecology and the resource flows which surround, and influence,

the activities (Sections 5.6.6 and 5.6.7 respectively).
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5.6.1 Primary Human Interactors

As expected, developers and test engineers are the primary (i.e. more frequently in-

volved) types of interactors engaged across the activities. However, their level of in-

volvement is dependent on activity, see Figure 5.12. Generalising somewhat, developers

are much more involved in review-based activities, and test engineers in test-based ac-

tivities (reflecting developers traditionally being closer to the code and involved earlier

in the software development lifecycle).
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Figure 5.12: Who performs the activities

These pairings (between activity and interactor type) are mirrored when examining

activity ownership. As Figure 5.13 shows, developers are more likely to own review-

based activities, and test engineers, test-based activities.
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Figure 5.13: Who owns the activities

Interestingly, all organisations distinguish between developers and test engineers.

This was somewhat surprising given the wide adoption of Agile (which advocates the

generalist [Meszaros and Aston, 2007]), however, many of the organisations practising
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Agile also adopt other methodologies (see Section 5.4.1). This conforms with the

author’s experience within an organisation recently embracing Agile - namely, that

the distinct roles of developer and test engineer, whilst blurred in some cases, are

still actively acknowledged. Whilst this independence is suggestive of a more mature

organisation (as considered by various maturity models e.g. [TMMi Foundation, 2018]),

it can potentially result in undesired interactions (see Chapter 3). However, developers

and test engineers can, and do, perform the same activities within an organisation. For

example, a QA Director [O:WS-I:WE] indicated: “[d]esign reviews involve technical

experts from the Dev team and Product Experts from the Test team to ensure designs

are understood, practical, possible, and there are no collisions with other aspects of the

products” (it is telling that this was stated just in terms of software design reviews and

not security design reviews).

However, contrasting the actual situation within an organisation, as portrayed

above, with the desired situation, we find some interesting results. For example, whilst

we observed some involvement of test engineers in what are traditionally developer-led

activities (e.g. software code and design reviews), there is an increase in view that they

should become involved with these activities (see Figure 5.14). Such involvement, and

the resulting improved product knowledge, is critical, otherwise a black-box approach

will be adopted by the test engineer - effective security testing requires more than this

[Thompson et al., 2002, Potter and McGraw, 2004]. Further, and based on the author’s

experience, such knowledge can help reduce conflict around defect reporting (an area

of contention between developers and test engineers [Cohen et al., 2004]). In corollary,

there is no expressed desire for developers to become more involved with software test-

ing, which reflects the findings of others e.g. [Runeson, 2006] and supports the observed

detachment between development and testing [Bertolino, 2003].

Similarly, when adopting a security-focused context, test engineers should become

more involved with review-based activities. However, and in contrast with software

testing, developers should become more engaged with security-focused test-based ac-

tivities, which perhaps acknowledges that to perform these activities successfully a

detailed understanding of the product is required.

Regarding software V&V activity ownership (see Figure 5.15), there is very little

difference between the current situation and the desired i.e. developers own, and should

own, review-based activities, test engineers own, and should own, test-based activities.

However, for the security-focused activities there is an increased view that test engineers

should own the test-based activities (and, in several organisations, actually take owner-

ship of the review-based activities), with a decreased view that developers should own

these activities. The latter should not be viewed negatively, since Figure 5.14 shows
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Figure 5.14: Who should perform the activities

that developers should become more involved in performing these activities (thus it

is not an indication that only test engineers should perform test activities within an

organisation). However, more interesting is the increased view that security-focused

activities should be owned by an outsourced agency.
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Figure 5.15: Who should own the activities

We now consider the secondary human interactors.

5.6.2 Secondary Human Interactors

Several, lesser involved interactors exist within the V&V socio-technical network. As

Figures 5.12 and 5.13 show, there is a greater dependency on outsourced engineers for

the security V&V activities than the corresponding software V&V activities (for the

advantages and disadvantages of V&V outsourcing, see [Karhu et al., 2007, Smuts et al.,

2010]). Significantly, there is a desire to further increase their use - both in performing

(see Figures 5.12 and 5.14) and owning (see Figures 5.13 and 5.15) - the security-focused

125



5.6. V&V Practice Chapter 5.

V&V activities. There is also an increase in outsourcing the software V&V activities,

but not regarding their ownership. Thus, whilst there is a belief that more V&V

activities should be outsourced, the increase is more significant in terms of security

V&V. This is a clear indication that SMEs have greater confidence in performing, and

owning, their software V&V activities.

Customers are involved in design reviews and test-based activities although, as one

Chief Technology Officer [O:CS-I:GB] observes, this depends on the customer: “[p]en

testing is carried out internally, but for some defence customers and partners, they

will also carry out their own independent pen tests and feed their findings back”. That

customers are absent from code review activities is not surprising. In addition, we only

found two instances of customers owning activities, both concerning security V&V,

e.g. a Chief Technology Officer [O:DS-I:SW] indicated this with regards penetration

testing (and highlighted this was the desired situation). More generally, there is a

desire to increase customer involvement when performing the activities. With the

wide adoption of Agile, this is unsurprising given the importance it places on cus-

tomer involvement [Myers et al., 2011]. However, although Agile is widely adopted,

only two organisations (both medium-sized), made reference to product owners: with

a Development Manager [O:EB-I:MH] indicating their product owners already assist

other interactors with software and security-focused V&V activities; whereas, a Qual-

ity Assurance Team Lead [O:CH-I:ZG] states they should help with software design

reviews.

Notably, a Product Development Director [O:SP-I:WS] indicated that their inter-

nal infrastructure team “would be involved to advise on the type of security issues we

might hit” when it came to performing security design reviews. This is a good example

of not relying on their core, engineering team, but utilising the skills available within

the wider organisation (which is clearly important when acknowledging the limited re-

sources of SMEs, and may be suggestive of employees wearing multiple hats [Murthy,

2009, Cruz-Cunha, 2010, Linares et al., 2018]). However, there is still room for fur-

ther engagement of the infrastructure team as the respondent indicated they should

assist both developers and test engineers with the penetration testing currently being

performed - a view which seems eminently sensible. Significantly, only a very small

minority of organisations actively involve employees outside of engineering, but who

have security-focused roles, with their security V&V activities. For example, a Head

of Applications Development [O:OS-I:ST] indicated that they have certified employees

performing penetration testing, emphasising twice that these employees, whilst internal

to the organisation, are independent to development. One Test Manager [O:RW-I:RL]

stated that it is their Chief Security Officer “who owns and manages that the necessary
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verification and validation occurs (whether it be at a customer site or in our offices)”.

This respondent also indicated, in terms of security design reviews: “I think that the

Chief Security Officer should be involved”, thereby highlighting, as the infrastructure

team example above, that more could be achieved in how employees are utilised when

it comes to security V&V. Whilst these examples show that several organisations have

acknowledged, and utilised, the wider security expertise available within their organisa-

tion (although perhaps not as effectively as possible), the lack of respondents indicating

even this level of utilisation, or similar, shows improvements are required in how secu-

rity V&V is practiced, supported, and perceived, within UK-based software SMEs.

Finally, several non-technical interactors were found within the V&V socio-technical

network (like [Shachaf and Rosenbaum, 2009], we distinguish between technical and

non-technical interactors). For example, within one organisation [O:CS] product man-

agement assists with software design reviews but, notably, not with security design

reviews (yet another example highlighting the different skill and mindset required).

We also found, in several cases, that an organisation’s support and sales teams would

perform some degree of software testing. Although potentially indicative of employees

wearing multiple hats, the fact that the majority of respondents indicating this work

for medium-sized organisations, we are inclined to believe this is simply “good prac-

tice” by involving those who interact directly with customers (in turn, improving their

knowledge of the product and helping feed back customer comments). This view is

supported by one Head of Quality Assurance [O:AV-I:JG], who explicitly indicated:

“[t]echnical pre/post sales also perform an element of beta testing”, as well as by a Test

Manager [O:RW-I:RL]: “everyone is responsible for product quality”.

5.6.3 Non-Human Interactors

As STIN acknowledges non-human interactors (see Section 3.3.6), we, like [van der

Merwe, 2010, Taylor-Smith, 2016], include tools and processes within our analysis.

5.6.3.1 Supporting Tools

Acknowledging the importance of tools and automation technologies (see Section 2.4),

we begin by identifying whether tools are utilised. Figure 5.16 shows that test-based

activities are generally better supported by tools than review-based activities and that

the software V&V activities receive better tool support than the corresponding security-

focused activities.

These findings are also reflected when discussing the tools used. Specifically, re-

spondents were more readily able to identify the tools utilised for software V&V than
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Figure 5.16: Tool presence

their security-focused equivalents. Tools were also better enumerated for test-based

activities than review-based activities. Further, whilst a considerable number of tools

were referenced, several were in use within multiple organisations. For example, for

software testing, there was significant use of the open source tool Selenium (a col-

lection of tools for testing web-based applications). There was also frequent use of

the load and performance test tool JMeter (also open source), as well as a variety of

open source xUnit test frameworks and programming languages (e.g. JUnit, NUnit and

Python). Notably, some of these are also employed when performing security testing

and penetration testing. Regarding these security-focused test-based activities, there

was frequent mention of web-related security tools (such as the open source OWASP

ZAP, and the proprietary offerings Burp Suite and Acunetix ). There was also use of

the well-known proprietary vulnerability scanners Nessus and metasploit.

Generally, there was more use of open source tools than proprietary ones (see Figure

5.17). However, several organisations use Hewlett-Packard’s test automation offerings

e.g. Unified Functional Testing and Quality Center ; as well as Microsoft’s Test Man-

ager and Team Foundation Server. Further, several organisations employ Atlassian’s

products e.g. Jira and Crucible and Synopsys’ code analysis tool Coverity. Figure 5.17

also shows a fairly healthy amount of in-house tool development i.e. ∼54% of the or-

ganisations developed tools in-house to satisfy at least one V&V activity. In contrast,

[Sung and Paynter, 2006] indicate ∼30% of the organisations they surveyed developed

test tools in-house (as their sample also included large organisations this probably ac-

counts for the smaller amount of in-house tool development). Interestingly, for each

activity, the sum of respondents using a combination of open source tools, and those

developed in-house, is greater than the reported use of proprietary tools. This echoes

the findings of others regarding tool use within SMEs e.g. [Andersson and Runeson,
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2002, Sitnikova et al., 2007].
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Figure 5.17: Tool origin

Respondents were also less likely to comprehend, or able to describe, the situation

when discussing the security-focused activities i.e. the number of “Do Not Knows”

increases on comparison with the corresponding software V&V activities (see Figure

5.16). This indicates (and is supported by capability maturity models e.g. [CMMI

Product Team, 2010]) that the security-focused V&V activities sit at a lower level of

maturity. Notably, a Development Manager [O:EB-I:MH] indicated that their pen-

etration testing is “performed by external consultants” and thus they are “not sure

which tools are used”. Similarly, a Test Manager [O:MC-I:AP], regarding both security

testing and penetration testing, noted: “[w]e outsource this to specialists who use a

combination of tools. I don’t know the names”. With the increased desire to outsource

V&V activities (see Section 5.6.2), and security-focused activities in particular, this

situation can only worsen.

5.6.3.2 Governing Processes

Having observed the importance of governing processes (see Section 2.5), we find that

the software V&V activities are more likely to have processes in place, see Figure 5.18.

There is also a noticeable increase in the number of “Do Not Know” responses when

contrasting the security-focused activities with their software V&V counterparts.

This emphasises that security V&V, as practiced within software SMEs, sits at a

lower level of maturity when compared with software V&V. This view is supported when

observing that “[p]ractice without process tends to become unmanageable” [Brown

and Duguid, 2001, p. 94]; with various maturity models (e.g. [CMMI Product Team,

2010, Kollanus, 2011]) explicitly indicating that a defined process indicates a higher

level of maturity.
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Having identified the interactors, we now identify their incentives.

5.6.4 Incentives

The next step when employing STIN involves understanding motivation. The im-

portance of this, in a software engineering context, is discussed within Section 3.2.

However, as both a complex and poorly understood topic [Sharp et al., 2009], we ven-

ture that it is even less well understood in a V&V context. Therefore, we now examine

what motivates the interactors.

5.6.4.1 Improving Software Quality

Given the clear relationship between motivation and software quality [Sharp et al.,

2009, Sharp and Hall, 2009] we find, overwhelmingly, that people are motivated to

perform software and security V&V through a desire to improve software quality (see

Figure 5.19). Whilst an often overlooked motivator is the engineering work itself [Tan-

ner, 2003], task identification is the most frequently reported motivator for software

engineers [Beecham et al., 2008], which includes “producing an identifiable piece of

quality work” [Hall et al., 2008, p. 93]. However, when contrasting the corresponding

software and security V&V activities, we find a noticeable decrease in such motivation

being reported. Specifically, security review-based activities drop, on average, by 14%,

security test-based activities by 35%. The most noticeable drop is when contrasting

software testing with penetration testing, which potentially reflects the “too little, too

late” view [Arkin et al., 2005, p. 84] i.e. a failure to view security as an emergent

property which should be considered throughout software development. Further, this

observed decrease, when it comes to security V&V in general, may also be a symp-

tom of respondents viewing security as “just another quality attribute” and failing to
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afford importance to it - as a Head of Testing [O:WK-I:RR] indicated: “I would say

we generally have the (in my opinion, wrong) opinion that if customers want to test

our products for security issues they can, and we generally only perform security test-

ing when forced”. Whilst we agree that the priority and importance of each quality

attribute is dependent on context [Microsoft Patterns & Practices Team, 2009], the

significant costs which can result when failing to consider security (see Section 1.3.4)

should not be overlooked.
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Figure 5.19: Motivation within the socio-technical network

5.6.4.2 Mandated by Process and Instructed by Management

The presence of a governing process is the next most prevalent motivator, although

more so for the software V&V activities (on average, 13% more likely for review-based

activities, 24% for test-based activities). This is probably a partial reflection that these

activities are more likely to have a governing process (see Section 5.6.3.2), which acts

as a further reminder that the security V&V activities are less mature.

The results also show that the presence of a governing process is, by itself, not a

strong motivator for performing V&V. Specifically, where processes exist - and cover

a specific activity (see Section 5.6.3.2) - Figure 5.20 shows, on average, only ∼51%

of the respondents are motivated to perform such activities based on the existence -

and, more importantly, following their acknowledgement of its existence - a governing

process. Further, where processes exist, they are more likely to motivate in terms of

software V&V (averaging 58%), than security V&V (where the average drops to 46%).

These levels of process acknowledgement - and adherence - provide further indication

that the software V&V activities have reached a higher level of maturity.
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Figure 5.20: Motivation by process

The existence of a process acknowledges that an activity has importance and worth,

it also demonstrates management level support for the activity (since a process typically

requires management approval before being introduced [Watkins and Mills, 2011]).

However, whilst software engineers are required to follow processes [O’Regan, 2011],

they usually require enforcement [Testa, 2009]. Notably, management involvement and

commitment to V&V is important e.g. trustworthy code reviews can only begin once

management has created an appropriate environment [Nelson and Schumann, 2004],

and a lack of management support can result in test engineers losing both motivation

and interest [Perry, 2006]. Therefore, if management is requesting an activity to be

performed, it indicates the activity has their support. However, knowledge workers in

the software industry do not respond well to top-level dictates on how to work [Conradi

and Fuggetta, 2002]. This supports the observed low response rate of being motivated

by management, see Figure 5.21.
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5.6.4.3 Because it is Fun

Tasks considered less enjoyable, tedious or mundane can be enjoyed more readily by

introducing the intrinsic motivation of fun [Teh et al., 2013]. However, some V&V

activities have received such negative labelling e.g. with developers considering testing

as boring and the least enjoyable aspect of their work [Rooksby et al., 2009]. With

this in mind, only two respondents indicated the various V&V activities are inherently

fun to perform: a Senior Test Development Engineer [O:SC-I:CB] (who finds software

design reviews fun) and a Lead Integration Engineer [O:AG-I:DS] (who considers se-

curity testing and penetration testing fun activities). The scarcity of such responses

is surprising since, although test-based activities have been considered fun [Patton,

2005, Hass, 2014], they are not perceived as such by those practising within SMEs.

Interestingly, these respondents are neither recent graduates, nor have they recently

started at a new organisation. Further, both their organisations have processes gov-

erning the activities, therefore, we also infer that the activities have not recently been

introduced and that they have some level of management support and commitment.

Therefore, whilst instilling an element of fun into V&V is being explored (e.g. [Dietl

et al., 2012]), our results suggest more research is required. They also help support

the findings from several other empirical studies showing that people perceive certain

V&V activities negatively e.g. [Rooksby et al., 2009, Shah and Harrold, 2010].

5.6.4.4 Ticking a Box

Very few respondents are motivated solely to “tick a box”, see Figure 5.22 (as a sole form

of motivation it is unlikely to result in V&V being approached with an attitude actively

engendering software quality). Specifically, only three respondents are motivated to

perform a subset of their activities to simply “tick a box”: a Senior QA Manager

[O:CR-I:MC] indicated this is their only reason for performing software and security

code reviews; a Senior Test Lead [O:PB-I:SK] indicated this is their sole incentive

for performing security-focused review and test-based activities; and a Development

Manager [O:BN-I:AC] is motivated to perform penetration testing to “tick a box” -

as well as by a desire to improve software quality, to adhere to a governing process

and to satisfy customer requests. Notably, all of these respondents are motivated by a

variety of other reasons for performing the other V&V activities practiced within their

organisations.

In summary, whilst the number of respondents indicating they are motivated to

perform an activity simply to “tick a box” is pleasingly low, the results show they are

more likely to be motivated in such a manner, and typically solely by such a factor,
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when it comes to the security V&V activities. In the case of penetration testing, there

is evidence to support this finding since many use it for tick box compliance only

[Blackwell, 2014].

5.6.4.5 Customer Request

Figure 5.23 shows customers are a stronger motivating force in terms of test-based ac-

tivities; thus supporting that some aspects involve customers (e.g. site acceptance tests

[Dustin et al., 1999]), with some customers requesting information on an organisation’s

test maturity and test process improvement activities [Hass, 2014].
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Figure 5.23: Motivation by customer request

The widespread adoption of Agile (see Figure 5.4), an approach advocating cus-

tomer interaction and involvement (see [Boehm and Turner, 2005]), has also probably

contributed towards this. Interestingly, similar levels of motivation are found for the

software and security-focused test-based activities. That we typically see a distinction,
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when comparing the activities, warrants further explanation. Specifically, for some

types of product, deployed within specific contexts, there is an obligation to undergo

security evaluation e.g. with governments and financial institutions being required to

use FIPS 140 certified products [Smith, 2015] and, within a health care setting, Com-

mon Criteria certified products [Mercuri, 2004]. As seen within Section 5.4.1, such

industry sectors are well represented within our sample. Additionally, several organi-

sations, who target the information and communication sector, have government cus-

tomers (this was captured by one organisation’s Chief Technology Officer [O:CS-I:GB])

or they produce security software (which is increasingly undergoing security evaluation

[Smith, 2007]).

Having identified the interactors and their incentives, we now analyse the relation-

ships within the network.

5.6.5 Excluded Actors and Undesired Interactions

We begin network relationship analysis by identifying the actors excluded from specific

activities. To achieve this we observe the differences between the current situation

within an organisation (i.e. through identifying the interactors currently performing

an activity) and the desired situation. This comparison highlights (see Figure 5.24),

that there are more instances of interactors, regardless of type, being excluded from

the security-focused V&V activities than the corresponding software-focused activities.

Further emphasising the split between interactor type and activity, we find test en-

gineers are more likely to be excluded from review-based activities than developers.

Conversely, developers are more likely to be excluded from test-based activities than

test engineers. Aside from reflecting the traditional working practices of these inter-

actors, and their typical role division, it also reflects a desire to move away from this

long-established separation. The significant adoption of Agile (see Figure 5.4) may

have helped encourage this thinking i.e. by blurring the roles [Crispin and Gregory,

2009].

However, overall, there are more instances of test engineers being excluded from ac-

tivities than developers which, once again, emphasises the power imbalances between

the two primary interactors. Whilst the test engineer was the most excluded type of

interactor, outsourced engineers were the second most excluded, followed by develop-

ers. Figure 5.24 also reflects the desire to increase the reliance on outsourcing (see

Section 5.6.2) which, significantly, is more pronounced in terms of the security-focused

activities.

It is also possible to identify whether a desire exists to exclude specific types of

interactors from performing an activity (this is achieved by identifying the interac-
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Figure 5.24: Excluded actors

tors currently performing an activity, but which are not subsequently referenced when

the respondent describes the desired situation). Figure 5.25 shows, once again, more

instances of exclusions - in this case desired, as opposed to undesired - around the

security-focused V&V activities.
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Figure 5.25: Who should be excluded

Interestingly, and despite the noted trend of increasing reliance on outsourced en-

gineers (security-focused activities in particular, see Section 5.6.2), we find that whilst

there are no instances of excluding such engineers from the software V&V activities,

there are several instances in terms of the test-based security-focused activities. We

view this as a desire to remove such reliance and to bring the activities in-house where,

in the majority of cases, the respondents indicate that responsibility should fall onto

both the primary interactors. This is a promising sign (albeit, far from significant)

that, within these SMEs at least, there is intent to improve their in-house security

V&V capability level.
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5.6.5.1 Resourcing Constraints

Within the vast majority of the organisations (some 89.19%), at least one activity

suffers due to a resourcing constraint (within the remainder, 10.81%, no resourcing

constraints are found across any of the activities practiced - notably, all of these are

medium-sized organisations, classified as “mature” or “old” in age, which may explain

why they are less impacted by resourcing constraints). That all activities practiced

within 54.05% of the organisations are impacted by some form of resourcing constraint

clearly indicates that undesired interactions exist, and surround, the V&V activities,

see Figure 5.26.

Overall, a lack of time is the most frequently reported resourcing constraint, im-

pacting software and security V&V. This echoes the finding in [Park et al., 2008] where,

in a survey of similar sample size (although different organisational context), a lack of

time was the most prevalent issue impacting testing (accounting for 46.97%). In con-

trast, 67.57% of our respondents indicated that a lack of time impacts their software

testing. Notably, Park et al. do not distinguish between the different types of testing,

therefore, if we include security testing and penetration testing as well, our average

changes to 52.46%. Similarly, within [Larusdottir et al., 2010], a lack of time is the

primary factor impacting both software and security-focused test-based activities; and,

within [Rodrigues et al., 2010], time is the primary factor negatively influencing the

institutionalisation of a test process. However, where our results differ to those above,

is by showing that a lack of time is also the principal factor within software SMEs,

negatively impacting not only software V&V, but security V&V as well.
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Figure 5.26: Resourcing constraints

The next most frequently reported resourcing constraint shows divergence in how
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the software and security-focused activities are impacted. Specifically, a lack of people

impacts software V&V whereas, a lack of training and knowledge impacts security

V&V. This is a notable finding, and whilst we recall that discovering vulnerabilities is

complex [Austin and Williams, 2011], it highlights a need for improved training within

SMEs (see Section 5.6.7). Although [Larusdottir et al., 2010] only consider security

testing, 47% of their respondents indicate that a lack of training and knowledge impacts

security testing - this can be contrasted with our reported 43.75% for security testing.

Both we and Larusdottir et al. find that of all the activities studied, security testing is

the activity most impacted by a lack of training and knowledge. Whilst their sample

is smaller than ours, and we can only state with certainty that 61% of their surveyed

organisations are SMEs, the results do help support one another as both are performed

within software organisations. Additionally, [Park et al., 2008] indicate that 18.18% of

their respondents report that a lack of manpower impacts the testing being performed

- they view this as another significant problem. We recall that they do not distinguish

what is meant by testing, therefore, whilst we find 62.16% of our respondents report

a lack of people impacts software testing, overall (i.e. factoring in security testing and

penetration testing) we find this becomes 35.65%.

A lack of budget is the next most common impact faced - across all activities -

emphasising that SMEs are generally more resource restrained [Basri and O’Connor,

2010, Cruz-Cunha, 2010] and that V&V (particularly software testing) is costly in ap-

plication (see Section 1.3.2). We then find a lack of people impacts security V&V and a

lack of training and knowledge impacts software V&V. This further helps highlight that

people appear more comfortable in performing software V&V, but that the activities

themselves are impacted by a lack of people. In contrast, a lack of people is perhaps

less of a concern when establishing and maturing a security V&V capability i.e. it is

preferable to have a smaller number of highly-trained individuals capable of perform-

ing the activities. Lastly, we find commonality in a reported lack of tool support (we

discuss this within Section 5.6.7.1).

Collectively, these results indicate that the software V&V activities have reached a

higher degree of maturity, and organisational support, than the security-focused ones.

Specifically, a lack of training and knowledge is more likely to impact the security-

focused activities (predominately the test-based activities, but also almost a third of

those performing security-focused design-based activities) and a lack of people the

software V&V activities (most notably, software testing). A lack of budget and time is

likely to effect both sets of activities equally, with penetration testing being somewhat

less impacted by a lack of time (which we attribute to the reliance on outsourcing, see

Section 5.6.2).
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5.6.5.2 Undesired Social Factors

In the majority of organisations (some 70.27%), at least one activity practiced is im-

pacted by a social factor, within the remainder (29.73%), no social factors negatively

influence any of the activities practiced. Significantly, within 24.32% of the organisa-

tions, there are problems with all of the activities practiced.

The primary social factor, impacting all activities, is their being viewed as dispens-

able, see Figure 5.27. The only exception to this is software testing, where a lack of

management support is the primary issue. V&V activities being deemed dispensable

has previously been reported [Rodrigues et al., 2010] and is supported by comments

from our respondents. For example, one Development Manager [O:BN-I:AC] particu-

larly emphasises this: “[w]hilst Testing is paramount, small teams have to make a call

day to day on what they focus on. testing normally is the one where “we’ll come back

to it””. However, unlike previous studies, we confirm this impacts the security-focused

activities, which is perturbing given the impact of vulnerabilities (see Section 1.3.4).

Notably, we cannot attribute this to an ignorance of the impact of security-related issues

since several respondents actively showed an appreciation for security e.g. a Customer

Support Manager [O:RV-I:LH] indicated they are “very security-conscious”, whereas

a Test Manager [O:RW-I:RL] stated: “I think that security is incredibly important in

this day-and age”.
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Figure 5.27: Undesired social factors

Unlike the resourcing constraints, there are less obvious themes with the social fac-

tors reflecting a divide between the software and security-focused activities. However,

one significant theme which does exist - and potentially helps explain why respondents
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may acknowledge the importance of security but, in turn, view the activities entrusted

to find vulnerabilities as dispensable - is that the security-focused activities are less

likely to receive management support. Specifically, the second most prevalent issue

affecting security V&V is a lack of management support. In contrast, poor communi-

cation impacts software V&V. Further compounding the situation, the security-focused

activities are also more likely to suffer through a lack of interactor motivation. Sig-

nificantly, this is one of the primary reasons impacting security V&V but is the least

reported undesired social factor influencing software V&V. We recall that a lack of

motivation has a strong impact on whether an activity is performed, as well as its ef-

fectuality e.g. impacting test [Runeson, 2006] and review-based activities [Kollanus and

Koskinen, 2006]. Notably, these studies focus on software V&V activities. However,

we, like [Perry, 2006], believe that a lack of management support can result in engi-

neers losing both motivation and interest in a task. Therefore, as a lack of management

support is one of the primary social factors influencing security V&V, it holds that a

resulting lack of motivation would also feature prominently.

Whereas other themes exist, such as poor communication being more likely to

impact review-based activities than test-based activities, they do not help emphasise,

or identify, any divide between the software and the security-focused V&V activities.

However, whilst resourcing constraints - which touch upon the technical - may, overall,

be viewed as having a greater impact on V&V, it is clear that social factors also impact

the activities and, as seen with the resourcing constraints, impact software and security

V&V differently.

5.6.6 Existing Communication Forums

Within this section of our analysis we attempt to understand interactor communication

ecology [Kling et al., 2003] and, like in [Urquhart and Currell, 2010], the medium of

communication. We also identify the communication tools used by the interactors.

5.6.6.1 Levels of Communication Between Interactors

Whilst developers and test engineers are the primary interactors, with their involve-

ment varying per activity (see Section 5.6.1), in terms of communicating the results of

these activities, Figure 5.28 shows that developers are the most informed interactor.

In comparison, whilst test engineers are informed of the test-based activities, results

from review-based activities are not typically communicated and, when they are, they

are more likely to include design reviews than code reviews. These findings strengthen

the view that activities at the code level are very much within the domain of the devel-
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oper, showing that the interactors possess different skill sets (thus echoing [Dhaliwal

et al., 2011]). However, aside from helping confirm the differences between interactors,

it potentially highlights an undesired state, since: code reviews help communicate key

information, permitting familiarisation with the “inner workings, design tradeoffs, and

open issues with areas of the code” [Coram and Bohner, 2005, p. 368], thereby help-

ing test engineers focus their testing. By not possessing this level of understanding

(i.e. ignoring the internal workings of the product and treating it as a black-box), the

ability to successfully detect vulnerabilities is reduced [Thompson et al., 2002, Potter

and McGraw, 2004]. Thus whilst this does not impact generic test-based activities, it

does impact those which are security focused.

Unsurprisingly, test engineers are generally better informed than developers when

it comes to test-based activities, with the one exception being penetration testing.

However, this is explained by the significant reliance on outsourcing (see Figure 5.12)

where, in the author’s experience, the relationship between the outsourced penetration

test agency would be managed by development, as opposed to test. The reliance on

outsourcing is probably also responsible for the decrease in verbal communication for

this activity (which, on average, is approximately half that of the other activities, see

Figure 5.29).
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Figure 5.28: Interactors receiving activity related communication

Other types of interactor e.g. product management, support and senior management

are also involved in the communication flows surrounding the activities but, notably,

not in terms of code reviews. When customers were provided results, these typically

concerned the test-based activities and, to a lesser extent, design reviews. Notably,

for both, a slight decrease is found when comparing security-focused activities with

software V&V activities (see Figure 5.28). We attribute this to security-related findings

being considered sensitive (see Section 5.2). Similar results were found when examining
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project managers - although, in all instances, they are generally more likely to be

informed than customers. Also, unlike customers, they see the results from code reviews

(both software and security-focused). This may just be an instance of project managers

keeping track of technical tasks, as found by [Kautz and Thaysen, 2001] when studying

a small software organisation. Or, it may be an instance of employees wearing multiple

hats [Murthy, 2009, Cruz-Cunha, 2010, Linares et al., 2018], coupled with the view that

project managers may not exist within smaller software organisations, with elements of

project management being considered detrimental in such a context [Fayad et al., 2000]

- thus implying a software engineer, or a former software engineer, may perform the

project manager role (an approach observed within the author’s working experience).

5.6.6.2 Types of Communication Between Interactors

Examining the type of communication between interactors, Figure 5.29 shows that

test-based activities are more likely to have supporting formal documentation commu-

nicating the results of the activities than review-based activities. This can be attributed

in part to the significant levels of outsourcing found in terms of penetration testing (see

Figure 5.12, where formal reports from outsourced agencies would be expected) and

that the test tools employed typically offer the ability to auto-generate sets of results

(see Section 5.6.3). For example, within one medium-sized organisation [O:WS], the

only formal documentation concerns penetration testing, an activity which the organ-

isation outsources. The organisation’s QA Director [O:WS-I:WE] also indicated: the

“[r]esults of automated testing are a factor in all releases. The automation runs either

after a deployment to a staging server or nightly. There is no formal document but

a process to review runs and correct any failures or regressions”. In contrast, verbal

communication is the primary means of communicating when performing software code

reviews which supports, and extends, the context of the findings within [LaToza et al.,

2006] (their study was conducted within Microsoft) i.e. developers spend more time

discussing code-related information face-to-face.

Typically, a variety of communication mechanisms are used per activity. For exam-

ple, one Test Engineer [O:SV-I:TD] indicated that communication concerning security-

focused review-based activities would occur verbally during meetings and within the

tool where the issue was originally raised. They also indicated that a combination of in-

formal documentation and verbal communication is used during software code reviews.

Additionally, their organisation uses informal documentation for their security-focused

test-based activities - with the notable proviso that they are “lightweight, unless cus-

tomer req’d” - which highlights that the type of communication can vary dependent

on the type of interactor involved. Further, it shows a slight difference in how software
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Figure 5.29: Type of communication

and security-focused activities are communicated. However, more generally, the find-

ings show little difference between software and security V&V when it comes to the

type of communication involved.

5.6.6.3 Tools Supporting Communication Between Interactors

Some of the tools directly supporting the V&V activities (see Section 5.6.3) are also used

for interactor communication. For example, one Scrum Master and Lead QA Engineer

[O:VS-I:GH] reported that conversations, concerning all software and security V&V

activities practiced, are logged within Microsoft’s Team Foundation Server. Similarly,

a Security and Crypto Specialist [O:TN-I:AE] indicated that discussions would occur

within Coverity when performing software and security-focused code reviews. We also

found that the tools supporting software and security-focused test-based activities were

used to disseminate auto-generated reports. These examples highlight that many of

the tools supporting communication between interactors are equally applicable to both

software and security V&V.

Unfortunately, the presence of these tools does not ensure strong levels of commu-

nication between interactors in terms of the security-focused activities; neither does

it help ensure that the activities are performed. For example, although a variety of

collaboration software, such as Jira, is used to capture and assist discussions between

interactors, it is very notable, on exploring such examples, that differences between the

software and security-focused activities are highlighted. For instance, a Test Manager

[O:MC-I:AP] indicated that the results of software design reviews are “logged in JIRA”

but, regarding security design reviews, stated: “if done it will be logged in JIRA”. This

respondent also indicated that Jira was used for software code reviews, but for security

code reviews indicated “don’t know”. This confirms the finding within Section 5.5 -
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namely, that security V&V activities are not performed as frequently - it also highlights

that the presence or absence of a supporting tool is not what prohibits some activities

from being performed.

Further, and aside from the tools identified in Section 5.6.3 (which directly sup-

port the V&V activities), we found use of code management systems, defect tracking

systems, email, and project management software all being used to support the com-

munication surrounding V&V e.g. in terms of code management systems, a Head of

Quality Assurance [O:AV-I:JG] indicated: “[d]etails [are] included in check in notes”.

There was only one instance of project management software being used, supporting

the view that they interfere with communication [Beck, 1998].

5.6.7 Resource Flows

Since resource flows involve “following the money” [Kling et al., 2003, p. 58], we begin

by examining how a typical project’s budget is spent on V&V. As Figure 5.30 conveys,

software testing incurs the most costs. There is significant support for this finding

(see Section 1.3.2), increasing the confidence in the accuracy of our results i.e. we

find an average level of expenditure of just over 37% (much of the existing literature,

which is not positioned solely within an SME context, indicate values approaching

50%). Similarly, we find comparable values to those reported in [Fagan, 1986] regarding

software design and code review activities (i.e. ∼15%).
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Figure 5.30: Average expenditure on a typical project

However, Figure 5.31 reflects the view that more investment is required across the

activities, particularly regarding security V&V. Whilst this acknowledges the perceived

value of security V&V, in corollary, it shows that respondents appear more satisfied with

their existing levels of software V&V investment. Collectively, these results support

the view that test-based activities are the primary approach to V&V [Vieira et al.,
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2006, Ramler et al., 2006, Fernández-Sanz et al., 2009].
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Figure 5.31: Is more investment required

We now examine where resource flows have had a direct or indirect impact on both

the interactors and the activities.

5.6.7.1 Why Tools are not Utilised

It is clear that resource flows severely impact tool utilisation levels, with the primary

reason being a lack of budget, see Figure 5.32. This is unsurprising since test automa-

tion and test tools are expensive [Sung and Paynter, 2006, Everett and McLeod, Jr.,

2007, Vogel, 2011], with budget constraints known to impact test tool use [Ghag, 2008].
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Figure 5.32: Why tools are not used

Lack of time is the next most frequently reported reason, followed by a lack of

training or knowledge and then by a lack of people. Such constraints have been reported

previously in a variety of contexts e.g. [Andersson and Runeson, 2002, Favre et al.,

2003]. Notably, an often overlooked resource cost is the skill set required for the selected
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test tool [Everett and McLeod, Jr., 2007], thereby implying more than a monetary

resource flow constraint i.e. the cost of training, but also one of expertise. As small

organisations have limited time and financial resources [Ward et al., 2001], this can

result in limited training [Basri and O’Connor, 2010]. Whilst [Ward et al., 2001,

Basri and O’Connor, 2010] focus upon small software organisations, we find that these

constraints are not only present in software SMEs, but that they also directly impact

the V&V activities. Notably, the majority of the reasons presented in Figure 5.32

all have a resource flow origin, with a lack of management support, and a lack of

motivation, not appearing as such significant factors in preventing tool use (and, where

they do appear, their split is fairly even across the software and the security-focused

activities).

In some instances, within small and medium-sized organisations, there is no per-

ceived need for a tool. For example, a Head of Development [O:AD-I:MD] reports:

“[w]e carry out manual reviews of Design documentation and see no need for tools to

control this process”. Similar is echoed by a QA Director [O:WS-I:WE]: “[a]t present

the organisation sees no need for any tool in this area”. Others indicate preference for

manually performing the activities e.g. a Test Engineer [O:SV-I:TD] succinctly notes

“[m]anual inspection preferred” in terms of design review activities; and, a Head of

Applications Development [O:OS-I:ST], indicates: “we have tools that manage the pro-

cess/workflow but the actual review is a manual activity”. It is also apparent, for the

security-focused review-based activities, that a light-touch is taken towards tool use.

This is evidenced by a Test and Support Manager [O:US-I:GJ] indicating they “just

have to confirm generic guidelines are followed during code design and review”. There-

fore, tools are not employed. Notably, several respondents express views supporting

one of the findings in Section 5.6.2, namely, they are more likely to outsource their

security V&V needs (which is the case in small and medium-sized organisations). For

example, for security code reviews, a Test Manager [O:MC-I:AP] indicates that “this

might be covered by any pen test activity we outsource”. Regarding penetration test-

ing, where we have already seen significant use of outsourcing, a Head of Engineering

[O:KD-I:MF] states that “[w]e outsource penetration testing to a third party”, with a

Chief Technology Officer [O:DS-I:SW] indicating that “[w]e don’t do any pen testing

- the customers do that if they wish, with our support”. These examples also show a

reliance on the secondary human interactors (see Section 5.6.2) when performing some

of the security V&V activities.

It is also notable that small organisations are less likely to employ tools than

medium-sized organisations, see Figure 5.33. This is applicable to all activities and

further supports the view that smaller software organisations are more resource con-
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strained.
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Figure 5.33: Tools not used by organisation size

5.6.7.2 The Use of Automation

Acknowledging the obvious value of automation (see Section 2.4), we observe that

organisations investing in test automation can fail to realise their goals [Capgemini

et al., 2009]. In general, test-based activities - both software and security-focused -

are more likely to be automated than review-based activities, see Figure 5.34. Code

review activities are then most likely to have some degree of automation, followed by

design review activities. This strongly reflects the identified non-human interactors

(see Section 5.6.3) i.e. test-based activities are more likely to have supporting tools

e.g. test frameworks such as NUnit, thereby implying automation. Likewise, but to

a lesser extent, we found static and dynamic code analysis tools being referenced, for

example, Coverity. Thus, these results help support one another.

0%

5%

10%

15%

20%

25%

30%

35%

40%

45%

50%

Software
Design

Reviews

Software
Code Reviews

Software
Testing

Security
Design

Reviews

Security Code
Reviews

Security
Testing

Penetration
Testing

Figure 5.34: Average automation levels

147



5.6. V&V Practice Chapter 5.

Generally, medium-sized organisations are more likely to have reached a higher level

of automation on average (see Figure 5.35), which supports the view that automation

is expensive [Everett and McLeod, Jr., 2007], thereby potentially reducing the levels

found within smaller organisations.
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Figure 5.35: Average automation levels by organisation size

5.6.7.3 Afforded Levels of Training

We have acknowledged that software engineering is a complex, socio-technical activity

[Sawyer, 2004]; that such complexity impacts V&V [Brooks, Jr., 1987, Xiao et al.,

2007] and that finding vulnerabilities is hard [Austin and Williams, 2011] (see Chapter

3). To perform effective security V&V, developers and test engineers must supplement

their existing knowledge with an understanding of software security [Kreeger, 2009,

Felderer et al., 2011, Austin and Williams, 2011]. As highlighted in [Kreeger, 2009],

graduates entering the workforce are ill-prepared for performing security testing and,

within Section 2.6, we touched upon the relationship between an individual’s knowledge

and their ability to successfully perform V&V. Compounding the situation further,

both software engineering and software security are ever-evolving disciplines, thus any

formalised knowledge becomes quickly outdated [Bryant, 2005].

Having summarised the importance of possessing, and developing, knowledge so

as to perform V&V effectively, we also highlight the importance of training within an

organisation. Thus, like [Meyer, 2007, Taylor-Smith, 2016], we consider expertise a

resource flow. Notably, the level of training afforded to the respondents is limited, for

example, Figure 5.36 shows very little training regarding review-based activities - both

software and security-focused. In contrast, there is significantly more software testing

training provided, with ∼70% of the organisations providing some form of training.

This decreases noticeably when examining the security-focused test-based training sit-
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uation and is more apparent in terms of penetration testing (which we attribute to the

levels of outsourcing this activity attracts, see Figures 5.12 and 5.13).

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Penetration Testing

Security Testing

Security Code Reviews

Security Design Reviews

Software Testing

Software Code Reviews

Software Design Reviews

Yes No

Figure 5.36: Levels of training per activity

Whilst the form the training received takes varies, see Figure 5.37, overall, organ-

isations are more likely to support training in forms incurring the least direct costs

i.e. through reading and mentoring (which, collectively, comprise almost 63% of the

training received). This supports the findings of [Lethbridge, 2000, Sung and Paynter,

2006], who show the prevalence of on-the-job and self-directed learning in terms of V&V

activities. Formal training courses, or conference attendance - which are likely to be

more costly forms of training (formal training is often expensive and time-consuming

[Rus and Lindvall, 2002]) - are less likely to be supported by the organisations. This

is the case across all V&V activities, see Figure 5.38.
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Figure 5.37: Forms of training supported by organisations

The regularity of the training received - over the past two years - is also limited

(see Figure 5.39). That the majority is either on-the-job training, or through reading
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Figure 5.38: Forms of training per activity

a book, suggests this frequency is insufficient. Further compounding this, the majority

of the training received occurred over 12 months ago (see Figure 5.40). Arguably,

therefore, the training may now be out of date - especially when recalling the ever-

evolving nature of software engineering, V&V and software security. In addition, if

the training has not subsequently been put into practice, then the instruction received

may have since been forgotten by the recipient. As noted by [Meehan and Richardson,

2002], in the context of software process training within small software organisations,

any on-the-job learning must be supplemented with further support and guidance -

thus implying a regularity which we do not see within Figure 5.39.

0%

10%

20%

30%

40%

50%

60%

70%

80%

Software
Design

Reviews

Software
Code Reviews

Software
Testing

Security
Design

Reviews

Security Code
Reviews

Security
Testing

Penetration
Testing

Less than once 1-2 times 3-5 times 6-12 times Over 12 times

Figure 5.39: Regularity of training over last two years

In summary, the levels of training afforded by the organisations are constrained -

being both limited in terms of opportunity and frequency - as well as being poten-

tially out-of-date. These findings help support those of others e.g. that the resourcing

constraints of SMEs can prevent sufficient investment in organisational development
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Figure 5.40: When training was last received

activities [Sitnikova et al., 2007], leading to limited training within small organisations

[Basri and O’Connor, 2010]. Notably, we find the level of training offered does impact

V&V within software SMEs (see Section 5.6.5).

We now address the second research objective.

5.7 Information Security Culture

Within this section we address the second research objective by determining whether in-

formation security culture influences security V&V within an organisation. To achieve

this, we first establish whether an organisation has an information security culture. No-

tably, approximately 70% of the organisations report an information security culture,

22% that such a culture does not exist, with 8% unsure. Of those indicating an infor-

mation security culture exists: approximately 4% indicate it is weak, 73% strong and

23% very strong. However, to support these findings - specifically, whether a culture

exists or not - we analyse the responses received to the other questions within Section

2 of the survey instrument (see Section H.3). Utilising STIN to structure this analysis

(see Section 3.3.6), we begin by identifying the human and non-human interactors in-

volved with information security within an organisation (Sections 5.7.1 and 5.7.2). We

then examine the motivations and incentives within an organisation which help estab-

lish an information security culture (Section 5.7.3), as well as the excluded interactors

and the undesired interactions which impact this culture (Section 5.7.4). Finally, we

examine the information security-related communication within an organisation and

the resource flows surrounding an organisation’s information security culture (Sections

5.7.5 and 5.7.6).
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5.7.1 Human Interactors

Acknowledging the importance of an information security organisational structure [von

Solms and von Solms, 2004], we find, within ∼78% of the organisations, at least one

person responsible for information security. This is comprised as follows: organisations

with a single individual responsible account for ∼30%, whereas a group of individuals,

who share this responsibility, account for ∼48%. Whilst there were no instances where

no one was responsible, almost 22% of the respondents were unsure (notably, 25% of

these were small organisations, 75% medium). In contrast, 57% of the SMEs surveyed

by [Dimopoulos et al., 2004] had someone responsible for information security (which

can be contrasted with our ∼78%). Dimopoulos et al. also report a lower value for those

unable to state whether someone was responsible or not (14%, as opposed to almost

22%). However, it is notable that 29% of the organisations they surveyed have no one

responsible for information security. As their industry context is undefined, it is not

possible to state why our results differ, however, as both study contexts involve SMEs, a

possible explanation for our healthier picture may be due to the industry sector we have

targetted i.e. software organisations with technology-focused employees that possibly

have a higher-level of appreciation for information security. This is borne out by several

comments from our respondents e.g. “[b]eing in the security industry it is important

for everyone to be aware of the threat landscape” [O:AV-I:JG], “I have a background

in cryptography and information security products and am very security-conscious”

[O:RV-I:LH] and “I think that security is incredibly important in this day-and age when

dealing with customer data” [O:RW-I:RL].

Where a single individual is responsible, 64% of these organisations report an infor-

mation security culture, with the remainder (36%) stating no such culture is present. In

contrast, where a group of individuals are responsible, 78% report an information secu-

rity culture, 11% that there is no such culture, with 11% unsure. These results suggest

that when a group of individuals are responsible for information security, organisations

are more likely to have an information security culture, which reflects “security has

to be a shared, not differentiated, responsibility among team members” [Majchrzak

and Jarvenpaa, 2004, p. 11]. Regarding what constitutes a group, the majority of

cases (just over 72%) comprise between 2-5 people, with almost 17% having between

6-10. The remainder indicated over 10 people, with one Test and Support Manager

[O:US-I:GJ] indicating explicitly that “everyone” is responsible, which affirms the view

that information security accountability must encompass all employees [von Solms and

von Solms, 2004]. However, where a single individual is responsible, ∼64% of these

hold other roles i.e. information security is not their sole responsibility (which further

supports the view that employees within SMEs wear multiple hats [Murthy, 2009, Cruz-
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Cunha, 2010, Linares et al., 2018]). Fifty-seven percent of these organisations report an

information security culture, whereas 43% indicate there is not one present. Factoring

in the “Do Not Know” responses, the percentage reporting an information security cul-

ture drops to 50%, with 50% indicating no such culture is present. This demonstrates

the importance of someone being visibly responsible for information security within

an organisation - which is emphasised when acknowledging that information security

has moved beyond being a technical concern, having become a management one [von

Solms, 2001a].

Where a group of individuals are responsible for information security, in the major-

ity of cases (nearly 78%), they hold other roles. This, coupled with the instances where

single individuals are responsible - and hold other roles - shows that dedicated roles

for governing information security typically do not exist within SMEs. This echoes

the view that dedicated security roles should be abolished [Majchrzak and Jarvenpaa,

2004]. In comparison to the instances of single individuals, almost 79% of these or-

ganisations report an information security culture, with only ∼14% indicating there

is no security culture. This further shows that having more than one person respon-

sible for information security (and not necessarily dedicated in role) will more likely

result in employees feeling that an information security culture is present within their

organisation. This emphasises that it is preferable to increase security knowledge, and

awareness, throughout a small organisation, rather than just increasing the size of the

information security department [Kajava et al., 2006]. However, whilst just over 72%

of the organisations - where at least one person is known to be responsible for informa-

tion security - hold other roles, we should not discount the 21% who indicate at least

one individual is dedicated to information security within their organisations (whether

acting individually, or as an individual representing a group of individuals), as in all of

these instances an information security culture is reported to be in existence.

5.7.2 Non-Human Interactors

Recalling the importance of an information security policy [von Solms, 2001b], and

that employees are often unaware of them [von Solms and von Solms, 2004], we find of

the organisations possessing an information security policy (some 65%), 92% report an

information security culture (the remainder do not). Conversely, when organisations

do not possess a policy - as indicated by some 19% of the respondents - 71% of these

do not have an information security culture and 29% are unsure. Of the 16% unware

of whether a policy exists or not, 67% report an information security culture exists,

17% that one does not exist and 17% are unsure. It is thus clear that the presence

of an information security policy is strongly linked to whether employees believe an
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information security culture is present within their organisation, supporting the view

of how fundamental such a policy is [von Solms, 2001b].

However, there is more to just being aware of a policies existence. Therefore, it

is pleasing that 79% of those indicating an information security policy exists, also

state they understand the policy, with 17% understanding it to some extent and only

4% indicating they do not understand the policy. Interestingly, when contrasting the

respondent’s own level of awareness and understanding of the information security

policy with how they perceive the situation with their colleagues, we find 92% are

aware of the policy, 4% are unaware and 4% were unsure. In terms of their colleagues

understanding the policy, 67% understand the policy, 29% understand it to some extent

and 4% do not know. This suggests that when an organisation possesses an information

security policy it is generally acknowledged and understood to the same extent by

employees throughout the organisation.

5.7.3 Incentives

Senior management should show visible adherence to an organisation’s information

security policy [Wood, 1997, Knapp et al., 2006, Thomson et al., 2006, Johnson and

Goetz, 2007] as organisational culture alone is insufficient in fostering employee compli-

ance [Hu et al., 2012]. It is thus promising that 79% of the respondents indicate their

senior management follows their organisation’s information security policy, with 17%

indicating they do to some extent and only 4% indicating they do not know. Notably,

within all organisations where senior management follow the information security pol-

icy, an information security culture exists (with 74% indicating it is strong, 26% very

strong). However, where senior management are only partially seen to be following

the policy, 50% indicate their organisation has an information security culture, 50% do

not. Significantly, of those reporting an information security culture, 50% report that

it is weak, 50% strong. This helps emphasise the importance of senior management

being actively seen to support information security within an organisation.

That there is a relationship between an organisation’s management and information

security culture [Knapp et al., 2006, Kajava et al., 2006, Ruighaver et al., 2007], we

examine how those deemed responsible for information security are positioned within

an organisation. Where a single individual is responsible, and either reports directly

to, or is, senior management (which is the case in 91% of the instances), 40% of the

organisations have an information security culture, 60% do not. In the case where a

group of individuals are responsible, and at least one member of this group reports

directly to, or is, a senior manager (which is the case in just over 94%), only 6%

indicate no culture is present, 12% do not know, whereas 82% indicate a culture is
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present. Whilst these results indicate senior management are influential in establishing

an information security culture, they suggest more strongly that a group of individuals,

whether dedicated to information security or not, help promote such a culture. This

could also support the view that “senior management isn’t the biggest hindrance to

better security” since “middle management might represent one of the largest challenges

because they impact the organization daily” [Johnson and Goetz, 2007, p. 17].

The importance of security awareness, and employees being aware of their responsi-

bilities, has previously been acknowledged [Williams, 2009]. We find that the majority

of respondents are aware of their information security responsibilities (with 70% in-

dicating they are, 22% to some extent, with only 8% being unaware). Notably, 74%

of those asserting awareness (either fully or to some extent) indicate an information

security culture exists. This can be contrasted to those indicating they are unaware of

their responsibilities - whereupon, the organisations reporting an information security

culture drops to 33%. It is thus clear that an employee’s awareness of their informa-

tion security responsibilities helps promote an information security culture. However,

observing that policies should be enforced [von Solms and von Solms, 2004, Burns

et al., 2006, von Solms and von Solms, 2009], one way of achieving this is to include

these responsibilities within an employee’s contract of employment (thus “employees

consider compliance a condition of employment” [Wood, 1997, p. 18]). We find, where

an employee’s contract of employment incorporates these responsibilities (some 38%),

that all of these organisations report an information security culture (factoring in those

indicating that their contract of employment incorporates these responsibilities to some

extent, results in 54% of the organisations, 90% of which report an information secu-

rity culture - notably, 50% of the Welsh SMEs surveyed within [Burns et al., 2006]

incorporate compliance with an information security policy). In contrast, where these

responsibilities are not incorporated, we find that the likelihood of there being an infor-

mation security culture drops to 36%, with 64% explicitly indicating there is no culture

present.

Additional incentives, which influence compliance and security awareness, focus

more at an organisation level as opposed to an individual e.g. achieving and maintain-

ing various organisation-wide information security certifications is a strong incentive.

As one Head of Applications Development [O:OS-I:ST] indicates: “[w]e are ISO27001

certified. As part of this process we have a management team who are responsible for

Information Security. This includes communication, reviewing security incidents, re-

viewing and sign-off on processes etc”. Similarly, a Head of Engineering [O:KD-I:MF]

noted it is “[b]ecause following ISO9001 and ISO27001 processes is important to the

business and it is kept at the forefront of people’s minds”. By meeting these external
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certifications, some organisations have introduced mandatory, organisation-wide rul-

ings. For example, a QA Director [O:WS-I:WE] informs: “[w]e are now an ISO27001

company. Achieving this required full company awareness, handled by a specific team”,

however, this was only effective as “[i]t was compulsory for the entire company to

understand and take part”. Similarly, and aside from just being aware of their own

responsibilities, having an awareness of their organisation’s wider information secu-

rity responsibilities is also a significant factor in determining whether an information

security culture is present. For example, of the 59% indicating awareness of their or-

ganisation’s information security responsibilities, 86% report an information security

culture. This can be contrasted to those who are only aware to some extent, as well as

those who are not aware (which account for 35% and 5% respectively). In terms of the

former, those reporting an information security culture drops to 46%, in terms of the

latter, 50% report an information security culture.

Having identified the interactors and their incentives, we now identify the excluded

actors and the undesired interactions.

5.7.4 Excluded Actors and Undesired Interactions

Although various attempts have been made to improve the level of security aware-

ness within the organisations, it is apparent that not all were as effective as desired.

Specifically, 41% of the respondents have, themselves, attempted to improve security

awareness within their organisation (59% have not). We consider this number relatively

high, and encouraging, based on the respondent profiles - namely, none are dedicated

in role to ensuring organisational information security (see Section 5.4.2). Notably,

40% of those attempting to improve security awareness indicated their attempts were

successful, 40% they were effective to some extent, 7% they were not effective and 13%

were unsure whether their attempts had proven effective. However, within the context

of the wider organisation, 70% of the respondents reported attempts to improve the

level of security awareness, 24% were unaware of any such attempts and 5% indicate

that no attempts have been made. Of the attempts made by others, 46% have proven

effective, 35% were effective to some extent, 4% were not effective and 15% were unsure.

These findings suggest undesired interactions are influencing the effectiveness of at-

tempts to improve the level of information security awareness. For example, even when

an information security governance structure is present, communication barriers can

inhibit progress. As one Test Manager [O:RW-I:RL] found when attempting to raise

security awareness: “[a]s a tester I execute the vulnerability scanning utility against a

range of environments out-of-band. I communicate the results out”. However, when

communicating this information within the organisation, and more generally, they indi-
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cate the surrounding communication is somewhat lacking: “[i]nfrastructure have talked

to me at times about it... along with the CSO (Chief Security Officer). Its difficult to

assess this as I am not part of the Infrastructure team which has involvement with the

customer environment scanning”. They also observe, again in the context of conduct-

ing vulnerability scanning: “I think that not all recipients can interpret the scan results

so it goes a little over [their] head... plus, they have other tasks which they feel are

more pressing”. This highlights two additional problems, namely: not all interactors

are equally fluent in the topic of discussion (emphasising the impact of its complexity,

see [Wang and Guo, 2009]) and, possibly because of this, other tasks are deemed higher

priority (which echoes a Senior QA Manager [O:CR-I:MC]: “[w]e can not always apply

the changes required with project timeframes unless critical”).

Such undesired interactions are reported by other respondents. For example, a

Chief Technology Officer [O:CS-I:GB] questions: “do people really understand what

they heard” when attempting to improve security awareness. Specifically, they observe

it is “[d]ifficult to tell how much someone has learned/understood. Would be better

to have a more positive feedback mechanism”. Failures in communication also help

highlight instances of potentially excluded actors. As observed, not all organisations

have employees dedicated to information security (see Section 5.7.1). This can limit

the effectiveness of information security-related communication since, as another Chief

Technology Officer [O:DS-I:SW] observes: “[t]he security person gets to see/talk to

everyone”. Without such a person, or group, acting as a focal point, it is apparent,

at least within some of the organisations, that information security-related discussions

may not be as effective as desired. However, even when such a group exists - if the level

of communication is not appropriately managed - the results may be less effective. As

one Test Manager [O:MC-I:AP] states: “[w]e have a compliance team that enforce the

security policy and standards”, but who then acknowledges that for such activities to

be more effective it “needs to be more frequent”.

We also find a lack of support being reported. For example, a Scrum Master

and Lead QA Engineer [O:VS-I:GH] observes: “[t]rying to educate users and encourage

management to provide more resource for security” has not been as effective as it could

have been since “[t]hey are still ‘thinking’ about it!”. This conveys not only a tone of

exasperation, but also emphasises that when there is a failure to gain management

support, the task of acquiring the relevant information security resources is further

compounded. A Development Manager [O:BN-I:AC] also highlights the difficulty in

acquiring support: “I think security only raises its head when things go wrong. maybe

some head burying in the sand, because its investment in intangible software”. This

reflects the need to become more proactive with security [Johnson and Goetz, 2007].

157



5.7. Information Security Culture Chapter 5.

Aside from respondents reporting difficulty in acquiring management support, we find

only one instance where the lack of support - in terms of raising security awareness

- appears a more pervasive problem e.g. as one Test Manager [O:RW-I:RL] observes:

“[o]ther than a dev or two plus the roles I have already mentioned... no one else seems

to raise awareness of this”.

5.7.5 Existing Communication Forums

It is important, when an information security policy exists, that updates to the policy

are effectively communicated to an organisation’s employees (without this, employees

will likely remain unaware of its existence [von Solms and von Solms, 2004]). Notably,

88% of the organisations notify their employees when their policy is updated (e.g. one

Head of Engineering [O:KD-I:MF] notes: “[o]ur IT manager regularly updates the pro-

cess and communicates this”), the remainder do not. Overwhelmingly, email is used

to communicate these updates (within 95% of the organisations), with verbal commu-

nication being the next most common (accounting for 29%). We also find, albeit at

much lower levels of utilisation, that organisations utilise their company intranet or HR

systems to provide policy notifications and updates, with some also employing flyers

and posters.

In terms of raising information security awareness in general, a variety of commu-

nication mechanisms are used - which is important, since key to improving security

awareness is “varying the delivery mechanisms, to keep everyone interested” [Kruger

and Kearney, 2006, p. 290]. That various communication mechanisms are employed

is evident by the variety of respondent comments e.g. one Head of Quality Assurance

[O:AV-I:JG] has conducted several “[s]ecurity sessions and demonstrations” within

their organisation; a Product Development Manager [O:MF-I:TE] has captured secu-

rity as an “[a]genda item at [their] Department Meeting”; a Customer Support Manager

[O:RV-I:LH] reports they have “[c]irculated articles on security advice, hacks, security

advisories, etc”; a Chief Technology Officer [O:CS-I:GB] indicates they have provided a

“[v]ariety of talks, email and internal articles” within their organisation; whilst others

indicate internal talks are given and that the topic is “[r]aised at briefings” [O:CB-

I:PT].

5.7.6 Resource Flows

Although [Ruighaver et al., 2007] state that too many organisations offer limited in-

formation security training on employee induction, the organisational and industrial

contexts on which this assertion is based are not elaborated. However, we find this
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also holds true within our study context, since only 38% of the respondents received

information security training during their induction, 51% did not receive any training

and 11% are unable to recall. Notably, there is a general consensus that subsequent

training is required, on a continual basis [Kruger and Kearney, 2006, Ruighaver et al.,

2007]. However, aside from induction training, only 27% of the respondents received

additional information security-related training (65% of the respondents have not re-

ceived any additional training, 8% are unable to recall). Interestingly, of those who

received induction training, 86% believe an information security culture exists (with

only 7% indicating such a culture does not exist, with 7% unsure). This drops to 58%

when not receiving any induction training (with an increase to 37% of those reporting

no information security culture, with 5% unsure).

Significantly, in all instances where subsequent training has been received, an infor-

mation security culture is reported to exist. Where subsequent training was received,

60% indicated a single extra training session, 40% two sessions. Notably, no one in-

dicated higher than this even when considering the average respondent tenure (see

Section 5.4.2). Collectively, these results support the importance of training, and the

periodic repeating of refresher training, within an organisation.

Having addressed the research objectives, we now provide some conclusions and

reflect upon this phase of data collection.

5.8 Conclusions and Reflections

Within this phase of data collection we employed a survey to address the identified

research objectives. We begin by summarising the findings for the first and third

research objectives.

5.8.1 Software and Security V&V Practice

The first and third research objectives involved examining how security V&V is prac-

ticed, supported, and perceived, within UK-based software SMEs, as well as establish-

ing whether they can possess a mature security V&V practice without a correspondingly

mature software V&V practice. We structure our conclusions in terms of the interac-

tors and their incentives, and then in terms of the relationships which exist within the

socio-technical network.

5.8.1.1 Interactor Analysis Summary

We found a fairly diverse set of human interactors across the various V&V activities,

with many of these interacting with one another on the same activities e.g. developers
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and test engineers both performing security testing. Further, we observed diversity

regarding the tools and processes used.

By identifying these interactors, we highlight:

• There was limited evidence that software SMEs make much recourse to internal

security expertise. Additionally, there was a notable absence of roles dedicated

to performing security V&V (see Section 5.6.2).

• Whilst there was a desire to further employ outsourcing in general, this was more

marked in terms of security V&V (see Section 5.6.2).

• Software V&V activities were more likely to have tool support (see Section

5.6.3.1). Respondents were also more able to discuss the tools used within the

context of such activities.

• There were more likely to be processes governing the software V&V activities than

the corresponding security-focused activities (see Section 5.6.3.2). Once again,

respondents were more confident indicating the situation within a software V&V

context.

When the above is coupled with the findings in Section 5.5, namely: security V&V

is performed less frequently than software V&V, with respondents having greater diffi-

cultly in elaborating upon the security-focused activities being performed within their

organisations, we conclude that SMEs are much more active, and indeed confident, in

their engagement with software V&V than security V&V. Specifically, software SMEs

have greater confidence in their ability to perform, and own, software V&V activities.

We also find that these activities are better supported, and managed, within SMEs,

indicating they have reached a higher degree of maturity within the organisations sur-

veyed. However, with this in mind, we observe that a variety of incentives exist within

the V&V socio-technical network which help motivate the interactors. Specifically, we

highlight that:

• The primary motivator in performing any V&V activity was a desire to improve

software quality. However, this was more prevalent in terms of the software V&V

activities than the corresponding security-focused activities. We ascribe this to

interactors not affording importance to security as a quality attribute.

• Acknowledging and adhering to a governing process was the second most common

motivator. Supporting the results presented in Section 5.6.3.2, this is more pro-

nounced in terms of software V&V than security V&V, which is further evidence

that these activities have reached a higher level of maturity.
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• There is little indication that interactors are motivated by a sense of fun when

performing any V&V activity. Conversely, there is little indication they are mo-

tivated solely to “tick a box”. However, in terms of the latter, the majority of

instances concerned the security-focused activities.

• Customers appear to be a stronger motivating force in terms of test-based activ-

ities - both software and security-focused - than review-based activities.

Collectively, aside from a desire to improve software quality, interactors appear

more motivated by external influences i.e. mandating processes, instruction from man-

agement and requests from customers, than through intrinsic factors such as deriving

enjoyment from the activity itself. That the most prevalent incentive is a desire to

improve software quality is supported by the existing literature on motivation in soft-

ware engineering (see Section 5.6.4.1). However, we confirm this within an SME and

a V&V context. Notably, the software V&V activities are more likely to be motivated

by this intrinsic factor than the security-focused activities, which is a clear indication

that security, as a quality attribute, is not afforded, or perceived by the interactors as

having, as much worth as other quality attributes.

5.8.1.2 Network Relationship Analysis Summary

It is apparent that a variety of undesired interactions, both social and technical, exist

and that some of the identified interactors either are, or should be, excluded from

certain activities. Specifically, we found:

• That the activities, as practiced within the vast majority of organisations sur-

veyed, suffer due to resourcing constraints and/or social factors (see Section

5.6.5). Notably, the software V&V activities are more likely to be impacted

by a lack of people, whereas the security-focused activities are more likely to be

impacted by a lack of training and knowledge. Additionally, the security-focused

activities are less likely to receive management support, with the software V&V

activities more likely to suffer from poor communication.

• The security-focused activities are more likely to involve a subset of the identi-

fied interactor groups (see Section 5.6.5). This carries the implication that the

software V&V activities are more inclusive in terms of the interactors identified.

Notably, there are more reported instances of wanting to exclude interactors in

terms of the security-focused activities.

The security-focused activities are also more likely to suffer through a lack of in-

teractor motivation. This is somewhat unsurprising given that the security-focused
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activities are more likely to be impacted by a lack of management support - thus, by

extension, the level of motivation exhibited by the interactors themselves will likely

be weakened. In turn, this is likely to result in the activities being performed less

effectively. This is liable to result in a vicious cycle, whereupon, an organisation is

not witness to any significant benefits - as the activities are being practiced in a sub-

optimal manner - therefore, there is not such a strong incentive to invest and actively

support the activities. We find evidence to support the view that only by failing in

terms of software security is an organisation more likely to become actively invested in

such activities. As stated by a Development Manager [O:BN-I:AC]: “I think security

only raises its head when things go wrong”; similarly, a Head of Testing [O:WK-I:RR]

indicates: “I would say we generally have the (in my opinion, wrong) opinion that if

customers want to test our products for security issues they can, and we generally only

perform security testing when forced. I am attempting to change the culture within the

organisation to bring the importance of security testing up the scale. We have had some

incidents lately with customers that are starting to support my case”. As the costs of

such failure can be high (see Section 1.3.4), this is an expensive lesson to learn.

Continuing with the theme of investment, and that of resource flows in general, we

observe:

• The average level of expenditure, per activity, is higher in terms of the software

V&V activities than the corresponding security-focused activities (see Section

5.6.7).

• Respondents were more likely to indicate that additional investment was required

regarding the security-focused activities than the software V&V activities (see

Section 5.6.7).

Whilst the latter finding provides some acknowledgment that the security-focused

activities require more investment, such investment needs to be carefully directed. For

example:

• Whilst a lack of budget is the primary reason for why tools are not used, it is

the primary reason for why both software and security-focused tools are not used

(see Section 5.6.7).

• The tools supporting communication between the interactors can, and are, ap-

plied to both the software and the security-focused activities (see Section 5.6.6).

• The average levels of automation (we recall automation is considered expensive,

see Section 1.3.2), per activity, are comparable when contrasting the software and

corresponding security-focused activities (see Section 5.6.7).
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However, investment in improving the levels of employee knowledge - particularly

with regards to security V&V - could make a significant difference. Notably, the

security-focused activities are more likely to suffer from a lack of interactor training

and knowledge than the software V&V activities, with this being the most common

reason why an organisation never performs a security V&V activity. Generally, the

level of V&V training received within the surveyed SMEs was limited, but it was more

so in terms of the security-focused activities. As found, this has a greater detrimental

impact on the security-focused activities.

In summary, the level of interactor interaction surrounding the security-focused

activities is less inclusive - which reflects the sensitive nature of security-related dis-

cussions (within one organisation the author has worked for, vulnerabilities would typ-

ically remain “hidden” to the majority of the engineering team until fixed). However,

the communication between interactors is generally consistent across the software and

security-focused activities regarding both the mechanisms and tools employed. This

is probably attributable to the fact that such communication mechanisms, and sup-

porting tools, have already been established within the organisations and, regardless

of activity and focus of communication, are deemed equally applicable. It is, however,

significant that the lack of security-focused training and knowledge is one of the pri-

mary factors impacting the security-focused activities. This further emphasises that

security V&V encompasses a complex set of activities, requiring a blending of knowl-

edge, across a variety of domains. Unfortunately, whilst there is a recognised need

for further investment in security V&V within the organisations, it is clear that this

has yet to result in the provision of training. In general, training was found to be

rather limited, and whilst this is supported by the existing literature regarding SMEs

(e.g. [Stokes, 2001]), we are able to confirm that this extends to encompass all V&V

activities. Further compounding the situation, the security-focused activities are less

likely to receive management support and are more likely to suffer through a lack of

interactor motivation.

Based upon the analysis performed, we thus conclude that the software V&V ac-

tivities have reached a higher level of maturity. This is evident in terms of resourcing,

the application of the activities themselves, as well as their acceptance within the or-

ganisations which is demonstrated by the greater level of organisational support being

afforded and the surrounding levels of awareness.

We now present our conclusions concerning the second research objective.
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5.8.2 Information Security Culture and V&V Practice

Following the analysis performed (see Section 5.7), we find that the presence of an

information security culture - as indicated by the respondents - is consistent with

their responses to the other questions within Section 2 of the survey instrument (see

Appendix H). Therefore, we can now address the second research objective which

seeks to determine the influence an information security culture has on the security

V&V activities being performed within UK-based software SMEs.

We begin by examining the impact an information security culture has on the

frequency with which the various V&V activities are performed.

5.8.2.1 Activity Frequency

Figure 5.41 shows that all security V&V activities are practiced with more regularity

within organisations reporting an information security culture than those without. In

corollary, the absence of such a culture corresponds with a reduction in how often the

activities are performed (i.e. there are more instances of “Rarely” and “Never” being

reported than those with an information security culture).

0% 20% 40% 60% 80% 100%

Penetration Testing

Security Testing

Security Code Reviews

Security Design Reviews

Always Often Sometimes Rarely Never Do Not Know

(a) Culture present

0% 20% 40% 60% 80% 100%

Penetration Testing

Security Testing

Security Code Reviews

Security Design Reviews

Always Often Sometimes Rarely Never Do Not Know

(b) No culture or unsure

Figure 5.41: Influence of information security culture on activities

Figure 5.42 further highlights the influence an information security culture has

on the frequency with which the individual security V&V activities are performed.

Specifically, examining the activities which are performed regularly (“Always” and

“Often”) and those that are performed less regularly (“Rarely” and “Never”), it is

apparent that the activities are performed more regularly within organisations with an

information security culture.

We also find that the strength of the culture further influences the frequency with

which the activities are performed. As Figure 5.43 shows, a stronger culture results in

an increased frequency in how often the activities are performed and, correspondingly,

a weaker culture results in the activities being performed less often. The impact that

164



5.8. Conclusions and Reflections Chapter 5.

0%

10%

20%

30%

40%

50%

60%

Security Design
Reviews

Security Code
Reviews

Security
Testing

Penetration
Testing

Culture Present No Culture or Unsure

(a) “Always” and “Often”

0%

5%

10%

15%

20%

25%

30%

35%

40%

Security Design
Reviews

Security Code
Reviews

Security
Testing

Penetration
Testing

Culture Present No Culture or Unsure

(b) “Rarely” and “Never”

Figure 5.42: Influence of information security culture on activity frequency

the strength of an information security culture has on the activities being performed

regularly i.e. “Always” and “Often”, is reflected in Figure 5.44.
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(a) Very strong culture
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(b) Strong culture
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(c) Weak culture

Figure 5.43: Influence of information security culture strength on activities

Examining whether an information security culture also impacts the software V&V

activities, we find, when performed, that they appear to be less influenced by whether

an information security culture exists or not (particularly so with regards to software

testing), see Figure 5.45. This further supports the view that there is a genuine re-

lationship between an organisation possessing an information security culture and the

activities associated with security V&V. Specifically, the presence of an information

security culture does influence the level of security V&V being practiced within SMEs.

We now examine the influence an information security culture has on the non-human

interactors within the V&V socio-technical network, as well as the communication and
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Figure 5.44: Influence of information security culture strength on activities performed
regularly
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Figure 5.45: Influence of information security culture on software V&V

resource flows surrounding the security V&V activities.

5.8.2.2 Non-Human Interactors

Whilst organisations with an information security culture are more likely to have an in-

formation security policy (see Section 5.7.2), Figure 5.46 shows that such organisations

are also more likely to have processes governing the various security V&V activities. We

recall that many maturity models, e.g. [CMMI Product Team, 2010, Kollanus, 2011],

view the presence of a governing process as an indication of having reached a higher

level of maturity.
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Figure 5.46: Influence of information security culture on governing processes
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5.8.2.3 Existing Communication Forums

The influence an information security culture has on communication within the or-

ganisations is interesting. Specifically, the presence of such a culture seems to result

in an increased use of formal communication between the various interactors, with a

decreased use of email and verbal communication, see Figure 5.47.
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Figure 5.47: Influence of information security culture on type of communication

Notably, within the organisations possessing an information security culture, the

primary interactors (namely, developers and test engineers) are the most informed when

it comes to communicating the results of the security V&V activities. In addition, when

an information security culture is present, there is more communication - between all

types of interactor - for the test-based activities than there is within organisations

without an information security culture.

5.8.2.4 Resource Flows

Figure 5.48 shows, without exception, that organisations with an information security

culture invest more in security V&V than organisations without an information security

culture (averaging 128% higher across all activities). Such investment is more likely to

focus on the test-based activities, specifically, penetration testing.

Having observed that the use of tools and automation can be expensive (see Sec-

tion 1.3.2), we aimed to understand whether the increased levels of investment within

organisations with an information security culture are reflected in the levels of tool use
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Figure 5.48: Influence of information security culture on investment levels

and automation being reported. Interestingly, in the instances where the use of tools

are known to support an activity, and the presence or absence of an information secu-

rity culture is also known, we find, as reflected within Figure 5.49, that the majority

of cases where a tool is used an information security culture is also present.
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Figure 5.49: Influence of information security culture on tool use

We also find, see Figure 5.50, that the presence or absence of an information security

culture corresponds with the amount of automation being reported. However, whilst

the presence of an information security culture results in higher levels of automation

being reported across the V&V activities in general - and lower levels of automation

within organisations without an information security culture - we observe that the

difference is much more pronounced in terms of the security V&V activities. As invest-

ment in automation is costly (see Section 1.3.2), these results provide indication that,

within organisations possessing an information security culture, there is evidently an

increased view that such investment is worthwhile.

Further, although we observed little investment in security V&V training (see Sec-

tion 5.6.7), Figure 5.51 shows that such training is more likely to occur within organisa-

tions with an information security culture. Notably, the only organisations supporting

security-focused review-based training are those with an information security culture.

Similarly, the majority of the security-focused test-based training received (∼72%) has

occurred within organisations with such a culture. This, once more, emphasises that

organisations with an information security culture are more likely to invest in the
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Figure 5.50: Influence of information security culture on automation levels

security-related activities residing within the software development lifecycle.
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Figure 5.51: Influence of information security culture on training provision

The results, see Figure 5.52, also show that organisations with an information se-

curity culture believe more investment should be made in terms of test-based security

V&V activities. Interestingly, these organisations do not feel so strongly about increas-

ing the levels of investment in review-based security V&V activities. This possibly

reflects an attitude, as expressed by some respondents, that they, for example: “[f ]eel

that actively testing the software is more likely to find issues than code reviews” [O:AV-

I:JG]. In contrast, other respondents are keen to highlight that, for example: “[g]etting

the design right is the most important. The rest of the process will measure against

that design” [O:MC-I:AP]. However, as summarised by one QA Director [O:WS-I:WE]:

“I’m the head of QA for my organisation. For me testing is of the highest importance,

as this validates that the other activities have been performed to an acceptable standard.

If the other aspects such as Code reviews are not being performed correctly, the testing

of the product will highlight these problems due to more failures in the application under

test”.
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Figure 5.52: Influence of information security culture on whether more investment is
required

5.8.2.5 Summary

Respondents, within organisations with an information security culture, are more likely

to believe that the V&V activities being performed, are being performed well (see Figure

5.53). This holds for both software and security V&V, although it is more pronounced

in terms of the latter. Notably, this belief is supported by increased levels of investment,

tool use, automation and process governance.
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Figure 5.53: Influence of information security culture on whether the activities are
perceived as being performed well

Interestingly, the presence of an information security culture does not dramatically

change the importance of how the various V&V activities are viewed within the organi-

sations. This was an unexpected finding, namely, that the afforded level of importance

to the security V&V activities did not increase within the organisations reporting an

information security culture. Specifically, the only noticeable change - when examin-

ing the results in their entirety - is that security design reviews are viewed with more

importance than software code reviews. Supporting this we recall the view of one

Test Manager [O:MC-I:AP], who succinctly stated: “[g]etting the design right is the

most important. The rest of the process will measure against that design”. Several

respondents are also motivated in terms of cost, for example, a Head of Applications
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Development [O:OS-I:ST] states that the “[o]rder reflects the impact of defects and the

costs to fix them. It is always cheapest to fix them in design and identifying them in

code reviews is cheaper them testing as it is a stage earlier in the process” (see Section

1.3.4). Similar is echoed by a Senior QA Manager [O:CR-I:MC].

Significantly, the results demonstrate that an awareness of security has permeated

both organisations and - specifically, their software development lifecycles - thereby

showing an information security culture can, and does, influence security V&V within

software SMEs. In particular, organisations with an information security culture are

much more likely to invest in the supporting tools and technologies necessary to perform

V&V effectively. We find this in terms of resource flows, communication flows and the

application of the activities themselves. Perhaps more importantly, we find that such

organisations are more likely to perform the activities associated with security V&V

and that an information security culture does result in an organisation with a more

mature - and evidently appreciated - security V&V practice.

5.8.3 Reflections

Within this phase we have examined how security V&V is practiced, supported, and

perceived, within UK-based software SMEs. This addressed the first research objective

and provides an important contribution to knowledge by illuminating what was an

empirical unknown [Kreeger and Harindranath, 2012, Kreeger and Harindranath, 2017].

We have also derived an understanding of the relationship which exists between such

practice and an organisation’s information security culture and the maturity level of

an organisation’s software V&V practice. This addresses the second and third research

objectives respectively. Specifically, we found that a strong relationship exists between

an organisation possessing an information security culture and the level of security

V&V practiced, as well as the level of support afforded to the activities. We also found

that the software V&V activities have typically reached a higher level of maturity.

There was no strong evidence supporting the view that an organisation could possess

a mature security V&V practice without an existing mature software V&V practice.

It was by focusing on both the interactors, and their various relationships, that a

richer understanding of how the V&V activities were practiced, supported, and per-

ceived, within software SMEs, was obtained. For example, subsequent to identifying

both the human and the non-human interactors involved, it was by exploring the re-

lationships within the network which helped generate a more nuanced understanding

e.g. whereas several existing studies just enumerate the tools used (effectively, just per-

forming interactor analysis), it was by performing the latter steps of STIN i.e. through

network relationship analysis, that we were able to see how the tools were used by the
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interactors, as well as what impacted their use. In contrast, if we had just performed

some of the network relationship analysis steps we would have not been in a position

to have fully appreciated and understood the results. For example, we found penetra-

tion testing the activity least impacted by a lack of time (which was, overall, the most

frequently reported constraint across all the V&V activities practiced). However, it

was from the interactor analysis performed that we were able to identify that a signifi-

cant reliance on outsourced engineers existed for this activity i.e. any time constraints

caused by the limited resources of SMEs would be removed by outsourcing the activity.

These examples show how the various steps within STIN support one another.

In conclusion, the adoption of a survey proved invaluable in eliciting high-quality

data concerning what is undoubtedly a sensitive subject (see Section 5.2). Further,

the adoption of a socio-technical approach - namely, STIN - contributed, and ensured,

that a more complete account of security V&V practice was attained. Within the next

chapter, we continue to explore and address the research objectives - and the findings

from this phase - by undertaking a second phase of data collection that prioritises the

acquisition and analysis of qualitative data.
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Chapter 6

Data Collection and Analysis:

Phase Two

Within this chapter we present the second phase of data collection; whereupon, we anal-

yse the data received and reflect upon the findings and the approach taken. Specifically,

this chapter provides:

Section 6.1: The interview guide pre-testing performed.

Section 6.2: The adoption and application of thematic analysis.

Section 6.3: We analyse the data to build upon, and confirm, our findings from the

first phase.

Section 6.4: We summarise the findings from the second phase and reflect upon the

approach taken.

We begin by detailing the interview guide pre-testing performed.
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6.1 Interview Guide Pre-Testing

With the second phase involving semi-structured interviews, this necessitated the devel-

opment, and the pre-testing of, an interview guide. The importance of such pre-testing

(similar to that of a survey instrument, see Section 5.1.1) has been readily acknowl-

edged e.g. with it leading to guide refinement [Buchwald et al., 2014, Harrer and Wald,

2016], helping ensure quality [Slyngstad et al., 2008], validity [Novelli and Wenzel, 2013]

and “the trustworthiness of the data collection” [Kangasniemi et al., 2015, p. 1041].

Notably, the interview guide was developed on the basis of the survey - which also un-

derwent pre-testing - and through analysis of the data obtained during the first phase

of data collection (Chapter 5).

Further, acknowledging the importance of selecting subjects from the intended pop-

ulation [Cooper and Schindler, 2014], we utilised subject matter experts when pre-

testing our interview guide. As such, two separate pre-testing sessions were held -

each with a subject matter expert - both of whom are software engineers, focused on

V&V (averaging 6-10 years of experience), and who have worked for SMEs and large

organisations. The interviewees involved with the pre-testing, and the sessions them-

selves (totalling approximately three hours), are detailed in Appendix J. The resulting

interview guide is presented in Appendix K.

6.2 Thematic Analysis

Throughout the empirical software engineering literature, it is apparent that thematic

analysis has been widely employed when analysing qualitative data [Wohlin and Aurum,

2015]. For example, when examining software engineer motivation, [França et al., 2014]

apply thematic analysis to the data obtained from a series of semi-structured interviews.

Similarly, [Lenberg et al., 2015] employ thematic analysis when studying the human

factors which impact software engineering. It has also been utilised to understand the

problems which can occur when users are involved in the software development process

[Zowghi et al., 2015] and when investigating the challenges which surround continuous

deployment within software organisations [Shahin et al., 2017]. As Wohlin and Aurum

indicate, it is by adopting thematic analysis that it becomes possible to develop a deeper

understanding of the data acquired [Wohlin and Aurum, 2015]. Therefore, and based

on these examples - all of which show the successful use of thematic analysis, within

an empirical software engineering research context, when studying data acquired from

semi-structured interviews - we elect to employ thematic analysis during the second

phase of data collection and analysis.
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However, we observe that whilst qualitative data analysis, in general, has been

considered as being both complex and mysterious [Thorne, 2000], thematic analysis

itself has been viewed as being poorly defined [Braun and Clarke, 2006]. Given the

limited guidance available to researchers on how to perform such an analysis [Nowell

et al., 2017], we follow the six phases of thematic analysis as outlined in [Braun and

Clarke, 2006]. Specifically:

• Familiarising self with data: as emphasised by [Braun and Clarke, 2006], it is

necessary for a researcher to first become fully immersed in the data collected

i.e. the data should be read multiple times, with any initial thoughts regarding

analysis being documented.

• Generating initial codes: once an appropriate level of familiarisation with the data

has been achieved, the coding process can begin i.e. the researcher can begin to

identify patterns and interesting features within the data collected.

• Searching for themes: after the coding process has completed, the codes identified

should be grouped together to form themes (with an individual theme represent-

ing patterns of meaning across the data obtained).

• Reviewing themes: the themes identified should be subjected to further review to

determine whether they should be combined (potentially creating new themes),

broken down further, or excluded from analysis altogether (e.g. if there is insuf-

ficient data to support the theme). As [Braun and Clarke, 2006] state, identified

themes should be checked to ensure that a coherent pattern exists.

• Defining and naming themes: the themes identified should be named and defined

appropriately, with consideration given to how the themes fit together to address

the underlying research question.

• Producing a report: once the themes have been defined and named, it is necessary

to construct a narrative around the identified themes.

Based on the phases above, we began thematic analysis by first familiarising our-

selves with the data collected. Notably, as the author was involved in both the collection

of the data - and its transcription - this helped ensure that a firm basis existed on which

to further build familiarity with the data obtained. Therefore, whilst we previously ac-

knowledged the time-consuming nature of interview transcription (see Section 4.4.1),

we feel that the focus required to produce a verbatim account helped increase our level

of immersion with the data. Further, it was during the transcription process, and
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the iterative reading process, that we began to identify initial meanings and patterns

within the data. As with others (e.g. [Gibbs, 2018]), we utilised a combination of paper

and electronic-based approaches when performing thematic analysis i.e. we marked-up

printed copies of the transcript (using a combination of pen and different coloured high-

lighters), as well as electronic forms of the data (with the mark-up occurring within

a spreadsheet and the original transcript being stored as plain text). In summary,

and aside from increasing our understanding of the interview data obtained, this phase

resulted in some initial patterns within the data being identified; it also enabled us

to capture any written notes taken during the interviews themselves (e.g. recording

observed non-verbal gestures).

Once we had achieved a level of familiarity with the data, we began to expand

on our notes and mark-up by identifying some initial codes. Effectively, we began to

organise the data into meaningful groups that would ultimately lead to the development

of themes. Given our adoption of STIN, in conjunction with a sequential explanatory

mixed methods design (see Chapters 3 and 4) - with both the survey instrument and the

interview guide being constructed around the themes within STIN (see Appendices D,

H and K) - we acknowledge that this may have led to a purely theory-driven approach

to coding. However, we elected not to be solely confined to the structure afforded by

the adoption of STIN. Therefore, our coding approach was also driven by the data

itself. We feel that adopting both a deductive and inductive approach to coding was

important - especially when researching an empirical unknown - since, as acknowledged

by [Seaman, 1999], semi-structured interviews can provide unexpected information,

with all data having potential value (with [Braun and Clarke, 2006] also observing that

the actual value of data may only become apparent later on in analysis). As captured

by [Gibbs, 2018], these approaches are not mutually exclusive, with most researchers

moving between them during analysis. Thus, and given our immersion with the data,

we elected to adopt a manual approach to coding (continuing to use a combination of

both paper and spreadsheet to achieve this).

Similarly, in terms of searching, reviewing and defining themes, we found that the

identified codes started to coalesce under the main themes found within STIN, with

each theme containing various sub-themes. For example, the overarching theme of

“communication” (which maps directly to one of the steps within the STIN framework),

contained a series of sub-themes: communication occurring internal to an organisation

(e.g. the communication between the primary interactors and the influence Agile has on

their communication), communication external to an organisation (e.g. communication

with outsourced engineers and universities), as well as communication which crosses

both an organisation’s internal and external boundaries (e.g. communication concerning

176



6.3. V&V Practice Chapter 6.

defects and vulnerabilities). As stated above, the prescriptive nature of STIN helped

structure the qualitative data into themes i.e. it helped prevent us “drowning in a sea

of data” [Rowley, 2012, p. 263]. This was important since, as [King, 2004] cautions, it

is possible to continually redefine definitions during the process of thematic analysis.

However, once the themes were identified, we then started to build a coherent narrative

around them, the result of which is presented within Section 6.3. As Braun and Clarke

indicate, the analysis presented must provide sufficient evidence in order to justify the

selected themes. Therefore, we, like others adopting STIN (e.g. [Meyer, 2007, Reinert,

2009]), structure and present our analysis based around the themes prescribed within

STIN itself. However, whilst the overarching themes map to those within STIN, a

number of the sub-themes identified went beyond STIN. For example, and given the

inherent organisational bias of STIN [Meyer, 2006, Meyer, 2007], it was only by our

also adopting a data-driven approach to analysis that it became apparent that an

organisation’s external environment has a clear impact on its security V&V practices

(e.g. through the influence of customers and the reliance placed on outsourced engineers,

as well as the communication with such interactors). Significantly, this resulted in the

need to revisit the presented conceptual model (see Section 7.4.4).

In summary, by following the guidance within [Braun and Clarke, 2006], a more

structured approach to thematic analysis was taken (e.g. ensuring that context was

retained when coding extracts of data). It also led to our acknowledging that con-

tradictions may be encountered, as well as that some extracts might fit into multiple

groups i.e. be coded multiple times (as with others, e.g. [Pope et al., 2000], we also

found that some coded data extracts could be included within multiple themes). No-

tably, the latter was encountered when adopting a theory-driven approach to the coding

process (this is discussed further within Section 8.3.1).

6.3 V&V Practice

As with the first phase (Section 5.6), we utilise STIN to structure our analysis. There-

fore, we begin by identifying the human and non-human interactors involved across

the V&V activities (Sections 6.3.1, 6.3.2, 6.3.3 and 6.3.4), as well as their motivations,

and incentives, for performing V&V (Section 6.3.5). We then examine the excluded

interactors and the undesired interactions which exist within the V&V socio-technical

network (Section 6.3.6). Interactor communication ecology is then discussed (Section

6.3.7) and the resource flows surrounding the activities are examined (Section 6.3.8).
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6.3.1 Primary Human Interactors

The interviews confirmed that developers and test engineers are the primary interactors

and that they exist as distinct interactor groups. This was found within all organisa-

tions, regardless of their adoption of Agile (where, we recall, the desired engineering

generalist [Meszaros and Aston, 2007]). However, although distinct, both are situated

physically (see Section 6.3.7), and hierarchically, within an organisation’s engineering

team (sometimes performing the same activity). As one Test Manager [O:RW-I:RL]

indicated, although engineering “sit as one big team”, they are “split up into smaller

scrum groups” (each typically comprising 2-3 developers, 1 test engineer and a number

of supporting engineers e.g. a business analyst and a configuration engineer). Similarly,

a Head of Engineering [O:KD-I:MF] indicated their engineering team is “split into four

scrum teams, each working on separate products”. Whilst this structure is generally

repeated across the organisations, some variances exist. For example, within some

organisations (e.g. [O:CT] and [O:DF]) there is an appointed development manager

and test manager who oversee the different engineering functions, both of whom re-

port into a head of engineering (or equivalent e.g. a CTO). Within other organisations

(e.g. [O:RV]) there are multiple development and test leads reporting directly into a

head of engineering.

Hierarchically, the number of levels within an engineering team can also vary e.g. we

found engineers, senior engineers, lead engineers, architects, managers and various com-

binations thereof, but all existing beneath one head of engineering (the underlying re-

porting structure between these levels can vary e.g. one Lead Software Test Engineer

[O:RV-I:ML] looks after three inter-dependent teams). Finally, although the compo-

sition of a team can vary regarding developer-test engineer ratio, we found, within

both small and medium-sized organisations (e.g. [O:RW], [O:DF] and [O:RV]), that

this averages about 3 developers to 1 test engineer. We discuss the impact of team

composition within Section 6.3.8.3.

There is also support for the findings concerning which activity a specific type of

interactor was more likely to perform (see Section 5.6.1) i.e. we observed the nega-

tive view in which developers generally hold test-based activities (see Section 6.3.6)

- confirming they are less likely to perform such activities - and that test engineers

do not typically perform code reviews. This was evident in both small organisations

e.g. “they certainly do design reviews [. . . ] but not the code reviews” [O:SS-I:RD] (the

Product Development Manager stated this was due to test engineers adopting a black-

box approach) and medium-sized organisations e.g. “it’s just done within the developers

themselves” [O:RV-I:ML]. This view was supported by another Lead Software Test En-

gineer [O:RV-I:SK], within the same organisation, who noted there is “not necessarily
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any test involvement in the code design stage”. They attribute this to “a different skill

set” existing between the two primary interactors and, although this has been observed

by others e.g. [Dhaliwal et al., 2011], this clearly impacts communication (see Section

5.6.6). Therefore, the traditional developer and test engineer divide is still apparent,

with one Software Tester [O:CT-I:DS] appropriately summarising this state as follows:

“the chances are we are going to carry on pretty much as we are with the devs doing

all the code reviews of the source code and testers doing the functional testing”.

The interviews also confirmed that the primary interactors were more likely to per-

form the software V&V activities than the security V&V activities (thus reflecting the

activity frequency observed within Section 5.5). For example, although the Software

Tester referenced above discussed the code reviews and software testing being per-

formed in some detail, there was evident uncertainty as to whether they would ever

perform security testing e.g. “if we get that far, security testing, or when we get that

far, security testing”. They were also unsure whether security code reviews were per-

formed, supporting the observed “Do Not Know” trend for the security V&V activities

(see Figure 5.11).

However, whilst there was commonality across the organisations, in terms of the

primary interactors, there was one notable exception identified through the interviews.

Specifically, within one medium-sized organisation, we found a Security Test Engineer

[O:RV-I:BM] (someone dedicated to performing security V&V within their organisa-

tion). Having worked for their organisation for over five years, they were first employed

as a test engineer, transitioning into their current role ∼1.5 years ago. Interestingly,

this was not their original intent: “when I first left uni I wanted to be a developer,

because I only knew about developers [. . . ] my course was mostly Java, so it was like,

okay, I want to be a junior Java developer. I went for a job and then I didn’t get

that, but then the recruiter said, oh, there’s a tester role instead, and I was like, oh, I

don’t even know what that is” (which emphasises the bias introduced at the curriculum

level towards test-based activities, see Section 2.6). However, they have “always had a

big interest in security” (the “even outside of work, I’m doing security-related things”

attitude became readily apparent later in the interview when it was indicated: “on

the train this morning, I was playing around with new tools [. . . ] somebody had rec-

ommended on Twitter” - it was self-acknowledged that these extra-curricular activities

“feeds in” to their work). It was this focus which resulted in their being perceived as a

champion: “I always kind of had a focus on security [. . . ] it kind of became like people

would come to me with security testing things”. Thus demonstrating the importance

of a security V&V champion (see Section 6.3.6 for related discussion).

Further, whilst the organisation has several distinct teams (of varying levels of
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maturity in terms of embracing Agile), the Security Test Engineer is not positioned

within a specific team: “I’m not really in any team but get involved in every team”.

This supports the pervasive nature of security. However, whilst they report into one

of the organisation’s Lead Software Test Engineers, they also report into the Head

of Engineering. Thus, although they consider themselves “a bit of a lone wolf ”, and

neither a developer or test engineer (“I’d like to think in between” the two), they are

active across design, code and test-related activities e.g. “so sometimes if there’s a big

release, like an enterprise release that went out just before Christmas, I did help out

with testing there just because there was less security stuff and I was free to do that”

and “today I’m right now reviewing PHP code” - therefore, although “Test Engineer”

is in their title, they “spend a lot of time talking to developers” (see Section 6.3.6 for

further discussion on the developer and test engineer relationship).

Interestingly, within the interviewee’s previous company (a large organisation), a

similar pattern was observed - namely, they were employed as a test engineer and then

showed interest in security. However, within their current organisation, “people got

to kind of know that” focus and “then, just over the years, it just kind of gradually

developed where it was more of a formal thing where things would have to be security

reviewed by me at various stages”. The interviewee then approached the Head of

Engineering: “I said this is what I enjoy doing. I love security stuff. Test stuff is fine,

but I think, you know, we’ve got a need for a security role full time. I’m virtually doing

it full time anyway, can I have the job title as a security test engineer?”. Although a

good example of an individual driving positive change, the Head of Engineering clearly

felt the need to formalise the role (which recognises the importance of management

support - we recall that a lack of management support was the second most reported

issue affecting security V&V, see Section 5.6.5). Lastly, although this organisation is

an exception in terms of formalising any aspect of security V&V into a focused role,

they only employ one such individual. As the interview with the Security Test Engineer

- and during the other interviews conducted within this organisation - progressed, it

became apparent that this resource was heavily replied upon by others (we discuss this

aspect further within Section 6.3.8).

6.3.2 Secondary Human Interactors

The interviews supported the observed reliance on outsourcing (see Section 5.6.2).

Specifically, SMEs outsource their software and security V&V to a variety of organi-

sations, based within several different countries e.g. Russia, Ukraine and India. The

level of reliance can vary. For example, within some organisations outsourcing is con-

sidered “a one-off activity” [O:SS-I:RD] and “not the norm” [O:AG-I:DS], or it is a
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regular activity, at a specific point in the development process e.g. with security V&V

activities occurring “[a]fter the development phase” on a given project [O:VS-I:GH].

The interviews also confirmed the observed desire, by both small and medium-sized

organisations, to further increase their use of outsourcing - which was particularly evi-

dent regarding the security V&V activities. For example, a Test Manager [O:RW-I:RL]

vocalised: “security, no, we don’t outsource it, and I think that it is probably a very

good idea to do that” (this organisation currently only outsources their software V&V

activities - highlighting it is “mainly for, I suppose, like validation, pre-UAT things

like that”). An equivalent view was held by a Product Development Director: “[a]n

amount of black-box security testing could be outsourced, and perhaps should be out-

sourced” [O:SP-I:WS] and a Senior Test Engineer [O:DF-I:JR] indicated their security

V&V should be outsourced, since: “there are experts that can find, analyse and help

resolve items much quicker”. Similarly, a Software Tester [O:CT-I:DS] admitted: “I

certainly haven’t got the [security] knowledge, [the Test Manager] sure hasn’t got the

knowledge”. Such recognition led the Senior Test Engineer’s organisation to actively

pursue the outsourcing of their security V&V (even though a previous attempt to

outsource their software V&V reportedly “left the company in a near state of ruin”).

Whilst this identifies a healthy degree of conscious incompetence [Thomson and von

Solms, 2006], it emphasises the importance of improving the level of security V&V

training within SMEs (see Section 5.6.7 for further training-related discussion). We

continue to examine the impact of outsourcing on security V&V in Section 6.3.6.

In terms of customers, the interviews confirmed that any direct involvement - with

either the software or security-focused activities - is infrequent at best (this is reflected

within Figures 5.12 and 5.13). One Software Tester [O:CT-I:DS] vocalised the view

that customers are welcome to test their products, but highlighted: “it’s the respon-

sibility of [the company] to make sure our products are secure, it’s certainly not their

responsibility”. Whilst the interviews support the limited engagement of customers

overall, they also confirmed their complete absence from any code-based review activi-

ties and showed, when involved, that they predominately focus on test-based activities.

Generally, a customer’s involvement is more indirect. For example, customers were

more likely to request evidence showing that testing had been performed e.g. one Head

of Engineering [O:KD-I:MF] states: “[m]any of our customers insist on a penetration

test report so that they can see what vulnerabilities we have and how we are address-

ing them” (customers are known to request information on test maturity and ongoing

test improvement activities [Hass, 2014]). This was echoed within other organisations

(e.g. [O:RV]), where customers requested information on how an organisation had ad-

dressed, or was impacted by, specific vulnerabilities. Customers also showed interest in
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product quality in general. For example, a Product Development Director [O:SP-I:WS]

indicated their CTO was “very much in touch with the major customers, for whom ver-

ification, validation and quality are constant subjects of discussion”. Therefore, whilst

some customers are directly engaged with an organisation’s V&V activities (see Section

5.6.2), they are, in general, more likely to influence them (see Section 6.3.5).

Whilst several references were made to Agile-related roles (such as product owner

and scrum master), this was often in passing - even within organisations proclaiming

to practise Agile (which is the majority in some form or another, see Section 5.4.1)

e.g. within one small organisation [O:CT] the roles were by no means filled: “at the

moment the reality is that we haven’t got a product owner, we kind of had a scrum

master but he’s kind of doing other stuff now”. We attribute this limited focus to the

multiple hat syndrome found within SMEs [Murthy, 2009, Cruz-Cunha, 2010, Linares

et al., 2018]. A view borne out by the scrum master, within the small organisation

above, also “doing other stuff ”; as well as when observing that one of the interviewees,

based within a medium-sized organisation, is not only a practising test engineer day-to-

day, but also holds an Agile-related position (namely, the Scrum Master and Lead QA

Engineer [O:VS-I:GH]). This has also been identified by others e.g. within one software

SME, the product owner, due to multiple hats, was “stretched pretty thin” [Block,

2011, p. 238].

Further, developers would typically assume the role of product owner - this was

the case in both small and medium-sized organisations e.g. [O:SS] and [O:RW]. This

also helps explain the limited engagement of product owners with V&V i.e. echoing the

reluctance of developers to actively embrace test-based activities (see Section 6.3.6).

Notably, the existing literature supports developers assuming the role of product owner

e.g. [Jovanović et al., 2017]; with [Diebold et al., 2015] identifying the reason that a

developer assumed the role, within one small organisation, as being due to organisa-

tional size. Additionally, and based on the author’s own experience of performing the

product owner role (albeit within a large organisation), the vast majority of individ-

uals performing this role were promoted from within the development team - and it

was readily apparent that some were more engaged in review and test-based activities

than others. Specifically, those possessing a test engineering background were more

thorough, and pro-active, when it came to the test-based activities; whereas, those

with a development background, were often more active with the code review-based

activities (thereby reinforcing, and supporting, the typical role divide observed between

developers and test engineers, see Sections 5.6.1 and 6.3.1).

The interviews did not identify any additional secondary interactors.
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6.3.3 Tertiary Human Interactors

The first phase identified two sets of interactors (primary and secondary, see Sections

5.6.1 and 5.6.2), both of which have some level of direct involvement with one or

more V&V activity. However, the interviews identified a third set of interactors which,

although not directly involved in performing, or owning, any activity, their indirect

influence helps shape them, and impacts the interactors directly involved.

In terms of influencing activities, several examples show the tertiary interactors

applying pressure to reduce the scheduled V&V effort in order to be first to market or

to sell a product (echoing the findings of others e.g. [Nguyen et al., 2006]). We also find

examples showing their impact on the primary interactors can be both positive and

negative. For example, within one medium-sized organisation [O:VS], the customer

service team appreciated the test team’s help and input and, within one small organi-

sation, a Software Tester [O:CT-I:DS] vocalised that the “project manager guy [. . . ] is

doing a very good job actually of shielding us from all the pressure [from the manage-

ment team]”. However, within another medium-sized organisation [O:RV], marketing

were vocal in expressing their annoyance that engineering take too long to deliver new

functionality. All of these examples - involving the tertiary interactors - obviously im-

pact the interactors directly performing, or owning, the V&V activities e.g. we know

that test engineers are motivated by praise [Hass, 2008] and that a lack of management

support can result in a lack of motivation and interest [Perry, 2006].

Although we do not explore the tertiary interactors in detail, we find some com-

monality in the interactor groups existing within both small and medium-sized organi-

sations. Specifically, the following interactor groups are well represented (for simplicity,

we have reduced the naming of these groups e.g. “[c]ustomer support division” [O:RW],

“customer service” [O:SS], “support” [O:KD] and “[s]ervice desk” [O:VS] are all repre-

sented as “customer support”): sales, marketing, customer support and management

(where the latter includes CEOs, MDs and anyone on “the board”). Lesser interactor

groups (i.e. those less frequently seen), include: configuration, project management and

training. The impact of these groups, on the V&V activities, is discussed in Section

6.3.6.

6.3.4 Non-Human Interactors

Whilst the interviews did not identify any additional non-human interactor groups,

they did confirm, and elaborate, several findings from the first phase regarding the

tools and processes being used.
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6.3.4.1 Supporting Tools

Aside from supporting the findings from the first phase - as well as identifying sev-

eral different tools (such as the Elevation of Privilege card game to introduce people to

threat modelling) - the interviews provided some additional detail. For example, within

one small organisation [O:CT], the open source defect tracking tool Bugzilla was used

until moving to the proprietary Jira. Similarly, the desire to use some “proper bug

tracking tools as well, rather than something that somebody had knocked up” was the

cause, according to a Lead Software Test Engineer [O:RV-I:SK] within a medium-sized

organisation, to move from an in-house developed tool to Jira. Whilst both examples

support the overall prevalence of Jira (its popularity is echoed by others e.g. [Würsch

et al., 2013]), it should not counteract the finding that there is, generally, more use of

open source tools than proprietary ones. For example, although the small organisation

referenced above has moved to Jira, all other tools discussed by the Software Tester

[O:CT-I:DS] are open source, therefore, continuing to support the finding that smaller

organisations are more likely to use free or open source software [Andersson and Rune-

son, 2002, Sitnikova et al., 2007]. It also shows a tendency to adopt “popular” tools -

which is evident, in the context of Jira, both within organisations adopting Agile [Goth,

2009] and within SMEs [Mishra and Mishra, 2013]. Additionally, multiple references

were made to pytest as the adopted Python testing framework, further echoing the use

of popular, open source tools [Smelter and Moseley, 2018].

However, the interviews also showed that a combination of open source (e.g. TestLink

for test management and Git as a version control system), proprietary (e.g. the vul-

nerability scanner Acunetix and the static code analysis tool PVS-Studio), and tools

developed in-house, are used across the V&V activities (thus reflecting the findings

from the first phase, see Figure 5.17). They also showed that a variety of communica-

tion tools (e.g. Skype and Slack) and mechanisms (email and telephone) are used by

the interactors (see Section 5.6.6).

6.3.4.2 Governing Processes

We found further support that the software V&V activities are more likely to have a

governing process. For example, the responses when posing: “Does your organisation

follow any secure development process?”, varied from “I don’t believe so” [O:AG-I:DS]

and “[n]o, not that I am aware of ” [O:RW-I:RL], to an outright “no” e.g. [O:DF-I:JR]

and [O:CT-I:DS]. This certainly helps support the findings from the first phase (see

Section 5.6.3.2).

The interviews also afforded a more detailed view on the scope of the processes
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reportedly in place. In particular, one Product Development Director [O:SP-I:WS] was

clearly able to elaborate on what constituted their organisation’s development process

indicating, for example: “[c]heckin to the code base is not allowed unless certain V&V

has passed” and “[n]ightly build processes run further tests to ensure there are no further

reaching effects of the latest checkins”. However, in contrast, they simply stated that

“[s]ecurity V&V is currently a more pre-release test”. Similarly, a Scrum Master and

Lead QA Engineer [O:VS-I:GH] indicates that whilst software V&V is applied during

the development process, security V&V occurs “[a]fter the development phase” (this

is predominately due to such activities being outsourced) and is primarily shaped by

“lessons learned”. These examples further show that security V&V, from a governance

and process perspective - and thus regarding practice as well - sit at a lower level of

maturity. It also reduces the opportunity of using a process as a means of motivation

(see Section 6.3.5.2).

Further, within some organisations, a single development process covered both de-

velopment and test-based activities (thus covering activities performed by develop-

ers and test engineers). Within other organisations there were instances of specific

processes existing e.g. one Product Development Manager [O:SS-I:RD] discussed “en-

sur[ing] that the testing’s done in accordance with the company’s test policy”. However,

when seeking elaboration on whether an organisation’s existing processes covered the

security V&V activities practiced, we found they were variable in scope e.g. a QA Test

Lead [O:CD-I:KS] indicated a set of “basic coding guidelines”, to protect against “some

generic threats”, comprised their secure development process.

There was also variety, where a secure development process existed, in terms of its

origins, as well as what influenced its adoption and development. For example, within

one medium-sized organisation [O:SP] the secure development process was developed

in-house and did not draw inspiration from any established secure development process

i.e. the Product Development Director [O:SP-I:WS] stated that the process was “not a

formally recognised one”. The Head of Engineering [O:KD-I:MF], at another medium-

sized organisation, indicated that whilst their secure development process was also not

based on any existing process, its development was driven by the organisation achieving

ISO27001 certification (resulting in their being “required to have development practices

that demonstrate security and risk are considered”). Notably, we found only one in-

stance of an organisation employing a formally recognised secure development process

i.e. the use of Microsoft’s SDL [Microsoft, 2020] within a medium-sized organisation

[O:RV]. Interestingly, this adoption grew from a customer support ticket asking: “what

kind of security process do you do”. This resulted in the organisation’s Security Test

Engineer [O:RV-I:BM] investigating: “I looked into it and I was like, oh, actually, we do

185



6.3. V&V Practice Chapter 6.

the Microsoft one, that’s what we do, and so then it was like, actually, we don’t do that

bit, let’s do that as well” (this example also shows the potential impact of customers,

see Sections 6.3.2 and 6.3.5, and conveys the importance of having security-focused

resource within an organisation, see Section 6.3.1).

6.3.5 Incentives

The first phase identified several factors motivating the interactors into performing

V&V (see Section 5.6.4). The second phase allowed us to explore the four primary

factors in greater depth.

6.3.5.1 Improving Software Quality

Within Section 5.6.4.1, we found, overwhelmingly, that people are primarily motivated

to perform the various activities through a desire to improve software quality, and

through identification with the work. Exploring this during the interviews, supports the

view that interactors are often motivated by intrinsic means. Specifically, within several

organisations, interactors were not directly incentivised for achieving a secure product

- as stated by one Scrum Master and Lead QA Engineer [O:VS-I:GH]: “no incentives

are offered - it’s part of the job”. Whilst this might imply their organisation sees little

value in offering incentives to perform security V&V, on exploration, it appears their

test engineers are motivated by the “simple reason [of ] personal pride in their work”.

Thereby echoing identification with the task [Hall et al., 2008], an attitude reflected by

the Test Manager [O:RW-I:RL] within another organisation: “[t]he way we like to look

at it is whatever I do in my job has a direct impact on someone else no matter how big

or small, positive or negative”. This is a positive finding, further supporting the view

that interactors are genuinely motivated by intrinsic factors.

Further emphasising affinity with a task, one QA Test Lead [O:CD-I:KS] stated:

“our objective is always to release a bug free product”. Exploring the extent people

were prepared to go to achieve this, we found that if they were faced with a “crit-

ical deadline”, and additional effort was required (i.e. “extended working hours” or

“working on weekends”), the incentives offered by their organisation were minimal.

Specifically, their medium-sized organisation was willing to “take care of [the] generic

necessity” (which was described as covering food, transport and accommodation). Al-

though minimal (i.e. there was no mention of overtime, bonuses or time off in lieu),

this was sufficient to motivate people in meeting their objective of releasing a product

without defects. This attitude was prevalent throughout the organisation - regard-

less of interactor type - as it was highlighted, and reinforced, that development “is a
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collaborative team effort to make a successful product”.

In some cases, people were motivated to improve software to avoid the “serious

consequences” resulting from any security failings (such as those captured within Sec-

tion 1.3.4). For example, within one organisation, who develops products intended for

a particular medical context, there were two factors motivating them to develop secure

products: whilst their “primary mission was patient safety”, the result of “any data

theft could have had serious consequences in terms of both patient safety and the public

relations of the company” [O:AG-I:DS]. Thus showing regard for the consumer of the

product, the context in which it will be deployed, and the consequences of failing to

develop a secure product to the organisation itself. Such awareness was also reflected

within another organisation e.g. “[w]e are all very aware of the affect on the company,

in terms of from a PR basis, on what security risks can do to a company” [O:RV-I:SK].

6.3.5.2 Mandated by Process

Within many of the organisations (both small and medium-sized) we found an absence

of any form of formal secure development process. However, this was not as black

and white as having a governing process or not. For example, within one medium-

sized organisation, whilst there was no overarching secure development process, there

were “some basic coding guidelines [. . . ] which make the product secure from some

generic threats” [O:CD-I:KS]. Similarly, within another medium-sized organisation,

although no secure development process is used, they rely “mostly on regressions from

lessons learned” [O:VS-I:GH]. Whilst utilising such knowledge is commendable (and

is supported by security maturity models e.g. [McGraw et al., 2016]), this reliance

suggests that the organisation has always been able to recover from the incident which

prompted the lesson. Acknowledging the potential impact of security vulnerabilities

(see Section 1.3.4), this will not always be achievable. However, even this was an

improvement over one small organisation [O:CT], where no form of secure development

process was followed.

Further, within one medium-sized organisation, whilst a secure development process

was reportedly in existence, the Product Development Director [O:SP-I:WS] clarified:

“although not a formally recognised one”. The general absence of reference to a formally

recognised secure development process suggests: that SMEs are either unaware of their

existence, or they are not suitable for such a context. However, more often than

not, there was not a strong understanding of what was meant by having a secure

development process, or whether one existed. For example, on posing the question

does your organisation follow any secure development process to one Test Manager

[O:RW-I:RL], clarification was required: “[w]hat do you mean? I am not totally sure
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what you mean by secure development process?”. Explaining, and providing examples,

the response was “[n]o, not that I am aware of. I just wanted to make sure I knew”.

Similarly, a Lead Integration Engineer [O:AG-I:DS] indicated “I don’t believe so”. This

example is worrying for several reasons, not least that the organisation is small, but that

this is an engineer of some seniority - with established tenure - within an organisation

where the importance of security was both highlighted, and acknowledged, due to the

sensitive environment in which their products are deployed. Notably, only a single

organisation employed a formally recognised secure development process. This was

within a medium-sized organisation [O:RV], however, of the three people interviewed

within this organisation, only one was able to vocalise this. This supports the view

that there is a general lack of awareness within organisations as to whether a secure

development process exists.

6.3.5.3 Instructed by Management

Although management is an important factor in determining the success of a software

project [Peters, 2003], we found that the identified interactors are generally not moti-

vated by management when performing software or security V&V (see Section 5.6.4.2).

This was also reflected during the interviews. For example, although the Head of

Engineering, within one medium-sized organisation [O:CD], was considered as being

“always above on all” and the “decision maker”, they did not influence any part of

the software development lifecycle, thereby reflecting they were more of a figurehead,

generally removed from the day-to-day engineering activities (the author has observed

this within larger organisations, but less so within smaller organisations). Whilst this

suggests, as an organisation grows, there is an increased distance between manage-

ment and engineers, we find, when it comes to the various security V&V activities

being performed within one small organisation [O:AG], a tone of evident frustration -

namely, that their VP of Engineering “ought to have had plenty of input, but he sat

back and let the development manager take most of the responsibility”. This emphasises

management influence was minimal within this organisation when it came to security

V&V.

However, within one small organisation [O:SS], the development and QA functions

each have “a team lead or a technical lead” who “are responsible for ensuring standards

in their own area”. Notably, their Development Lead “will ensure that their team

members perform the unit tests as part of the development process before that’s then

compiled into a build and then passed over to the QA team”. This is an important

function - since not only has developer motivation for performing unit testing been

shown as lacking e.g. [Runeson, 2006], the attitude held by the developers within this
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organisation - with regards to all test-related activities - was succinctly summarised

by the Product Development Manager [O:SS-I:RD] as: “they prefer not to have to do

it”. Therefore, it was only by having a senior member of the development team, with

the necessary authority, that such an attitude could be overridden - thereby leading

to unit testing being regularly performed. However, it is important to highlight the

difference existing between this senior member of the development team and the Head of

Engineering who was considered more of a figurehead: namely, the Development Lead

is a technical individual actively participating in the day-to-day engineering activities

e.g. by undertaking code reviews and performing peer reviews. This has probably

helped engender a level of trust and respect by other members of the development

team. Similarly, it is the QA Lead “whose responsibility it is to then ensure that

the testing’s done in accordance with the company’s test policy, and ensuring that the

software is fit for purpose”.

Although we acknowledged the absence of Agile-related roles (see Section 5.6.2),

within one organisation [O:RW] we found a product owner acting as the interface be-

tween the engineers and management: “promising things to the board and then we have

got the coal face”. The divide between these interactor groups is evidenced by the

following colourful comparison: “I guess it’s like the military: one does not understand

strategy and one does not understand how to fight” [O:RW-I:RL]. However, although

there is evident distance between management and those performing V&V, within one

medium-sized organisation [O:RV], the Head of Engineering is as involved in security as

anyone, since “he bears the brunt of it the most if we had a very public security issue”.

Further, it is apparent that this Head of Engineering “keeps across all vulnerabilities”,

communicating and working closely with the Security Test Engineer within the organ-

isation and, although stated somewhat in jest, the Head of Engineering’s involvement

might just be because “the one does not want to be caught out by the other”. No-

tably, this level of involvement and engagement by management - across the activities

- appears to be an exception. It also further conveys the importance of management

(and people in roles of seniority) being both engaged, and technically astute, in order

to successfully motivate people. However, this alone does not guarantee their ability

to encourage members of their team since, within one small organisation, a Senior

Test Engineer [O:DF-I:JR] indicates: “[t]he head of engineering is from a development

background, although doesn’t have a massive influence over the level of software V&V ”

(which might be attributable to the relationship between developers and test engineers,

see Section 6.3.6).
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6.3.5.4 Requested by Customers and External Factors

Whilst software security has been considered a ‘market for lemons’ [Anderson, 2001],

one Head of Engineering [O:KD-I:MF] stated that: “[m]any of our customers insist on

a penetration test report so that they can see what vulnerabilities we have and how we

are addressing them”. Further, some customers proactively ask organisations about

well-known vulnerabilities to determine whether their products are impacted. For

example, a Lead Software Test Engineer [O:RV-I:SK] emphasised: “[t]he nature of our

software . . . soon as that gets equated with a security risk, that makes a lot of people

quite nervous” (Heartbleed [Codenomicon, 2014] was a specific example given of where

customers enquired). Obviously, not all customers may have such requirements, or are

even conscious of having such requirements. However, such a group is likely to diminish

with the cost of security failures becoming increasingly apparent, as well as through

the demands of updated regulation (both through certification and legislation).

Such regulation makes a variety of demands on software producing organisations.

For example, one medium-sized organisation [O:RV] is currently working towards three

standards. As captured by one Lead Software Test Engineer [O:RV-I:ML]: “we’ve

got to use certain crypto libraries here and there”, therefore, “it’s going to need a lot

more work to make sure we’re compliant because we need to use specific libraries”.

In another example, the Head of Engineering [O:KD-I:MF], at another medium-sized

organisation, indicated: “[w]e are also ISO27001 certified, which requires us to address

security vulnerabilities” and elaborated that: “[a]s part of our ISO27001 certification,

we are required to have development practices that demonstrate security and risk are

considered”. However, achieving such certification often has at its basis the ability to

enter new markets - as summarised by one Lead Software Test Engineer [O:RV-I:SK]:

“[f ]rom a sales point of view, you can’t make sales to certain parts, to certain industries,

if you aren’t certified”. The Security Test Engineer [O:RV-I:BM] echoed similar: “the

driver is to get into new markets there”. On inquiring where this driver originated, it

transpired that the Security Test Engineer and the Head of Engineering “started looking

into this late last year or the middle of last year”, although it was the sales team who

“bumped up the priority of this, because they said, you know, we’ve had people approach

us asking about these kind of things”. Therefore, achieving such certification - which

impacts the security properties of the product and the associated V&V - is primarily

driven by interactors outside of engineering - and not the interactors directly involved

with V&V. This was supported by further discussion, where it became apparent that

the organisation’s employed defect tracking system (Jira) contained stories “that are

years old and saying, you know, we should do this”. The Security Test Engineer later

acknowledged: “[s]o, I guess the driver is from the sales team, the sale guys, them
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saying, you know, we had people approach us about this, and therefore it got bumped

up, so its them driving it”.

Within one small organisation [O:DF], whilst performing V&V is motivated by “the

clients we sell to”, this also influences the nature of the V&V being performed. This is

due to changes in this organisation’s targetted software market, where “[t]raditionally

the product would sit on enclosed networks, where external exposure was extremely

limited”. However, as stated by the Senior Test Engineer [O:DF-I:JR]: “over the last

few years our users within the market place have started to change and how the product

is accessed also”. This necessitated a change not only in V&V focus, but product

security in general, whereupon, the organisation’s Head of Engineering “is starting to

look more into the security side of parts of the product”. As noted above, the shape

of a product, and the subsequent V&V being applied, is also influenced by external

certification requests - which are not only driven by an organisation wishing to enter

new markets, but also by the organisation’s customers.

There was also acknowledgment of competitors. For example, within one small

organisation [O:DF], being “more secure than our competitors”, translated to the in-

centive of achieving “better sales”. Further, within one medium-sized organisation

[O:RV], it became evident competitors were kept in mind: “[w]e have a competitor that

had something of a security breach not so long ago and it didn’t affect us because of the

way our software works, but we’ve changed the way our software works since Christ-

mas. So, the problem facing this competitor is something that we have to be aware of

as well”. That software SMEs operate in competitive markets [Feldmann and Pizka,

2003], it is perhaps unsurprising to see some acknowledgment of competitors. However,

the number of direct references made to competitors acting as a source of motivation

was limited.

6.3.5.5 Conclusions

The interviews confirmed that improving software quality is the primary factor mo-

tivating interactors to perform V&V; thus confirming the results of the first phase

(see Section 5.8.1) and other studies examining motivation in software engineering

e.g. [Beecham et al., 2008, Hall et al., 2008]. However, whilst the basis of this moti-

vation appears to be predominately intrinsically driven, we cannot discount that other

supporting factors may be at play. For example, within one medium-sized organisation,

where “[t]he teams as a whole are motivated to produce good quality software - it is the

ethos of the development and validation departments”, it became apparent, on further

discussion, that such motivation may not solely be driven by a desire to achieve a qual-

ity product - as stated by the Product Development Director [O:SP-I:WS]: “[w]hen a
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successful release is made then there are sometimes bonuses paid to those who have been

heavily involved in that particular release”. However, this was the only example found

of a financial incentive encouraging interactors to improve software quality.

Aside from highlighting a lack of awareness, as to whether a process exists and

covers the security V&V activities practiced, the interviews also showed a lack of un-

derstanding regarding secure development processes more generally. Notably, only a

single instance was found where a recognised secure development process existed and

was actively followed, however, even this apparent exemplar was not without blemish -

since whilst the organisation’s Security Test Engineer [O:RV-I:BM] helped instigate its

adoption, we found this was initially driven by a customer. On asking the interviewee

whether people within the organisation were aware of this process, the start was pos-

itive: “[s]upport people would know that because they relay that to people externally”.

However, things then became less certain: “I would hope the engineering team would

know that. HR, would they know that, probably not. Would the sales guys know that,

maybe not, maybe not”. Of these, engineering should be aware of the process. Unfor-

tunately, having interviewed two other members of the engineering team within this

organisation, neither appeared aware. This emphasises the need to improve awareness

so as to establish consistency in practice.

We also found confirmation that management is not a strong motivator (see Section

5.6.4.2). However, we find a more nuanced view developing, namely, management

should be seen as being actively involved in the V&V activities. In the instances

where there were signs of such engagement, interviewees spoke much more positively

about their influence on V&V (both software and security-focused). Also supporting

the results from the first phase, there is little reference to being motivated by a sense

of fun - aside from a single reference to the Elevation of Privilege card game which,

although now not used as often, was: “kind of just, you know, gamification, to get people

interested and, you know, excited, you know, what’s this?” [O:RV-I:BM]. Similarly, in

terms of confirming the results from the survey, we found no signs of performing an

activity to simply tick a box.

However, customers are clearly a strong motivator, although this appears depen-

dent on the industry sector and the nature of the product. For example, a Product

Development Manager [O:SS-I:RD] was quite emphatic when stating that “ensuring

a quality and secure product is one of the key requirements in what’s required by our

customers”, explicitly vocalising that meeting these requirements is of “paramount im-

portance especially in the area in which we work, which is healthcare”, with a failure to

deliver upon these impacting the company’s reputation. Likewise, a Lead Integration

Engineer [O:AG-I:DS], whose organisation also develops products for the healthcare
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sector, indicated they are motivated to develop secure products to avoid: “serious

consequences in terms of both patient safety and the public relations of the company”.

Finally, whilst we examined the identified factors of motivation in isolation, it is im-

portant to acknowledge that they can overlap. For example, crossing the boundary be-

tween motivation by process and instruction by management, a Product Development

Manager [O:SS-I:RD], within one small organisation, indicated that the engineering

team (encompassing developers and test engineers) are motivated to perform security

V&V since “it’s part of their job description”. Further, within one medium-sized or-

ganisation [O:SP], the CTO actively requires a focus on V&V because he, in turn, is

“driven from his day to day interactions with customers and their requirements”. Con-

tinuing with this theme, we find “he is very much in touch with the major customers, for

whom verification, validation and quality are constant subjects of discussion. It is very

much the case that the need for such is fed down from above”. Thereby encompassing

customer requests and instruction by management.

6.3.6 Excluded Actors and Undesired Interactions

Within the first phase, we found that several undesired interactions - both technical

and social - impacted the V&V activities (see Section 5.6.5). The interviews enabled

us to explore these in more detail. We begin by revisiting the excluded actors.

6.3.6.1 Actors Excluded from Security V&V

The interviews did not identify any additional types of excluded actor above those iden-

tified previously (see Section 5.6.5). Generally, we found the view that “pretty much

the ones that need to be engaged with it [security V&V] are” [O:RW-I:RL], with sev-

eral interviewees indicating a variety of interactors, throughout their organisations, are

involved e.g. “items are passed up through the chain of command as required” [O:DF-

I:JR] and “we try to involve everyone, from top down, in terms of having a view, so

there is kind of buy-in across the organisation of the requirement for producing secure

software” [O:SS-I:RD]. However, exploring some of the referenced interactors, we often

find their involvement is limited e.g. within one medium-sized organisation the CTO is

“engaged” with their security V&V activities, although, by being “on the board”, they

have “a lot of responsibility so they are [engaged] as much as they can be” [O:RW-I:RL].

Notably, whilst there appears an intent to involve everyone, one interviewee succinctly

vocalised the general situation: “security is the job of everybody, not necessarily ev-

erybody knows enough about it to contribute” [O:CT-I:DS]. Otherwise, the interviews

confirm the results from the first phase i.e. although the primary interactors should
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be involved, universally, they are not (for example, within one medium-sized organi-

sation [O:VS] it is reported that developers should be engaged); and that undesired

interactions and resource flows inhibit interactor involvement with the various security

V&V activities e.g. “in an ideal world, a software tester with knowledge and experi-

ence of security testing would have been involved, but no such person existed within the

organisation” [O:AG-I:DS].

We now explore the identified undesired interactions.

6.3.6.2 Developer Perception of Test-related Activities

On posing the question: are developers happy to perform test-related activities, the

response by one Test Manager [O:RW-I:RL] was immediate: “[n]o, they are not”. Ex-

ploring this, the situation is not as black and white as it first seemed since, although de-

velopers “wouldn’t pickup up something and just test it”, we find “they would test their

own work”. However, typically, we find test-based activities are considered second-

class activities [Bertolino, 2003] by developers. This is best illustrated by a Product

Development Manager [O:SS-I:RD], who captured the view held by their organisation’s

developers as: “[i]t’s one of those, kind of, washing the dishes type jobs, you’ve got to

do it but nobody likes actually doing it”. Notably, equating testing to a rather thank-

less, generally unpleasant task (developers have previously regarded software testing

negatively e.g. [Rooksby et al., 2009]).

However, within some organisations, there is acknowledgment that even though

testing might be considered an unpleasant task, it is one which needs to be done. For

example, within one organisation, although developers perform test-related activities

regularly, this appears somewhat grudgingly - as indicated by the Head of Engineering

[O:KD-I:MF]: “[w]hether they are happy to do this is a different matter”. This further

supports the view that interactors are not motivated by a sense of fun (see Section

5.6.4.3). However, whilst the Head of Engineering acknowledges that “[d]evelopers

will prefer not to do those activities” - reinforcing the second-class perspective - they

“recognise that they must be done so will pick them up”. This shows an identification

with the task - and motivation to create a quality product (thereby echoing [Beecham

et al., 2008, Hall et al., 2008]) - and supports the view that software engineers are mo-

tivated by conflicting needs [Fairley, 2009]. Exploring the reasons for their not wanting

to perform test-related activities, the Head of Engineering stated: “they would prefer

not to create the test scripts or test scenarios”, but “would rather pick up existing test

scripts and run through them manually or write automation tests for them”. This sug-

gests, within this organisation - where Agile has been adopted - that developers wish

to avoid engaging too closely with test-related tasks i.e. by investing the time to design
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tests. Specifically, there is a preference to execute or automate existing tests. Such an

approach completely separates the developers from the creative aspect of test design,

reducing the impact of their knowledge in helping shape the test approach. Given that

many developers have not been exposed to software test design techniques [Copeland,

2003], and that manual test case design is time-consuming and requires considerable

expertise and experience [Chawla et al., 2016], this may explain their reluctance in

helping formulate test designs. Additionally, focusing on automation (although ben-

eficial, see Section 2.4) appears to reflect a desire by developers to keep within their

comfort zone of writing code. Notably, some developers prefer Agile environments,

since: “they feel they can just write code and let other people worry about the details,

results, testing, etc” [Crowder and Friess, 2015, p. 22], which supports the observed

focus on test automation by developers, to the exclusion of test design.

Similarly, a Lead Integration Engineer [O:AG-I:DS] indicates that developers were

never involved in software testing. This emphasises the traditional role divide between

developers and test engineers even within organisations practising Agile. However,

as a good working relationship existed between the two interactors (e.g. “[d]evelopers

and testers sat opposite one another and worked together closely”), the interviewee

indicated: “so I suspect that they would have got involved if absolutely necessary”,

although this was later qualified with: “I can’t say for sure whether they would have been

happy to get involved”. Other respondents were less positive, with one Scrum Master

and Lead QA Engineer [O:VS-I:GH] reporting that the second-class citizens [Juristo

et al., 2006] attitude is still present within their organisation. For example, when

asking whether developers are happy to perform test-related activities there was a firm

response of: “[n]o! They see it as beneath them”. Further, within some organisations,

this appears to vary by developer e.g. “some are happy to perform testing duties and are

very vigorous”, however, “some say they have [performed some testing], but receiving a

new build it is quite obvious that they haven’t” [O:DF-I:JR]. Whilst the former attitude

is pleasing, the latter clearly demonstrates a strong antipathy towards testing, running

counter to the otherwise prevalent attitude of wanting to improve software quality

(which, as we found, was the primary motivator for performing any V&V activity, see

Section 5.6.4.1).

In summary, our findings support the view that test-based activities are gener-

ally considered unpalatable by developers (this was apparent when interviewing both

developers and test engineers). This is true for both software and security-focused

testing. However, it is particularly concerning when, given the choice, developers ap-

pear more likely to prefer to undertake software testing (e.g. “because they know it

inside out” [O:VS-I:GH]), than security-focused testing (as “it is quite a complex area”
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[O:RW-I:RL]; with a Product Development Manager [O:SS-I:RD] also emphasising that

developer testing “would not be of that complexity”). Significantly, developers appear

to require some form of encouragement to perform any form of test-based activity

(i.e. with it becoming a formally recognised responsibility) e.g. with a Product De-

velopment Director [O:SP-I:WS] indicating: “[a]ll developers do an amount of testing

as part of the development process and are responsible for putting together auto tests

for use once their software is in the final product. They also act as tester during the

final system test of the product”. This emphasises the importance of actively motivat-

ing developers in performing test-based activities (for example, through ensuring and

enforcing a process [Testa, 2009]).

6.3.6.3 Relationship Between the Primary V&V Interactors

Within the first phase, even with the wide adoption of Agile (advocating the engi-

neering generalist [Meszaros and Aston, 2007]), all organisations distinguished between

developers and test engineers (see Section 5.6.1). The interviews did not contradict

this, with one Product Development Manager [O:SS-I:RD] - even though their organi-

sation proclaims to practice Agile - clearly vocalising: “there is a distinct separation”

between them.

In several instances, this strict role separation has negatively impacted the V&V

activities due to developer and test engineer conflict e.g. a Scrum Master and Lead

QA Engineer [O:VS-I:GH] states: “[t]here seemed to be a them and us” attitude preva-

lent throughout their organisation. This was further exacerbated by the developers

not wanting to engage with the test engineers as “they did not seem to like being

challenged”. Exploring the issue of being “challenged” led to the understanding of:

“[c]hallenged in how the system worked mainly, if new functionality was being intro-

duced they didn’t want testers involved in discussions. It was like they felt we couldn’t

bring much to the table”. This is suggestive of a vicious cycle. For example, [Zhang

et al., 2014] found that some developers reported conflict between themselves and test

engineers due to the latter not possessing sufficient product knowledge. However, we

found, within a well-established, medium-sized organisation, that such conflict has ap-

parently resulted in the complete degradation of communication between the two types

of interactor, whereupon, developers did not wish to engage with test engineers on how

the product was evolving. This demonstrates a dismissive attitude entirely reminiscent

of the reportedly held developer view of test engineers as second-class citizens [Juristo

et al., 2006]. It also supports the adversarial nature of software testing, the conflict

which can result between developers and test engineers [Sawyer, 2001, Cohen et al.,

2004, Zhang et al., 2014] - and its impact on V&V (i.e. forcing test engineers to ex-
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plore a black-box on their own, an approach not conducive to effective security testing

[Thompson et al., 2002, Potter and McGraw, 2004]) - demonstrating that such atti-

tudes have become firmly established within this organisation. Significantly, discord

between the primary interactors can impact software quality [Zhang et al., 2018]. As

we found (see Section 5.6.6), developers and test engineers need to communicate to

perform V&V effectively. Unfortunately, a direct consequence of this attitude was that

“[i]t made the junior testers less likely to go to them [the developers] if there was an

issue”.

Whilst the above was the most extreme example found, often the situation was less

entrenched and vociferous e.g. one QA Test Lead [O:CD-I:KS] regarded the relationship

between developers and test engineers as being “some kind of love/hate relationship”.

Specifically, they acknowledged that whilst test engineers need to find defects - and

that developers “treat this activity professionally” - “some are very particular to their

work so they take bugs as ego”. This results in some developers becoming frustrated.

However, and given the closeness between the primary interactors within this organi-

sation, this frustration does not necessarily have a negative impact. As the QA Test

Lead summarises: “at the end of the day we are a team, so it’s nothing personal to

anyone” - importantly, adding: “and it works like this”. Thus any frustration is mo-

mentary (which contrasts to the example above, where such attitudes have pervaded

the engineering team and become normalised).

Seniority also played a role in the relationship between developers and test engi-

neers. Notably, within the organisation where junior test engineers were less likely to

communicate directly with developers (because of the observed level of conflict within

the organisation), it became apparent, when exploring whether this conflict was a re-

sult of age or tenure, it “[s]eemed to be the case with the guys that had been with the

company a while, newer ones to join were keener to help for a while until they learned

to work like the others” [O:VS-I:GH]. This emphasises that a negative culture had de-

veloped and was shaping the view of other developers towards test engineers, echoing

[Shah and Harrold, 2010] in that the attitude of senior members can influence the at-

titude of others towards testing. However, we find this appears to be less concerned

with a specific activity, but the relationship between two types of interactor, thereby

displaying a greater detrimental impact socially.

Exploring the concept of seniority, and its impact on the interaction between devel-

opers and test engineers with other interviewees, it became apparent that such unde-

sired interactions were more the result of individuals rather than any ingrained organi-

sational culture that could be generalised across either type of interactor. For example,

although technical expertise and age were touched upon when discussing the impact of
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seniority, a Security Test Engineer [O:RV-I:BM] felt “it’s definitely more down to per-

sonalities rather than anything else” e.g. it was accepted that junior developers could

be equally dismissive to test engineers as more senior developers (in terms of both ex-

pertise and age). However, within another organisation tenure had a positive, rather

than a negative impact - for example: rather than allowing any dents to their “ego” to

fester, developers learn “later on with their experience they understand QA are their

best friend to make a successful product” [O:CD-I:KS].

6.3.6.4 Perception of Primary V&V Interactors by Others

To some extent, the attitude adopted by developers towards test engineers is reinforced

by those outside of an organisation’s engineering team. Specifically, whilst some parts

of an organisation might see the value in test engineers and the activities they perform,

this view is not universal. As one Scrum Master and Lead QA Engineer [O:VS-I:GH]

indicates: “[t]esters to some of the business seemed to be helpful resources but to oth-

ers they could not understand why we were there”. The importance of organisational

support is well-known, with a lack resulting in test engineers losing both motivation

and interest in their work [Perry, 2006]. V&V, both software and security-focused, is

unlikely to be successful - or mature - when one of the primary interactors is considered

superfluous. Unfortunately, this is not an isolated instance and reflects the view that

developers are often perceived as having a higher level of social status and visibility

within an organisation than test engineers [Zhang et al., 2018]. For example, one Secu-

rity Test Engineer [O:RV-I:BM] (who straddles both interactor groups technically and

physically) indicates, after some reflection, that developers and test engineers are not

perceived as equal within their organisation, observing: “I think there is still that kind

of fundamental, developers seen as, you know, higher up than testers”. This is echoed

by a Senior Test Engineer [O:DF-I:JR]: “unfortunately developers are still perceived as

being of a higher level within our organisation”. Thus it is not just developers viewing

test engineers as second-class citizens [Juristo et al., 2006], but it is a view harboured

throughout an organisation (we recall test engineers interact with various people within

an organisation [Hass, 2008]).

Whilst test engineers appear to suffer the brunt, developers are not immune to

criticism from other quarters within an organisation. For example, whilst a Head of

Engineering [O:KD-I:MF] indicates that: “[t]echnical teams have a respect for develop-

ers, as they can answer the technical questions that they might have” (which reflects

the level of knowledge held by developers and the respect that that in turn garners). It

was also stated that non-technical teams, such as sales and marketing, “have a lower

level of respect” for developers - apparently: “[t]o them, the software has bugs and that
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is the fault of the developers”. However, more generally, developers and test engineers

are considered as a single group, perceived almost equal in status by those outside

of engineering e.g. a Test Manager [O:RW-I:RL] indicates that whilst those outside

of engineering respect the engineering team: “I think we frustrate them sometimes”.

Such frustration is primarily driven by their not: “realis[ing] how long it can take some-

times to get even what may seem like a small feature through something”. Interestingly,

the interactors external to engineering “see the necessity for both” developers and test

engineers but “they might lean towards developers more”. This is due to developers

being able to “do what they want and could always get it [the product] out the door

without going formally through system test” (which supports the dispensability of some

test-based activities [Rodrigues et al., 2010], see Section 5.6.5). The frustration by

interactors outside of engineering, regarding the time taken to progress a feature or

product, is echoed by one Lead Software Test Engineer [O:RV-I:ML]. In this particu-

lar instance, marketing, where “there would be a bit of annoyance, that stuff takes too

long to happen and they always, kind of, want stuff now, now, now, now, now” (such

frustration has been witnessed within the author’s experience of working for an SME).

Notably, these examples highlight the competitive nature of software SMEs [Feldmann

and Pizka, 2003], and how the desire in the software industry to be first to market

(which shares “the spotlight with other quality attributes” [Offutt, 2002, p. 29]) can

result in V&V activities being deemed unnecessary [Hutcheson, 2003].

Overall, the technical interactors, based outside of engineering, have a greater level

of respect for those within engineering than the non-technical interactors. We observed

examples of this above, however, we use one medium-sized organisation [O:RV] to high-

light this: specifically, whilst their marketing team (a non-technical team) can become

frustrated at the engineering team (both developers and test engineers) as they “are

always going to want stuff immediately”, the relationship between the organisation’s

engineering team and their customer support team is positive. This is primarily due to

customer support being more technically-oriented. This has resulted in a relationship

where they “come over and have a chat with people around, around the engineering

department”. The informal, casualness captured by this supports the positive nature

of the relationship (in contrast to the energised - and emphasised by the interviewee

with clicking fingers - “now, now, now, now, now” mindset exhibited by the market-

ing team above). Similarly, within another organisation, there is a close relationship

between the customer support team and engineering i.e. “[s]ervice desk worked closely

with us, and appreciated our input and help” [O:VS-I:GH]. However, and strengthening

the view that non-technical interactors do not view engineers in a wholly favourable

light, a Product Development Director [O:SP-I:WS] indicates whilst “[t]he rest of the

199



6.3. V&V Practice Chapter 6.

organisation has a high regard for the engineering team”, it is felt “some issues are over

complicated by the engineering team”. Specifically, it was indicated that “[c]ertainly

some elements of the sales and marketing teams think that coding is easy and anything

can be achieved that might be requested”.

Although there is a stronger appreciation for the two primary interactors by other

technical interactors within an organisation, some exceptions exist. For example, one

Scrum Master and Lead QA Engineer [O:VS-I:GH] indicated that the “training team

didn’t like us”. Specifically: “they would ask for new functionality and not show up

to meetings to discuss, so it was developed how ‘we thought best’ then they would say

the testers didn’t test it right when they found it wasn’t doing what they hadn’t asked

for!” (this example also reinforces that test engineers can be seen as the easier target).

Similarly, a Senior Test Engineer [O:DF-I:JR] reported that “the support team seem

to be afraid to come into the development room”. Although a small organisation, it is

apparent that the “[t]he engineering side of the company does seem to be a little isolated

at times”. Both examples convey a need to improve the V&V-related communication

between the different interactors throughout an organisation (which was acknowledged

by the interviewee i.e. it is necessary to “encourage more interaction with the other

teams”). The Scrum Master and Lead QA Engineer also reports that: “[o]nce I had

sat with Marketing they could see the benefits of us being there and would call to ask

questions prior to visiting potential clients”. Whilst this acts as another counterexam-

ple - where we have generally seen interactors, such as marketing, viewing engineers in

an unfavourable light - it also shows the value in establishing communication between

the technical and non-technical interactors when it comes to V&V, which is important

when considering the power held by the interactors outside of engineering.

6.3.6.5 The Influence of Power Outside of Engineering on V&V

Having established how engineers (both developers and test engineers) are viewed by

those outside of engineering, it becomes necessary to understand the power relationships

which exist between these two groups and the impact this has on V&V. Notably, the

interviews confirmed that, generally, the interactors based outside of engineering have

more power. The prevalence of this is best indicated by the Test Manager [O:RW-

I:RL] within a medium-sized organisation: “I found that not only in our organisation,

but anywhere I have worked”. They vocalised that such interactors were able to exert

their power by applying pressure e.g. “if they want it they want it now”. As above, we

found this sense of urgency expressed within other organisations by interactors external

to engineering (e.g. “now, now, now, now, now” [O:RV-I:ML]). We observed similar

within small organisations where, for example, the Product Development Manager
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[O:SS-I:RD] confirmed that: “the overall power would sit outside of the development

team”.

Unfortunately, interactors outside of engineering - with their elevated power - can

negatively impact V&V (i.e. the activities predominately performed by interactors

within engineering, see Section 5.6.1). For example, as communicated by the Prod-

uct Development Director [O:SP-I:WS] within a medium-sized organisation: “[l]ast

minute changes in requirements” and “[c]hanges in priorities from Management” im-

pact software and security V&V. Similar changes also impact the activities within small

organisations (e.g. [O:DF]). The impact of last minute changes is well known [Cohen

et al., 2004] and can “severely impact testing and product stability” [Galen, 2005,

p. 87], however, we confirm this within an SME context and find that it impacts a

broad range of V&V activities i.e. not just software testing.

The interactors outside of engineering are also rigorous in enforcing release dead-

lines, leading to some V&V activities becoming squeezed. This impacts some activi-

ties more than others e.g. as a Product Development Manager [O:SS-I:RD] vocalised:

“with testing always being at the backend of the process it’s always the one that does

get squeezed” (reflecting the findings of others e.g. [Nguyen et al., 2006]). This em-

phasises the need for not considering testing solely towards the end of a project. Such

“interference” not only impacts the activities, but also the primary interactors. For ex-

ample, within a medium-sized organisation, one Scrum Master and Lead QA Engineer

[O:VS-I:GH] indicated that “releases were held if work was not complete”. Exploring

who enforces this pressure, they responded it was “[t]he business sadly”. This resulted

in evident exasperation, with the interviewee conveying that they were “[f ]rustrated

beyond belief ”, emphasising that it was “[l]ike I wasn’t being listened to” and that

“[t]est doesn’t matter!”. This echoes the finding that “[t]he loss of testing time was

interpreted to mean testing was not highly valued” [Cohen et al., 2004, p. 79]. It also

supports the held view that test engineers, and test-based activities, are second-class

[Bertolino, 2003, Juristo et al., 2006].

Whilst such views are typically held by developers [Juristo et al., 2006], we find

they are also held by interactors with the power and influence to change such attitudes

(thus also supporting the observed lack of management support, see Sections 5.6.4.2 and

5.6.5). Unfortunately, the pressure to reduce V&V often originates at an organisation’s

board level. This makes it difficult - if not impossible - for an individual to continue

their activities when faced with a deadline. Such pressure to release evidently filters

down within an organisation since, although within one organisation it is the product

manager who officially determines when a product is ready to be released, the Senior

Test Engineer [O:DF-I:JR] interviewed stated: “although this is often under pressure
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from the Board”. In this instance, both software and security V&V are squeezed as

release deadlines loom. Within another organisation, a Software Tester [O:CT-I:DS]

indicates that “when you’ve got sales people selling stuff ” and when “you’ve got the

potential to become a multi-million pound company - well, a multi-hundred million

pound company - and you’ve got a board that are seeing the pound signs, the pressure

will be on [meeting the primary functionality]”. This results in software testing being

prioritised over security testing. Interestingly, and with regards to the two most senior

engineering interactors within this organisation, although “they’ve got the power to try

and exert their influence [in terms of the security-focused activities], but, you known,

the thing is at the moment we are very sales driven. We are all about land grab if you

like, get the foot in the door, get some more contracts, chances are you are going to get

bigger ones afterwards. And that is really where the board and the CEO are focused”.

These examples highlight an unfortunate combination - negatively impacting secu-

rity V&V - namely: not only do senior interactors view the various V&V activities as

being dispensable (we recall this was the primary social factor impacting V&V, fol-

lowed by a lack of management support, see Section 5.6.5), but there appears to be a

preference for prioritising software testing over security testing. A reduction in testing

scope - due to time pressures - has been echoed by others e.g. [Gilbert, 2011]. However,

having acknowledged the complexity of security V&V (see Sections 3.2 and 5.6.5) we

should not overlook this aspect, especially when the Product Development Director

[O:SP-I:WS], within a medium-sized organisation, observes, in terms of security V&V:

“there is too little real understanding of what is needed at the higher levels”.

6.3.6.6 Security V&V is Complex, Compounded by a Lack of Training

Security V&V encompasses a set of complex activities [Austin and Williams, 2011].

To perform such activities effectively, knowledge of a product’s internal workings is

required [Thompson et al., 2002, Potter and McGraw, 2004]. Developers (as opposed

to test engineers) are more likely to possess this level of understanding (e.g. as be-

came evident: “a developer is often able to make better arguments based on the code”

[O:RV-I:SK]). However, within one organisation, developers were more likely to want

to perform software V&V than security V&V when “[g]iven the choice [. . . ] because

they know it [the product] inside out and don’t have to think” [O:VS-I:GH]. Whilst

this shows a utilisation of their product knowledge, it also shows an unwillingness to

embrace a “notoriously difficult task” [Mahmood et al., 2012, p. 22]. A Test Man-

ager [O:RW-I:RL], within a medium-sized organisation, also observes that developers

“probably wouldn’t want to do security ones and the only reason is is that it is quite

a complex area sometimes and not everyone understands it”. Similarly, this attitude
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is present within small organisations, with one Product Development Manager [O:SS-

I:RD] unequivocal in the view that developer performed unit testing would not encom-

pass security e.g. “certainly the development side of the unit tests they do would not be

of that complexity”. These examples show reluctance - by the interactors best placed

to address security-focused testing - to embrace a complex activity. They also highlight

the impact a lack of experience and training has on security V&V.

Given the evident lack of training (see Section 5.6.7), coupled with the complexity

of security V&V itself - a predominately black-box approach has been taken within

many of the organisations. For example, within one small organisation [O:SS], whilst

white-box testing is performed, when it comes to security, the “specific, testing around

that area is very much black-box, purely because that’s the way that the QA team tend

to do their testing” [O:SS-I:RD]. However, whilst we initially perceived this as an issue

of training and the skill set of those involved, it would seem, according to the Product

Development Manager that, in terms of the QA team: “they’re not interested about

what happens in the box, they just put their inputs in and expect the required outputs to

come out”. This suggests apathy, therefore, security has almost become ‘someone else’s

problem’ within this organisation e.g. the unit testing performed by the development

team avoids security because of its inherent complexity, and whilst the QA team views

security-based testing “as more niche”, their security testing is of a more functional

nature e.g. “it’s more broad, more system and integration type testing that the QA

team do” (this is a rather limited approach to security testing, see Section 1.3.5).

Therefore, to some extent, security appears to have fallen between the cracks within

this organisation.

Similarly, a Senior Test Engineer [O:DF-I:JR], within another small organisation,

considers their security testing as being more “[f ]unctional and more black-box”. Ex-

ploring why, it transpired this was due to a “[l]ack of knowledge and expertise and

often from finding items by accident”. Whilst this adds further support that security

testing is complex, what it also highlights is troubling - namely, finding vulnerabili-

ties by accident. This, and examples conveying attitudes such as: “if I am going to

run the security tests a lot of them are black-box [. . . ] I will just provide the results”

[O:RW-I:RL], not only support the evident, general lack of knowledge concerning secu-

rity V&V, but they also help mask the underlying problem i.e. if vulnerabilities are seen

as being found within an organisation, there is unlikely to be the necessary impetus to

invest further in security-focused training. Fortunately, although many organisations

rely on a black-box approach, some acknowledge their lack of knowledge e.g. with-

out any specific prompting, the Product Development Director [O:SP-I:WS], within a

medium-sized organisation, indicated that the organisation’s “staff would benefit from
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further specific training in this area”. Elaborating, it became apparent that “[s]o far,

the vast majority of security V&V has been put in place due to the engineering team

knowing it is the right thing to do”. However, this reliance on individuals knowing what

the “right thing to do” is in the first place (i.e. through having “had to investigate how

to do this themselves rather than a specific training plan being put in place”) has re-

sulted in the interviewee fearing that “[t]his has perhaps lead to a piecemeal approach

rather than a unified strategy and standard methodology”. Ultimately, and aside from

further emphasising the “piecemeal approach”, we find - in all but one organisation

(namely, [O:RV]) - an absence of any formally recognised security V&V authority or

champion. This has probably contributed towards the observed levels of security V&V

outsourcing (notably, within the organisation where there is a recognised security V&V

champion, the organisation does not engage in any form of outsourcing).

6.3.6.7 Outsourcing Security V&V

Outsourcing, “a rational response to competitive pressures” [Oza et al., 2004, p. 67]

(such pressures are particularly evident within software SMEs [Feldmann and Pizka,

2003]), is technologically and organisationally complex [Nicholson and Sahay, 2001].

Therefore, although outsourced engineers are involved across all V&V activities (see

Section 5.6.1), with an evident desire to further increase their involvement - especially

regarding security V&V (see Section 5.6.2) - we found their engagement is not without

difficultly i.e. aside from resource flow concerns, there are also undesired interactions.

As many organisations become frustrated when their outsourcing attempts fail [Smuts

et al., 2010], it is pertinent to explore these instances in more detail.

Such frustrations were emphasised by a Senior Test Engineer [O:DF-I:JR] who,

when asked whether their organisation’s software V&V activities should be outsourced,

responded: “[n]o, this was done previously and left the company in a near state of

ruin”. Seeking elaboration, the outsourced agency (based in India) was unreliable

e.g. “the quality of the work coming back was of a poor level and the time to get things

done” was unacceptable. Whilst it was acknowledged that “[i]t may be different with

outsource companies now”, they stated “I don’t think our company would be willing to

try” again. This supports the importance of establishing, and maintaining, trust with

an outsourced software company [Oza et al., 2006] (this relationship is discussed in

an Indian-based outsourcing context). However, although this outsourcing experience

was negative, it would not dissuade them outsourcing their security V&V since: “[w]e

have started to look into the prospect of outsourcing to specialist companies”. Notably,

and aside the usual concerns (which have become heightened based on their previous

experience) of “finding the correct company and within a reasonable budget”, it shows
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an acknowledgement, within the organisation, that there is a “[l]ack of knowledge and

expertise” with regards to security V&V, leading the interviewee to state: “I think

there are experts that can find, analyse and help resolve items much quicker” (access

to technical expertise is an obvious benefit of outsourcing [Smuts et al., 2010]).

Similarly, a Product Development Director [O:SP-I:WS] indicated their software

V&V “has been outsourced in the past with little success”. Expounding on this, it be-

came apparent that “the product is complex and it is necessary to understand some of

the ways in which the product is intended to be used in order to design appropriate tests

for it”. However, in this instance, it was not only product complexity impacting the

ability to successfully outsource their software V&V, it was also the strong relationship

which existed between the organisation’s developers and test engineers, where: “given

that the testers and developers work so closely, outsourced testing would not work”.

Arguably, whilst we would consider such a healthy, productive relationship as being an

exemplar, it also shows how the closeness of the relationship potentially prevents the

use of outsourcing. Notably, this organisation does not currently outsource any secu-

rity V&V, however, they acknowledged that “[a]n amount of black-box security testing

could be outsourced, and perhaps should be outsourced”. The interviewee made several

references to the need to improve the level of security V&V within their organisation,

therefore, and as above, it is unsurprising that the organisation - although unsuccessful

in the past when outsourcing their software V&V - would still consider outsourcing

their security V&V. However, it was admitted, based on the strength of the working

practices and relationships within the organisation, that “the ongoing testing through-

out the development process would make outsourcing of this difficult”. Further, by only

outsourcing the black-box element of their security testing, they are not making the

best recourse to the available, external security expertise (effective security testing is

more than a black-box exercise [Thompson et al., 2002, Potter and McGraw, 2004]).

The examples above support the findings in [Oza and Hall, 2005], namely, that

several difficulties and challenges exist when outsourcing. Notably, Oza and Hall dis-

cuss these difficulties specifically within an Indian software outsourcing context. We

highlight that of those organisations where interviews were conducted, and where an

outsourced agency was employed, it was the organisations utilising Indian-based out-

sourced agencies who were more often to report problems. Specifically, we did not

find such negative experiences being reported when using outsourced agencies based in

other countries (Russia [O:CT] and Ukraine [O:RW] for example). Whilst there might

be cultural implications at play e.g. frustrations due to the deference between British

managers and Indian programmers [Krishna et al., 2004] (which was supported by one

Software Tester [O:CT-I:DS] who vocalised that “deadlines don’t mean anything in In-
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dia”, elaborating: “yeah it will be done by then; the deadline slips, slips, slips, slips,

endlessly slips”), there are a variety of other factors which could impact the relation-

ship e.g. [Oza and Hall, 2005, Smuts et al., 2010] (some of which were observed by

the author when managing the outsourced software V&V activities for a software SME

when using an Indian-based outsourcing agency). Interestingly, Krishna et al. suggest

that cultural training - for both the organisation and the outsourced agency - could im-

prove the software outsourcing relationship, however, as found, training within software

SMEs is limited (see Section 5.6.7).

Aside from the difficulties observed when outsourcing, outsourcing security V&V

could itself be viewed as an “undesired interaction” - specifically, with regards to reduc-

ing the level of in-house knowledge and capability. Thus, whilst outsourcing security

V&V can be considered attractive (e.g. as vocalised by one Product Development Man-

ager [O:SS-I:RD]: “it would be nice to have the resource, the specialist resource in-house

all the time, sometimes, depending on the requirement you do have to outsource”), when

posing the question should software and security V&V activities be outsourced, one

Lead Integration Engineer [O:AG-I:DS] responded: “[i]n both cases, the ideal answer

is no”. Elaborating, it became apparent that the desire to retain, and further develop,

V&V knowledge in-house was a key consideration to their organisation: “[t]esting any-

thing in-house allows an organisation to both retain knowledge within the permanent

staff and reduce the risk of inside knowledge ‘getting out’”. This response also reinforces

how sensitive a subject security is (security concerns, regarding the use of outsourcing,

have previously been raised e.g. [Fink, 1994, Ranganathan and Balaji, 2007, Smuts

et al., 2010]). In addition, and echoing the view that sometimes the application of se-

curity V&V is “a one-off activity” [O:SS-I:RD], or only undertaken “[a]fter each major

release” [O:KD-I:MF], the Lead Integration Engineer [O:AG-I:DS] indicated that “it

is not always realistic to employ somebody full time in such a role”. Therefore, whilst

outsourcing can help address an immediate knowledge gap, we find that not only does

it hinder improving knowledge levels within an organisation (e.g. resulting in a loss

of technical expertise [Smuts et al., 2010] which, in the author’s own experience, also

hinders the ability to appropriately guide and focus the outsourced agency), but that

trust issues and resource issues can surface as a result.

6.3.6.8 Conclusions

Within the first phase we presented our findings in terms of the resourcing constraints

and the undesired social factors found within software SMEs (see Section 5.6.5). The

interviews afforded the opportunity to further explore these. For example, within

Section 5.6.1, there is a noticeable lack of developer participation in test-based activities
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(both software and security-focused). The existing literature suggests that test-based

activities have been viewed in a negative light [Bertolino, 2003, Rooksby et al., 2009]

and that there are strained relationships between developers and test engineers [Sawyer,

2001, Cohen et al., 2004, Juristo et al., 2006, Zhang et al., 2014], however, we did not

really develop an understanding as to whether such views were actually harboured

within software SMEs and whether they were applicable, by extension, to the security-

focused test-based activities. The interviews helped confirm that such conflict not only

exists within software SMEs, but that it has a real impact on the V&V activities being

performed. As conveyed by one Senior Test Engineer [O:DF-I:JR]: “you will always get

difficult individuals from both development and test”, supporting the view that conflict

between developers and test engineers is inevitable [Zhang et al., 2014, Zhang et al.,

2018]. It also underlies the importance of considering the surrounding social factors

(such as poor team work, poor communication and lack of motivation) and not focusing

solely on the technical aspects of V&V (see Chapter 3). Additionally, we found, like

[Shachaf and Rosenbaum, 2009], that it was necessary to explore both the technical

and the non-technical interactors which exist within a STIN (especially since the latter,

although often not directly involved in the V&V activities, have a strong influence over

them and the interactors actually involved).

It is also important to acknowledge - aside from how developers perceive test-based

activities and how developers and test engineers work together and perceive one an-

other - that each type of interactor has a role to play. As a Product Development

Manager [O:SS-I:RD] states, whilst “you could argue that the development team is

more influential, or has more influence [. . . ] conversely, the QA team could stop a

release being delivered”. In addition, one Lead Integration Engineer [O:AG-I:DS] indi-

cates that “testers’ voices were considered to be as important as those of developers”.

Unfortunately, this does not shield the test engineers from the majority of the levelled

criticisms and pressures faced (which, as the interviews attest, originate both within,

and outside, of an organisation’s engineering team). This is probably in part unavoid-

able e.g. with activities such as system test taking place towards the end of a project,

it is perhaps understandable that views such as “[d]evelopment are still perceived as

the team who make it work and test more of a team that seem to hold the releases up”

[O:DF-I:JR] are perpetuated.

Continuing with the theme of time, we recall that the primary resourcing constraint

identified in the first phase was a lack of time. This is supported by other empirical

studies e.g. [Park et al., 2008, Larusdottir et al., 2010, Rodrigues et al., 2010]. How-

ever, the interviews enabled us to understand the driving force behind the enforced

deadlines (resulting in a lack of time) through examination of the power held by the
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interactors outside of engineering and their influence on the activities (e.g. the evident

lack of management support translated into the activities being viewed as dispensable).

The interviews also allowed us to explore the next most reported resourcing constraint

which, in terms of security V&V, was a lack of training and knowledge. As observed,

security V&V is a complex topic and this has implications. Specifically, whilst there

was a general preference for developers to avoid test-based activities we find, given the

choice, that they would prefer to undertake software test activities rather than security-

focused test-based activities. Prior to the interviews, such a finding could perhaps be

surmised by extending the general avoidance and dislike of software testing by develop-

ers to encompass security-focused testing as well, however, what we predominately find

is that the avoidance of security-focused test activities is based on one of expertise.

This supports the distinction found in the first phase in how resourcing constraints

impact the two sets of test-based activities differently i.e. security-focused activities

are significantly more impacted by a lack of training and knowledge.

This lack of expertise also appears to drive the outsourcing of security V&V. As

found within the first phase (see Section 5.6.2), there was an increased reliance on out-

sourced engineers for the security V&V activities - as well as a desire to further increase

their use. In most cases, this was the result of a lack of security V&V knowledge within

an organisation. This was substantiated by several organisations, who having failed in

their software V&V outsourcing attempts - and who were not going to undertake such

a venture again - but who were still considering outsourcing their security V&V. No-

tably, it was not unexpected to find some references to outsourcing failures since it

has been reported that half of all offshore sourcing initiatives fail [Foote, 2004]. Foote

indicates that organisations adept at people management, and handling change, tend

to be more successful when outsourcing. This is concerning since, more generally, we

find that the V&V activities do not receive sufficient management support (see Sections

5.6.4.2 and 5.6.5). For example, within one organisation, the Scrum Master and Lead

QA Engineer reported there were “some developers in the dark ages who still wanted to

develop then put it [the product] straight to live” [O:VS-I:GH], therefore, completely ig-

noring test (an example supporting the findings regarding a developer’s perceptions of

test-based activities and test engineers). Unfortunately, the situation was compounded

by the organisation’s management adopting the attitude of “oh well its just them [the

developers]”. Whilst several people attempted to change this, such attempts have yet

to succeed (the interviewee acknowledged that, without training, the situation would

not change). Other examples demonstrating a lack of management support include the

reported attitude exhibited by the VP of Engineering within one small organisation

[O:AG], which was one of disinterest towards security V&V and, in terms of security
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V&V practice, we recall that there is “too little real understanding of what is needed

at the higher levels” [O:SP-I:WS]. Thus, and coupled with the observed suboptimal

communication regarding outsourcing (see Section 6.3.7.4), we feel that outsourcing

security V&V should not be viewed as a “magic bullet”. It also shows how many of the

reported undesired interactions have become entangled with one another, for example,

a lack of training, a lack of management support and poor communication - all of which

not only impact the V&V activities directly, but which are also critical in determining

the success of any outsourcing attempts [Foote, 2004, Krishna et al., 2004, Babar et al.,

2007].

6.3.7 Existing Communication Forums

Having observed how central communication is to V&V (see Section 3.2), we further

explore this by discussing several identified themes.

6.3.7.1 Co-Location of the Primary Interactors

In many cases, communication between developers and test engineers was assisted by

their sitting amongst each another. As one Test Manager [O:RW-I:RL] succinctly

summarises: “[w]e sit together in the office”, therefore, “the developers and testers

communication is very good”. This is echoed by one Lead Integration Engineer [O:AG-

I:DS], who observed that the communication between the primary interactors directly

benefited from this physical closeness - as they: “sat opposite one another and worked

together closely to discuss how functionality might be implemented and how it could

be tested, including such things as test cases required”. Aside from demonstrating a

positive relationship, the topics of discussion are also notable i.e. the communication

not only concerns test specific topics, but also implementation. This is suggestive,

within this organisation at least, that the working relationship is not only positive,

but that it is actively reinforced through interactor communication which, in turn, is

directly benefited through the co-location of the primary interactors.

Unfortunately, this utopia is not universal. On discussion with an equivalently

positioned Scrum Master and Lead QA Engineer [O:VS-I:GH], the communication be-

tween developers and test engineers was not very encouraging - even though they are

co-located. This is especially evident when it comes to discussing new functionality:

“if new functionality was being introduced they didn’t want testers involved in discus-

sions”. Notably, within this medium-sized organisation, there existed “a them and

us” relationship between the primary interactors. Although reinforcing the traditional

divide (with developers working on new functionality and test engineers testing the im-
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plemented functionality), it also negatively impacts how the test-related activities are

performed within the organisation, as well as the communication between the primary

interactors. For example, according to the interviewee, this attitude severely impacted

the communication surrounding issues encountered by test engineers - whereupon some

test engineers would no longer communicate directly with the developers. Aside from

further increasing the divide between the two roles, the failure to involve test engi-

neers in discussions concerning new functionality both delays the formulation of test

cases and hinders the wider circulation of product knowledge within the organisation

i.e “[t]esters need to be involved from the beginning of a project’s life cycle so they

can understand exactly what they are testing and can work with other stakeholders to

create testable requirements” [Dustin, 2002, p. 3]. Such communication barriers not

only impact the V&V activities but, by potentially impacting testability, it can also

impact product quality and increase the costs incurred by an organisation [Tahir et al.,

2015].

However, generally, the communication between the primary interactors was pos-

itive, with this directly impacting the V&V activities being practiced. For example,

within one small organisation [O:CT], the collaboration between these interactors led

to the successful pairing of a developer and a test engineer, who are now actively

engaged in improving the organisation’s test framework. As voiced by the Software

Tester [O:CT-I:DS]: there were “discussions in the last couple of days about ways I

can improve the implementation of the framework and the tests within the framework”.

Not only has such communication been regular - and recent - this has resulted in the

developer becoming something of a “mentor”. This relationship would not have been

possible without their being sat near one another - with good communication existing

between them - and the fact that “we all generally get on with each another”.

6.3.7.2 The Influence of Agile on Interactor Communication

To some extent, the improved integration of developers and test engineers - and, there-

fore, an improvement in their communication - can be attributed to the wide adoption

of Agile (see Section 5.4.1). As one Head of Engineering [O:KD-I:MF] states: “[t]he

testers and developers are on the same scrum team, so they sit next to each other

and work together every day”. Therefore, the relationship between the primary inter-

actors was considered “[v]ery good” within this organisation. This relationship also

helped ensure good communication, whether the interactors were physically co-located

(e.g. “they sit together and talk to each other all the time”), or remote (e.g. “we use

communication tools [e.g. Skype and Slack] for offsite people”). This shows that the

lines of communication already established between the interactors continued to persist
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when working remotely from one another. Unfortunately, we are unable to conclude

whether there is a direct relationship between the adoption of Agile and improved com-

munication since, within the organisation [O:CT] where the developer and test engineer

are actively working on improving the test framework together, it was observed that

they have “only being doing Agile for six months or so”, with the appended qualifier

that they have been “pretending to do it for six months or so”.

Further, within one medium-sized organisation [O:RV], the benefit of adopting Agile

was seen as helping achieve more frequent product releases rather than improving

communication. This was primarily due to their developers and test engineers already

working within small teams prior to their adoption of Agile, therefore, causing one Lead

Software Test Engineer [O:RV-I:SK] to observe that they are “not necessarily sure that

it has changed the relationship between developers and test engineers”. It was also

observed that they do not have a “gated process”, which was an allusion to the ‘throw

over the wall’ mindset. Exploring this, the interviewee stated quite emphatically that

“we don’t work like that and we have never worked like that”. Interestingly, within

this organisation, some teams embrace Agile more than others e.g. “the team I work

on at the moment, we have never taken an Agile approach in the past, so we’re slowly

trying to introduce that [. . . ] we are in the middle of our first sprint”; equally, they

acknowledge that “there are other teams that embrace it much more [. . . ] they have

regular stand-ups, they have tightly coupled teams” [O:RV-I:SK].

However, within many of the organisations the introduction of Agile has helped en-

courage communication through regular meetings. As one Lead Integration Engineer

[O:AG-I:DS] indicates: “[t]he development team used scrum and there was regular com-

munication between all members of the team”, resulting in “[e]xcellent communication

between all members of the team, with enthusiasm during stand-ups, retrospective and

planning meetings and good day-to-day communication”. Therefore, situating develop-

ers and test engineers, within scrum teams, has probably helped improve their commu-

nication. This is reinforced by the author when reflecting upon his own experiences of

working within an SME - which did not practice Agile - where developers and test engi-

neers, although sharing the same office floor, were grouped together by discipline and,

at one point, were separated by a 4ft partition (which only helped emphasise, and give

physical representation and meaning to, the evident ‘throw over the wall’ mentality).

Whilst this was several years ago and, as noted, prior to the organisation’s adoption of

Agile, we find this theme continues to exist within some organisations. For example,

one Scrum Master and Lead QA Engineer [O:VS-I:GH], in terms of reporting defects,

indicates: “[i]f we find anything it is reported to developers who look into it. It’s then

recycled back to [the] test team”. This attitude is very reminiscent of the ‘throw over
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the wall’ mentality, which was certainly reinforced on further discussion. However,

what makes this interesting, is that this organisation purports to employ Agile which,

on exploring with the interviewee, resulted in the acknowledgement that they “weren’t

great at Agile”.

6.3.7.3 Communication Surrounding Defects and Vulnerabilities

Overwhelmingly, we find that defects and vulnerabilities are typically logged within

defect tracking systems. Across both small and medium-sized organisations, Jira is

the most commonly referenced and discussed tool in this regard (the popularity of Jira

is evident since, within one organisation [O:CT], they have only recently moved from

Bugzilla to Jira with no real reason for the transition). However, regardless of which

system is used, the communication of defects and vulnerabilities within these systems

can vary. For example, one Test Manager [O:RW-I:RL] indicates vulnerabilities are not

tagged differently: “we raise them as defects”. This is adopted in order “[t]o avoid too

much complexity”. Similarly, within another organisation, vulnerabilities are raised as

tasks - since “we really don’t put too much store about the type - there’s something in

this, somebody needs to do something with it [. . . ] and it needs to be assigned to the

right person to do something at the right period, we don’t put any store upon the fact

that it’s a bug, or an improvement, or a task” [O:RV-I:SK]. Although this organisation

has regular triage meetings, vulnerabilities are unlikely to be discussed since “it tends

to be things that need a wider discussion, you know, when and if they should be fixed”.

This effectively precludes vulnerabilities, since for “security issues, it’s very rare that

they would make it into that, unless somebody has only just come across it 2 or 3

minutes before we’ve started the triage, that’s about the only time you would see it in

there and even then, you know, people know when things need to be investigated”. This

is because issues deemed severe (i.e. vulnerabilities) will typically be discussed when

found, with people not waiting for the triage meeting to occur. This demonstrates the

importance this organisation places on addressing security-related issues and the differ-

ence in how vulnerabilities are communicated and discussed. However, both examples

show that triage is a regular practice within the organisations studied. Typically, these

meetings involve both developers and test engineers, however, in some cases, they are

more inclusive, with the head of engineering (or an equivalent) also actively attending

and participating. The general attitude observed, as expressed by one Lead Integra-

tion Engineer [O:AG-I:DS], was that “[i]f there were any issues to be resolved, it was

discussed openly with all members of the team who might have input”.

Whilst we have identified that defect tracking tools are generally employed across

the organisations studied, there are instances, when a defect is deemed “critical”, or
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a “blocker”, that people will sometimes forgo such tools, or electronic communication

mechanisms such as email. As one QA Test Lead [O:CD-I:KS] states: “we didn’t wait

to go through mails if the development team is locally seated with us”. This indicates

that when faced with severe defects, such as vulnerabilities, there is a preference for

face-to-face communication. However, for such communication to be successful, devel-

opers and test engineers must be physically situated with one another. Whilst such

communication conveys immediacy, it does prevent a complete, historic trail forming,

and further, requires a good, pre-existing working relationship between the interactors

to be successful. We also found, within this organisation, that the communication sur-

rounding defects not only takes place across a variety of mechanisms, but also with

differing degrees of formality. For example, ranging from the more traditional i.e. for-

mally capturing the defect or vulnerability within a defect tracking system, to verbally

discussing them during a pre-organised, regular triage meeting (where the priority and

severity of the issues are discussed); as well as more informally, for example: when

“on tea breaks” and even “after office hours” where upcoming releases and “inter-

esting bugs” are discussed. We also found other instances of interactors using verbal

communication when situated near one another, for example, one Lead Software Test

Engineer [O:RV-I:SK] indicates: “I can ask any of the developers to clarify issues for

me by wheeling myself over to their desk” - and who adds that: “I can drag them over

either to point out is something a bug or not, could something be improved in anyway,

or even I just don’t understand something”.

However, generally, vulnerabilities are not distinguished from defects when it comes

to their communication within a defect tracking system. Specifically, in the case of both

small (e.g. [O:CT]) and medium-sized organisations (e.g. [O:RW]), vulnerabilities are

only distinguished from other defects through their assigned priority and severity. In

some instances, they are not even distinguished to this degree - as we found within one

organisation [O:VS], vulnerabilities are only communicated via “user story number and

sprint number”. We also found that practices can vary within an organisation. For

example, one interviewee [O:RV-I:SK] indicates that the importance of a vulnerability

is only communicated by the assigned severity (although this in itself does not distin-

guish it as a vulnerability), however, when interviewing another, more security-focused

engineer [O:RV-I:BM] within this organisation, it transpired that they apply an ex-

plicit label indicating that there are security implications. This inconsistent practice

makes it difficult to satisfy some customer demands since, as one Head of Engineering

[O:KD-I:MF] states: “[m]any of our customers insist on a penetration test report so

that they can see what vulnerabilities we have and how we are addressing them”. The

inability to identify found vulnerabilities, and then successful communicate them, could
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potentially impact an organisation’s relationship with its customers. It also reduces the

ability to predict areas of code where vulnerabilities might be more prevalent (see, for

example, [Neuhaus et al., 2007]). Therefore, reducing an organisation’s ability to focus

their security V&V efforts. This is an important consideration given security V&V is

a specialised discipline and that resources with such capabilities - and their opportuni-

ties for development - are generally limited within SMEs (see Section 5.8.1). Explicitly

identifying vulnerabilities within a defect tracking system (for example, through an

appropriate prefix and label), was actively practiced by one large organisation that the

author has worked for. Notably, such consistent practice was not observed within any

of the SMEs studied, however, it was practiced inconsistently within one organisation

[O:RV] (of the three interviews conducted within this organisation, only one intervie-

wee claimed to adopt this practice, with the others not actively distinguishing between

defects and vulnerabilities - this latter approach was apparently adopted by all others

within the organisation).

6.3.7.4 Communication with External Interactors

Within Section 5.6.2, we observed a significant reliance on outsourcing for security

V&V. Whilst outsourcing might be considered a sound strategy for some organisations

e.g. providing immediate access to a level of expertise at a point when an organisation is

still maturing (“when there is nobody with the correct skillset within the organisation to

perform a task” [O:AG-I:DS]), a lack of communication between the outsourced agency

and some of the primary interators involved with security V&V is unlikely to help the

situation improve internally. As stated by one Scrum Master and Lead QA Engineer

[O:VS-I:GH], within a medium-sized organisation, regarding security V&V: “[t]his is

outsourced, we hear nothing about it”. Within this organisation, the Development

Manager interacts with the outsourced agency. The author has observed similar when

working for an SME which outsourced some of its security and penetrating testing

i.e. the resulting report was not circulated to the test team. This led many of the test

engineers to view security and penetration testing as ‘someone else’s problem’.

However, not only did we find communication limited in terms of the interactors

involved when utilising outsourcing, but its frequency also drops. This is best reflected

when looking at the differences in communication surrounding the software V&V activ-

ities practiced (which are performed in-house) and the security V&V activities (which

are outsourced) within one medium-sized organisation. As captured by the Head of

Engineering [O:KD-I:MF], software V&V “is a sprint activity so is monitored every

day”; regarding security V&V: “we get a detailed report from the testing company”.

However, it would seem that this report is intended more for developers than test en-
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gineers, since the Head of Engineering indicates: “[t]he developers need to understand

the security risks in more detail”. In general, test engineers are not involved in the

communication with the outsourced engineers - even if they are physically brought

into the organisation - since, as indicated by one Lead Integration Engineer [O:AG-

I:DS], based within a small organisation [O:AG]: “I believe an external consultant was

brought in to perform security and penetration testing”. The lack of certainty contin-

ued with their acknowledging that this “was not the norm” and that as “far as I am

aware, was a one-off ”. This lack of communication, and awareness, led the interviewee

to see the security V&V activities in the following light, namely, that: “[t]his is not

applicable to the test activities of the core test team”. A similar response was given

when pursuing several other questions with the interviewee which touched upon secu-

rity V&V. Interestingly, the communication between developers and test engineers was

considered good within this organisation. This shows that by not involving interactors

in security-focused V&V communication apathy can develop i.e. it becomes ‘someone

else’s problem’. Therefore, there are clearly consequences associated with moving from

a daily, inclusive form of synchronous communication, to an irregular - less inclusive -

asynchronous form of communication when it comes to the outsourced security V&V

activities.

Although much of the communication surrounding defects and vulnerabilities re-

mains internal to the organisations, some communication - specifically that concerning

vulnerabilities - does involve external interactors. This not only includes outsourced

engineers tasked with finding vulnerabilities, but also customers. As one Head of En-

gineering [O:KD-I:MF] indicated: “[w]e would need to communicate that vulnerability

to our customers, and then address it as quickly as possible”. To a much lesser extent,

some customers actively approach organisations when concerned about reported vul-

nerabilities. One example concerns the Heartbleed vulnerability [Codenomicon, 2014]

where, within one organisation [O:RV], it was reported that “there was an all stop

while we looked into whether we were affected by Heartbleed and customers did ask us

are we affected”. An investigation was performed to determine whether their prod-

ucts were affected, and once complete, the results concerning this vulnerability were

communicated to their customers.

6.3.7.5 Communication with Universities

As universities are centres of technical expertise, it is important to understand whether

SMEs attempt to harness this knowledge. Notably, there are mixed views on the

effectiveness of the relationship between universities and SMEs [Hendry et al., 2000],

with some considering the communication between them as being weak and marginal
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[Estimé et al., 1993, Tödtling and Kaufmann, 2001]. It is, therefore, unsurprising that

only one SME was found to actively communicate with a university when it comes

to V&V. In this instance, a medium-sized organisation [O:RV] working with a local

university with a specialist security group. Within this organisation it was emphasised

that “[w]e do take security very seriously, we do talk to specialists [at a specific group

within a university]”.

Tödtling and Kaufmann indicate that the relationships between SMEs and univer-

sities “are most effective in the case of personal collaboration which is favoured by short

distances between the partners” [Tödtling and Kaufmann, 2001, p. 211]. They further

observe that “the region is a very important spatial level”. In this instance, the organi-

sation is positioned approximately two miles away from the university. Notably, a Lead

Software Test Engineer [O:RV-I:SK] vocalised that “we have some very close contacts,

be it from either the founders of the company, some of which came from that [group],

you know, and members of the company that, you know, still have attachments to the

[group]”, concluding: “so we definitely engage with them”. This also helps support

the finding that such links can help in terms of recruitment [Hendry et al., 2000]. We

surmise, given there are few UK-based universities offering a complete, security-focused

curriculum (for a focus on security testing, see [Kreeger, 2009]), and only a handful of

universities with reputable security groups, that the opportunity for SMEs to capitalise

on personal, regional collaborations with such groups, is severely restricted. Whilst this

does not prevent collaboration with universities in terms of V&V more generally, the

fact that no organisation attempted such communication simply supports the view that

security V&V is a specialised subject, requiring specialist knowledge, and that SMEs

are more comfortable with their engagement with software V&V (see Section 5.8.1).

6.3.8 Resource Flows

The interviews support, and add further explanation to, several of the observed resource

flows that were identified during the first phase (see Section 5.6.7). We examine each

of these, and show where they impact, and influence, the interactors, as well as the

V&V activities themselves.

6.3.8.1 A Heavy Workload and a Lack of People

Whilst a lack of people impacts software and security V&V (see Section 5.6.5.1), the

interviews provided some additional clarity. Specifically, there was usually more work

than people available within an organisation (this has previously been reported within

SMEs e.g. [Tosun et al., 2009]). For example, according to a Test Manager [O:RW-
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I:RL]: “there is always a lot on the list”. A view echoed by a Software Tester [O:CT-

I:DS]: “because we’ve got so much on our plate at the moment”, with a Lead Integration

Engineer [O:AG-I:DS] indicating the primary impact to their V&V was “the availability

of resources to perform the necessary tasks”. Elaborating, they stated that “the team

was small but there was a huge amount of work to do”.

Although there were many such examples, within both small and medium-sized

organisations, this has implications, which were not lost on the Lead Integration En-

gineer [O:AG-I:DS]: “the core functionality was given the highest priority, with edge

cases in functional testing being lower priority”. Thus, regarding security testing, they

stated: “the fact that no security testing was performed within the core test team gives

an indication to the importance placed on it in comparison with functional testing”.

Similarly, the Software Tester [O:CT-I:DS] vocalised that because of their engineering

team’s work load: “security’s taken a back seat”. This was also found within organisa-

tions where dedicated security V&V resource existed i.e. [O:RV], where multiple teams

sought the assistance of the single Security Test Engineer (both within and outside of

engineering) - as captured by a Lead Software Test Engineer: “he’s involved across the

board, at almost every level” [O:RV-I:SK].

We find that several other resource-related factors further compound the situation

(see Sections 6.3.8.2 and 6.3.8.3).

6.3.8.2 Multiple Hats and Multiple Roles

Employees wearing multiple hats, within SMEs, has previously been identified [Murthy,

2009, Cruz-Cunha, 2010, Linares et al., 2018], although its impact on V&V has not.

This impact is readily apparent e.g. within one small organisation [O:CT] security

V&V is “more the focus, one of the focuses, of the architect”, however, as the interview

progressed, it transpired: “he’s doing the job of three people” [O:CT-I:DS]. The impli-

cations of this are appropriately conveyed when referring back to a task performed by

the architect which remained incomplete - with the interviewee vocalising: “it’s not

his fault, he’s perfectly competent and able to do it, it’s just that because he was so

snowed he didn’t finish the job . . . [resulting in something] hacked together to get things

to work and it’s a mess”. We found several similar examples within this organisation

e.g. they only have one C# developer (therefore, no independent person exists capable

of reviewing their code) and, stated in terms of one senior engineer: “because this guy’s

the one running those meetings and he’s doing loads of other stuff as well” this has im-

pacted several engineering improvements from taking place, resulting in the view that

“somethings have improved, a lot of things haven’t”. However, although they still try

to retain some independence between those reviewing and testing the code, instances
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of employees wearing multiple hats have clearly impacted their V&V activities. For

example, it is the architect who finds most of the vulnerabilities (therefore, whilst they

are performing their other roles, vulnerabilities may go unnoticed) and, in terms of

reviewing their C# code, it was vocalised they “have all got a vague idea, so at the

moment, it’s going to be, lets do what we can, review them to the best of our ability,

because otherwise we’re just not going to review it at all and that’s worse”. Whilst

this “make do” attitude is commendable, it unfortunately leads to the prioritisation

of functional testing over any form of security testing within this organisation, since

“pressure will be on [their product’s primary functionality] and anything that supports

that . . . [this] is where the priority lies”.

There were also other examples, mostly concerning senior employees, where individ-

uals were found to hold several roles. For example, the Product Development Manager

[O:SS-I:RD], within a small organisation, stated that the person performing the tech-

nical lead role is also the architect: “they perform a, sort of, dual function so to speak”

(there was indication they perform a CTO role as well). Further, in one medium-sized

organisation [O:RV], whilst “each team has a lead developer”, it transpired that “the

lead developer for the web and the platform teams are the same, it’s the same person”

[O:RV-I:ML]. Additionally, within a small organisation [O:CT], the Test Manager was

also the Support Manager (this was found within more than one organisation e.g. one of

the participants in the first phase was both the Test and Support Manager [O:US-I:GJ]

within their medium-sized organisation). Notably, both roles have their own respon-

sibilities. However, where this differs to the previous examples is that these comprise

the official roles and responsibilities of an individual i.e. it is not just someone “filling

in” or “helping out” as required. Collectively, these examples show that developers

and test engineers are impacted by multiple hat syndrome. It is also apparent that

this can impact individuals differently. In some instances this has led to individuals

no longer performing their primary role e.g. within one medium-sized organisation, a

Project Lead/Developer now “does very little development” [O:RV-I:SK]. Or, it can

prevent the potential benefits of having an engineer perform two roles e.g. a developer

also performing a testing function. For example, as found within a small organisation,

a Software Tester [O:CT-I:DS] indicates that whilst the developers would not be happy

to perform any test-related activity, if “[g]iven the opportunity and the resource to do

it, [then] yes, but we, as I say, we are so snowed at the moment, that it’s a case of

we’ve got 10 number 1 priorities”. Therefore, in this instance, developers appear to be

prioritising their development work over their test work (which is perhaps unsurprising

given their perception of test-related activities, see Section 6.3.6.2).
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6.3.8.3 A Developer-Test Engineer Imbalance

The ideal developer-test engineer ratio has been subject to much discussion e.g. [Burn-

stein, 2003, Page et al., 2008, Stober and Hansmann, 2010, Deak and St̊alhane, 2013,

Rice, 2016]; it varies by organisation, and even by project. However, the interviews

show that an incorrect balance between the primary interactors can negatively impact

V&V. For example, a Head of Engineering [O:KD-I:MF] indicates their “available re-

sources” impacts their software V&V activities and attributes this to: “[o]ur ratio of

testers to developers is low at the moment”. Notably, their security V&V activities

are less impacted in this way, primarily due to the outsourcing of these activities. Ad-

ditionally, a Software Tester [O:CT-I:DS] considers their three test engineers to five

developers as being “seriously undermanned”. As they vocalised: “we need a certain

number of testers, to cover a certain amount of work from output from developers”.

Interestingly, they indicated: “we have struggled for a long time, just me and [the Test

Manager], and it took a lot of back and forth to get them [senior management] to give

the budget, to free up the budget, for a contractor tester”. However, it was emphasised

this was due to budget constraints “not, you know, the actual philosophy behind how

many testers you should have versus how many developers”.

Similarly, a Senior Test Engineer [O:DF-I:JR] indicated that their current developer-

test engineer ratio is “[a]bout 3 to 1 ”, although they believe “[i]t should be at least 2

to 1 and ideally I would have 1 to 1 ”. However, unlike the example above, there

was a more pessimistic tone adopted, reflecting an SMEs limited resources: “I don’t

know, the company does not seem to want to invest in the engineering side of the

business at present”. The reason for this tone became evident: “last year our test team

was reduced by half, although the output from development has remained the same, we

now have issues with unacceptable builds being sent out” (we recall the importance of

management supporting test-based activities e.g. a lack of management support can

result in test engineers losing both motivation and interest [Perry, 2006]; as we found,

this was the primary social factor impacting software testing, see Figure 5.27). This

shows how the developer-test engineer imbalance is not only influenced by resource

flows, but how, in turn, this impacts V&V and, ultimately, extends to product quality.

6.3.8.4 Cost and Expertise Impact Tool Use

The interviews support the observed prominence in use of open source tools and in-

house tool development, as well as the general lack of awareness of security-focused

tools (see Section 5.6.3.1). For example, although the Security Test Engineer [O:RV-

I:BM], within one medium-sized organisation, indicated they use the commercial static
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code analyser, PVS-Studio, this is currently under a trial license. This, by itself, would

suggest a sensible “try before you buy approach”, however, it was subsequently vo-

calised that: “there’s some other ones that are free”. This echoes the findings from the

first phase (see Section 5.6.3.1), as well as other studies e.g. [Andersson and Runeson,

2002, Sitnikova et al., 2007]. Namely, there is a preference, within SMEs, to use free or

in-house developed tools (e.g. the Security Test Engineer indicated that they “rewrote

some external scanning scripts”). Thus, in this instance, we view the use of a trial

license as being suggestive of an organisation showing a degree of caution regarding

tool investment. However, it is not just monetary resource flow constraints impact-

ing tool use, but expertise as well. For example, a Senior Test Engineer [O:DF-I:JR],

within a small organisation, indicates: “[w]e need to implement a monthly scan of the

web based product, although due to the nature of our product and the resource we have

available we have struggled to find a suitable product that can analyse the product in a

reasonable amount of time”. This effectively boiled down to their “not having the full

knowledge required” and is another example showing the impact resource flows have on

the use of security V&V tools in particular. Notably, resource flows impacting tool use

for the software V&V activities were not nearly as often mentioned or touched upon

during the interviews - which also reflects the finding from the first phase - namely,

the organisations are generally happier with their level of investment in software V&V

than security V&V (see Figure 5.31).

In terms of security-related tool awareness, the Security Test Engineer [O:RV-I:BM]

is the most informed - and evidently relied upon - person (both regarding their own

organisation and on comparison with the other interviewees, which further emphasises

the need for training). For example, having independently interviewed two Lead Soft-

ware Test Engineers, within the same organisation: “[the Security Test Engineer] has,

kind of, all the training, he’s got all the tools, the automated tools for checking a lot

of this stuff ” [O:RV-I:ML] and “[the Security Test Engineer] can read C++ and he’s

also got a number of tools that allow him to make sort of security passes on that so,

you know, common security risks, like, you know, buffer overflows and things like that,

he has those tools at his disposal” [O:RV-I:SK]. This supports the identified “Do Not

Know” trend when it comes to security V&V-related discussions (in particular, with

regards to tools, see Section 5.6.3.1). It also highlights the danger of an acknowl-

edged “single point of failure” [O:RV-I:ML] i.e. without the Security Test Engineer

these tools appear to become inaccessible (in terms of where they are, through to how

to run them). This became evident when posing such questions to the Security Test

Engineer’s line manager, whereupon, they confessed: “would they [others within the

organisation] know how to configure the tools to point to a specific test environment,
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I don’t know”, but they indicated “in theory everyone would have access to them [the

interviewee then laughed]” [O:RV-I:ML]. The danger of this brings to mind the saying:

“a fool with a tool is still a fool”. An attitude which, perhaps unfairly, is captured by

one Test Manager [O:RW-I:RL]: “[b]ut if I am going to run security tests a lot of them

are black-box. And then I will just provide the results”. Which is an example further

supporting the general lack of awareness, and confidence, found within SMEs when it

comes to security V&V tools, as well as the subject itself.

6.3.8.5 Resource Flows and Automation

The interviews showed that automation is generally relied upon e.g. we found use

of Jenkins, an open source automation server, within one medium-sized organisation

[O:RV]; with the Product Development Director [O:SP-I:WS], within another medium-

sized organisation, indicating: “[n]ightly build processes run further tests to ensure

there are no further reaching effects of the latest checkins” and “[t]esters check the

overnight builds every morning to ensure there are no new faults introduced, or unex-

plained changes in the auto-test results and any found are corrected by the developers

immediately”. This emphasises the value of automation, however, in this instance, the

focus is predominately upon software V&V, rather than security V&V (which is con-

sidered “more pre-release test” in nature). The value of automating V&V is evident in

terms of issue turnaround time (i.e. from identifying to then addressing an issue), as

well as improving communication e.g. “[t]he management track the validation/autotest

results as part of the regular reviews of progress within any development project. There

are many metrics made available using various testing tools both in-house and bought

in” [O:SP-I:WS] (an example supporting the use of both proprietary tools and those

developed in-house, see Section 5.6.3.1). However, it is apparent that this value does

not typically encompass security V&V.

Whilst one Head of Engineering [O:KD-I:MF] indicated that their developers “write

automation tests”, this was somewhat grudgingly (see Section 6.3.6.2 for discussion on

developer attitudes towards test-based activities). Unfortunately, coupled with this,

their software V&V activities are impacted by a current lack of resources. Further,

their security testing occurs outside of their release schedules and, although these occur

regularly, it is clearly not as regularly as running security tests against a nightly build.

This interview also identified that expertise, as a resource flow (see [Meyer, 2007,

Taylor-Smith, 2016]), influences the level of automation. Specifically, whilst developers

are the interactors predominately performing test automation within this organisation,

the Head of Engineering stated that there is a lack of detailed knowledge concerning

security vulnerabilities amongst their developers. This has implications, which are
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appropriately captured by a Test Manager [O:RW-I:RL] within a different organisation:

“[w]e’ve got the automation, the test automation, that will only, I suppose verify and

validate certain things that are already know”. If developers and test engineers do

not possess an appropriate level of security knowledge, they are unlikely to be able to

automate the discovery of such issues.

Further, although the ability to automate V&V activities is compounded within a

security V&V context (because of the added complexity [Kreeger, 2009, Austin and

Williams, 2011]), expertise, as a resource flow, is also found to impact the level of

test automation more generally. For example, a Software Tester [O:CT-I:DS], within

a small organisation, confesses that they are “not capable of doing” the necessary test

framework updates. Notably, many of these examples support the divergence found

within the first phase, namely, that a lack of training and knowledge is more likely to

impact the security V&V activities (see Section 5.6.5.1).

6.3.8.6 Impact of a Lack of Training

The first phase showed that the training received within the SMEs was limited, es-

pecially regarding security V&V (see Section 5.6.7.3). The interviews helped convey

the impact of this. For example, a Senior Test Engineer [O:DF-I:JR], within a small

organisation, indicated their approach to security testing is “[f ]unctional and more

black-box”. Enquiring why, this was due to a “[l]ack of knowledge and expertise and

often from finding items by accident”. Similarly, a Software Tester [O:CT-I:DS], within

another small organisation, indicated that whilst “security is the job of everybody, not

necessarily everybody knows enough about it to contribute”. As observed, a black-box

approach, and a focus on a product’s security mechanisms (i.e. a purely functional

perspective) is generally considered insufficient [Thompson et al., 2002, Potter and

McGraw, 2004].

The inherent complexity of security V&V was acknowledged on discussion with the

Test Manager [O:RW-I:RL] within one medium-sized organisation; and, although it was

vocalised: “I think we just need resources really, you know, more human resources”,

it was emphasised that they also needed to be adequately trained (a lack of train-

ing and knowledge is known to impact security V&V [Larusdottir et al., 2010, Austin

and Williams, 2011]). However, although this organisation is somewhat resource con-

strained at present, on attempting to understand whether support was available within

the organisation to improve, a pragmatic view was taken e.g. “[t]hey [management] do

listen and they are aware that, you know, we need a few more resources [. . . ]. The

way I kind of look at myself, we are an expensive resource, we might add value, but

we also cost them a lot”. Although this interviewee has worked for both SMEs and
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large organisations, it shows how V&V is adversely affected by constrained resource

flows i.e. not only by a lack of engineers in general, but also by a lack of training

and knowledge. Further, and similar to developers lacking detailed knowledge of vul-

nerabilities (as found within one medium-sized organisation [O:KD]), we find, within

another medium-sized organisation [O:RV], that this is exhibited by test engineers as

well e.g. “if someone asked me to list vulnerabilities I would just be parroting back, you

know, buzz words that I’d heard of ” [O:RV-I:SK].

Whilst the examples above have predominately focused on a specific lack of security

knowledge, we should not overlook the knowledge required to perform effective security

V&V - namely, coding and testing expertise as well [Kreeger, 2009] - as a lack of knowl-

edge and training in these areas also impacts the security V&V activities. For example,

one Lead Software Test Engineer [O:RV-I:SK], within a medium-sized organisation, in-

dicated that their organisation’s test engineers are not involved in code reviews (which

is generally the case, see Figure 5.12; however, we recall their value as a means of

communicating key information [Coram and Bohner, 2005], enabling people to build

up the knowledge necessary to avoid treating software as a black-box). Although their

product is predominately developed in C++ (which the interviewee considers “quite a

heavyweight programming language”), the interviewee is more comfortable with Python

and Perl. However, the absence of test engineers from code reviews, within their organ-

isation, is attributed to the developers and test engineers often possessing “a different

skill set” (which has been recognised by others e.g. [Dhaliwal et al., 2011]). According

to one Test Manager [O:RW-I:RL]: “I’m not a psychologist or anything, but it almost

appears that brain functions are different in those two types of people”, leading them to

acknowledge that “it is very difficult to find someone who can do both” (the author’s

experience hiring software engineers supports this view). This is further compounded

when factoring in security knowledge as well. Notably, the Test Manager attributes

this to a lack of training, stating: “I think it is just a knowledge gap. That, if you look

at development and test, most of them would understand what each other does. I am

not saying coding and things like that, or understanding testing practices, but they could

probably cross over to a point, and when you sit in a meeting everyone understands it.

But when I am talking about security, I’m saying if you are going to a meeting and ask,

or talk about fault injection, or trying to run Java scripts on pages, not everyone gets

it, yeah. And I think that’s probably why. I think if you look at an average tester, and I

am talking about the test perspective coming in now, they all, the experienced ones will

know how to test, but they won’t all know how to do security testing”.

This lack of in-house knowledge can result in outsourcing.
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6.3.8.7 Expertise and Outsourcing

Whilst outsourcing brings several advantages, addressing an organisation’s knowledge

gaps has been emphasised [Ikerionwu et al., 2017]. Therefore, that we found significant

reliance upon outsourced engineers - in particular for the security V&V activities (see

Figure 5.12), as well as a desire to further increase this reliance (see Figure 5.14) -

it becomes essential to understand why these levels of utilisation and reliance exist.

The interviews helped provide some indication. For example, the Lead Integration

Engineer [O:AG-I:DS], within a small organisation, indicated: “[o]f course, in an ideal

world, a software tester with knowledge and experience of security testing would have

been involved, but no such person existed within the organisation”. Such an attitude

explains why some organisations turn to the use of outsourcing (especially in areas of

complexity, when it becomes necessary to “take advantage of vendors’ technical exper-

tise” [Dey et al., 2010, p. 93]). As an example, a Scrum Master and Lead QA Engineer

[O:VS-I:GH] indicates that their medium-sized organisation, in terms of bringing their

security V&V activities in-house i.e. to remove their current reliance on outsourcing,

“is not ready to do that”. This is due to resourcing constraints e.g. “it would involve

training the dev and test people” (training opportunities within small organisations are

limited [Basri and O’Connor, 2010], see Section 5.6.7.3). We also find, on discussion

with a Head of Engineering [O:KD-I:MF], based within another medium-sized organ-

isation which employs an outsourced agency for their security V&V activities, that

“[t]he developers need to understand the security risks in more detail”. Specifically,

“they get a report from the testing company, and have to research the vulnerabilities to

understand their meaning and the solution”. Although it was indicated that “[s]upport

is available to do this”, it is an interesting example further highlighting the security-

related knowledge gap which exists within software SMEs i.e. whilst the security V&V

activities themselves are outsourced to address a knowledge gap, it is apparent, at least

in this instance, that understanding the resulting communication is also problematic

and not without issue.

Aside from expertise, it is important to not overlook the impact an SMEs resource

flows have on the use of outsourcing more generally. For example, within some of the

organisations, resourcing constraints impact the use of outsourcing even when there is

an acknowledged lack of security V&V expertise within an organisation, as well as an

acknowledged need to perform the activities e.g. the Lead Integration Engineer [O:AG-

I:DS], within a small organisation, indicates that: “partly because of a lack of resources

available within the test team and the cost of performing security testing outside the

main organisation” is the reason that no security testing was performed, although a

“[h]igh importance was placed upon it but the functionality of the system was the pri-
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mary concern”. Similarly, within another small organisation, a Senior Test Engineer

[O:DF-I:JR] indicates that although they have started to investigate the outsourcing

of their security V&V, the difficultly resides in finding a company “within a reason-

able budget”. This example shows how several identified resource flows are entangled

e.g. the interviewee acknowledges that outsourcing provides “experts that can find, anal-

yse and help resolve items much quicker”, thereby addressing the expertise resource

flow, however, this is, in turn, impacted by a monetary-based resource flow.

6.3.8.8 Resource Flows and Release Deadlines

We find that the resource flows surrounding the V&V activities can change when a

vulnerability is found. For example, a Senior Test Engineer [O:DF-I:JR], based within

a small organisation, indicates that the level of support given to addressing a vul-

nerability increases when such an issue is discovered (this is in comparison to when

non-security-related defects are found). However, this support is not guaranteed, since

both software and security V&V activities become squeezed within this organisation as

release deadlines loom (there are various factors which can cause this e.g. being first to

market [Nguyen et al., 2006], or to reduce the impact of delays encountered elsewhere

on a project [Bashir and Goel, 1999]). Further compounding the situation, from a secu-

rity V&V perspective, we find, when given the choice either to perform software testing

or security testing, the general preference is to prioritise software testing in order to

meet release deadlines. According to one Software Tester [O:CT-I:DS]: “you probably

find that answer quite a lot”. It is evident this decision is influenced by resource flows,

for example, the complexity of security V&V, coupled with a lack of training, results

in the primary interactors generally prioritising software testing, see Section 6.3.6.6.

In a medium-sized organisation, the Scrum Master and Lead QA Engineer [O:VS-

I:GH] indicated that finding a vulnerability would not hold up a release (thereby not

incurring any additional resourcing cost), as they adopt an “it’ll be fixed and patched”

attitude e.g. they make a release, develop a fix, test the fix and then release the patch

(this “Sell First, Fix Later” approach is relatively common [Arora et al., 2006, p. 465]).

However, whilst this does not impact the current release, it does impact subsequent ones

e.g. “[w]e would lose a developer and tester to get the fix out”, notably: “[r]egardless of

where the sprint was”. Such issues can distract developers (and, as we have found, test

engineers as well) from making the next release on time [Hartman, 2002]. In contrast,

a Lead Software Test Engineer [O:RV-I:ML], also within a medium-sized organisation,

discussed delaying a release: “if something hasn’t been fully tested by the end of a

sprint it’ll fall over to the next one”. Whilst this will delay a release, it is supported

by the organisation: “the company doesn’t really have much of a problem with that.
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It may annoy some people, but there’s kind of an acceptance that it’s better to release

something late than broken”. This reinforces the need for the primary interactors,

and the V&V activities, to have the support of their wider organisation (see Section

6.3.6.5 for the impact interactors outside of engineering can have on the activities when

release deadines loom). However, if something is considered “trivial”: “we’ll launch

with that bug there, we know it’s there, but it’s not going to have a big enough impact,

you know, the risks are very low, so we’ll launch with it there and fix it at a later

date”. Similarly, the Product Development Director [O:SP-I:WS], within a medium-

sized organisation, indicates “[i]t would depend who the release was mainly aimed at”,

elaborating: “[c]ustomers hosting the product fully inhouse, behind their own firewalls,

would be less affected than those using the product in the cloud. But certainly, if there

was a risk of a security breach the release would be postponed until the vulnerability had

been plugged”.

Generally, when it comes to vulnerabilities, we find a preference to delay a release

so that either the issue can be addressed (e.g. “if there is an issue we will delay the

release and release at the appropriate time” [O:SS-I:RD]), or so that it can be suffi-

ciently evaluated to gauge its impact. Notably, the investigation, and the resulting

categorisation of a vulnerability (which is compounded by both subject complexity

and a lack of knowledge and training, see Sections 6.3.6.6 and 6.3.8.6), is also going

to delay a release. This is especially the case when an organisation needs to: “get the

necessary people involved and make the right decision” and achieve “a final group go or

no go” [O:RW-I:RL], since conflict between engineers, and those outside of engineering

(i.e. “the guys at the top hold the purse strings” [O:CT-I:DS]), is inevitable (conflict

is a natural consequence of interaction [Singleton et al., 2011]). This reflects an ac-

knowledgement, within SMEs, of the costs which can potentially result when releasing

a product found to contain a vulnerability (see Section 1.3.4). However, as we have

seen, there are also examples, albeit fewer in number, of the “Sell First, Fix Later” ap-

proach (e.g. [O:VS] and [O:KD], both of which are medium-sized organisations), which

is probably a reflection of the competitive nature of SMEs and the software market

[Fayad et al., 2000, Feldmann and Pizka, 2003].

6.3.8.9 Conclusions

Whilst the first phase allowed us to observe the effect of resource flows, the second

provided us with some deeper insights e.g. although we found several V&V activities

were never performed within some of the organisations - with this being attributed to

resource flow constraints - the second phase showed that this was due to a variety of

factors, not just an overarching “lack of resources”. For example, many interactors
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(typically senior employees) frequently perform multiple roles, often resulting in V&V

tasks being impacted - in particular, security V&V activities. We also found that a

developer-test engineer imbalance leaves some interactors “swamped” and thus focusing

on a product’s primary functionality, in turn, leading to security V&V becoming depri-

oritised (as expressed by one interviewee: “security’s taken a back seat” [O:CT-I:DS]).

A lack of human resources also influences when the V&V activities occur within an

organisation’s software development lifecycle. We recall the increasing costs to address

defects and vulnerabilities as a project nears completion (see Section 1.3.4).

Further, the impact of interactors wearing multiple hats, or performing multiple

roles, has greater impact on an organisation’s ability to find vulnerabilities than defects

in general. This is the case within small and medium-sized organisations e.g. within

one small organisation [O:CT] it is the architect who finds most of their vulnerabilities,

but this individual performs three roles; similarly, within a medium-sized organisa-

tion [O:RV], the Security Test Engineer finds most of the vulnerabilities within their

products (this was independently affirmed by their line manager), however, they are

“involved across the board, at almost every level” [O:RV-I:SK]. Notably, these examples

concern individuals, affected by resource flow constraints, ultimately impacting their

organisation’s ability to find vulnerabilities. However, more generally, it is a lack of

training and knowledge which impacts the ability to find vulnerabilities, leading other

interactors either “finding items by accident” [O:DF-I:JR], or a suboptimal state of:

“we may find, kind of, stuff [vulnerabilities] occasionally, but we don’t have a particular

mantle of security training” [O:RV-I:ML]. It thus becomes evident that security V&V

activities, such as security testing, are perceived as being “more of a specialisation”

[O:RW-I:RL]. A view supported by the reliance one organisation [O:RV] places upon

the sole Security Test Engineer. For example, one Lead Software Test Engineer [O:RV-

I:ML] states: “I would do a little [security testing], but it’s kind of very rudimentary

stuff, it’s checking everything is sent over SSL, checking certificates are valid. Very

basic XSS testing. But most of it would, the vast majority would be left for [the Secu-

rity Test Engineer]”. With another Lead Software Test Engineer [O:RV-I:SK], within

the same organisation, indicating: “anything security-related just goes to [the Security

Test Engineer]”. Because of this it was observed that “it’s important for us to, sort

of, identify those test tasks, early enough for him” [O:RV-I:SK] (which reflects both an

acknowledgment of the increasing costs to address security-related issues as a project

progresses, as well as the need to ensure that this lone “specialist resource” is available

to assist).

Unsurprisingly, the Security Test Engineer, according to their line manager, “is

kind of a single point of failure, he knows an awful lot, he’s very experienced, but he
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is a single person, and there are limits to what he can get done” [O:RV-I:ML]. This

was also borne out when interviewing the Security Test Engineer. Notably, aside from

this Security Test Engineer, there was a complete absence of interactors dedicated to

security V&V within any of the organisations where the interviews were conducted

(thus confirming the finding from the first phase, see Section 5.8.1). Coupled with

the lack of in-house specialists, we found, in general, a view of security V&V echoing:

“I certainly haven’t got the [security] knowledge, [the Test Manager] sure hasn’t got

the knowledge” [O:CT-I:DS]. This was readily apparent, and continually reinforced,

throughout the majority of interviews - thereby emphasising the inherent complexity

of security V&V [Kreeger, 2009, Austin and Williams, 2011]. This complexity, and the

associated general lack of familiarity within the organisations as a whole - compounded

by a lack of training (see Sections 5.6.7.3 and 6.3.8.6) - has led many to outsource these

activities (see Section 6.3.8.7). Significantly, the Security Test Engineer’s organisation

adopts a “not for anything” [O:RV-I:SK] approach to outsourcing, appearing to want

to retain, and develop, expertise within the organisation itself. Whilst several unde-

sired interactions were found to surround the outsourcing of security V&V (see Section

6.3.6.7), some organisations have successfully embraced the practice. For example, one

small organisation [O:CT] outsources some of their integration work, employing four

Python developers (however, review and test-based activities are performed by em-

ployees within the organisation, thus retaining some level of in-house knowledge and

expertise).

The interviews also echoed another finding from the first phase, namely, the impact

of time (which was the most frequently reported resourcing constraint across all of

the activities, see Section 5.6.5.1). Notably, the Product Development Manager [O:SS-

I:RD], within a small organisation, indicated that “time’s the key one” in terms of what

impacts both their software and security-focused V&V activities. As they observed:

“with testing always being at the backend of the process it’s always the one that does get

squeezed”. Whilst this attitude is supported by the existing literature e.g. [Bashir and

Goel, 1999, Nguyen et al., 2006], it was conveyed by the interviewee with a fair degree

of acceptance. They also vocalised that: “as with all projects, if a project has a budget

that you have to, kind of, operate within, that’s, kind of, the main driver” (which also

reflects the finding from the first phase concerning a lack of budget, see Figure 5.26).

The organisation attempts to mitigate the impact of these resourcing constraints (both

time and budget) by adopting a risk-based approach e.g. they examine “the risk around

say a particular area, in terms of the level of assurance that needs to be done, in relation

to what the function, or that component would do, or what relies on that component”.

However, inevitably, any reduction in time will correspond with a reduction in test
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scope [Gilbert, 2011] and, invariably, we find this is likely to lead to the prioritisation

of software test-based activities over security-focused ones (see Sections 6.3.6.5 and

6.3.8.8).

Significantly, the impact of time constraints, and release deadlines, also impacted

software improvement activities. This echoes the findings of others e.g. [Rautiainen

et al., 2002], however, we find this encompasses security V&V as well. For example,

although the Security Test Engineer [O:RV-I:BM] indicates “there is definitely time

that I have to try and, you know, try different things”, they also stated: “like I said

before, my todo list has, try out this tool and obviously when there’s a release on,

I’ll be, you know, those will be bumped off ”. This supports the view that, within

small organisations, people “are always busy with their daily routines” [Wong and

Aspinwall, 2004, p. 54] and, notably, that none of the primary interactors are immune

to the impact of release deadlines e.g. the Security Test Engineer vocalised that “if

marketing came along and said there’s a deadline for next week and this has to be

going out right now, then I would have to drop everything and, you know, help with

that” (an example also conveying the power held by interactors outside of engineering,

see Section 6.3.6.5 for relevant discussion). Notably, such time constraints can also

impact an individual’s ability to develop their own security V&V skills e.g. on discussing

a hypothetical example, concerning the development of a fuzzing tool, the Security

Test Engineer indicated that whilst “I’d like to think that anyone would be given the

chance to do it, especially if it’s going to help them learn more”, they acknowledged:

“realistically” it would go to the person capable of completing the task in the shortest

time.

In summary, many of the resource flows encountered are inherently entangled, with

a Lead Software Test Engineer [O:RV-I:ML] concluding that it is a “combination of

everything really” which impacts their security V&V activities. Notably, security V&V

activities are more susceptible to resourcing constraints - as summarised by one Soft-

ware Tester [O:CT-I:DS]: if a choice has to be made between applying software V&V

or security V&V on a project, software V&V will be prioritised (with the interviewee

stating: “you probably find that answer quite a lot”). This attitude is also reflected,

more generally, when observing the average levels of expenditure, allocated per activ-

ity, on a typical project (see Figure 5.30) - thereby demonstrating a prioritisation of

resources, within SMEs, in order to perform the software V&V activities.
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6.4 Conclusions and Reflections

Having completed the second phase of data collection and analysis, we now show how

this phase supports, and extends, the findings from the first phase (Chapter 5), thus

addressing the research objectives.

6.4.1 Software and Security V&V Practice

Whilst the first research objective involved examining how security V&V is practiced,

supported, and perceived, within UK-based software SMEs, the third research objective

encompassed establishing whether such organisations can possess a mature security

V&V practice without a correspondingly mature software V&V practice. As before, we

structure our conclusions firstly by interactor analysis and then by network relationship

analysis.

6.4.1.1 Interactor Analysis Summary

The interviews confirmed the diversity of the human interactors, directly and indi-

rectly, involved across the V&V activities (thereby showing many of these activities

are, inherently, organisationally cross-cutting [Mäntylä et al., 2012]). These interac-

tors range from dedicated, technical resources (e.g. developers and test engineers), to

non-technical resources with a vested interest in the activities (this can have both a

positive and negative effect on V&V, see Section 6.4.1.2). Thus, aside from the previ-

ously identified primary and secondary human interactor groups (see Sections 5.6.1 and

5.6.2), the interviews also identified an additional group - namely, the tertiary human

interactors (see Section 6.3.3). This latter group encompasses interactors not directly

involved with the V&V activities, but who hold influence over them and the interactors

performing them (e.g. controlling resource flows, see Section 6.3.8). It was important

to include these interactors within the V&V socio-technical network, and to further

explore them, since these, primarily non-technical stakeholders, can impact the moti-

vation levels of those performing V&V (for example, see Sections 6.3.5.3 and 6.3.6.5)

and, ultimately, control the resource flows surrounding the activities (see Section 6.3.8).

Further, the interviews also provided some structural context to the primary in-

teractors and confirmed their traditional role divide (i.e. the activities they were more

likely to embrace, see Section 6.3.1). Although the interviews helped corroborate the

findings from the first phase, regarding the human interactors involved with the V&V

activities, there was one notable exception: we found, within one medium-sized organ-

isation [O:RV], the presence of a dedicated security V&V resource (i.e. the Security

Test Engineer, see Section 6.3.1). However, notwithstanding this exception, the inter-
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views confirmed the overwhelming absence of such roles, as well as the limited recourse

being made to internal security expertise more generally within an organisation. This

also supports the previous finding regarding the reliance SMEs place on outsourcing

their security V&V activities (see Figures 5.12 and 5.14). Whilst we found a degree

of acknowledgment that bringing some of these outsourced activities in-house would

be preferred, an organisation’s resources would often prevent this (see Section 6.3.8.7).

Generally, when discussing outsourcing, this usually concerned security V&V, which

supports the view that the activities are complex and require specialised resource.

We also found, throughout the interviews conducted, that the interactions and

lines of communication between the various types of interactor were richer than first

expected (thus confirming that V&V, and software development, are not typically

performed by individuals in isolation [Aurum et al., 2002, Mosley and Posey, 2002,

Tervonen and Harjumaa, 2004, Yilmaz and Phillips, 2006, Takanen et al., 2008]; which,

in turn, emphasises the importance of adopting a socio-technical perspective when

studying V&V, see Chapter 3). Notably, this level of interaction is not restricted

to the confines of either a specific interactor group or type (e.g. test engineers only

interacting with other test engineers and only occasionally with developers), but that

interactor interaction is more pervasive and encompassing. This supports the view

that V&V involves interactors who communicate with many different people, both

within their organisations and externally [Hass, 2008]. Typically, such interaction and

communication concerns the software V&V activities (which is to be expected, given

the evident dearth of knowledge surrounding security V&V, see Section 6.3.6.6).

The interviews also helped highlight the diverse set of non-human interactors that

exist within the V&V socio-technical network (i.e. the tools and processes used by

the interactors; however, unlike with the human interactors, the interviews did not

identify any additional categories of non-human interactors, see Section 6.3.4). Whilst

several specific tools were referenced by the interviewees, we typically found a repeat

of the observed reliance on open source tools, or tools developed in-house (see Section

5.6.3.1). The interviews also supported the identified trend of interactors appearing

less confident when discussing security V&V tools (see Section 6.3.8.4). Similarly,

the interviewees were less certain about whether their organisation followed any form

of secure development process e.g. with interviewees indicating: “I don’t believe so”

[O:AG-I:DS] and “not that I am aware of ” [O:RW-I:RL]. When a secure development

process was found to exist, in many instances, this was attributable to an initial ex-

ternal influence e.g. through meeting a particular certification or through fulfilling a

customer request (see Sections 5.6.4.5 and 6.3.5.4). Notably, the organisation with the

greatest level of awareness, and maturity, regarding the tools and processes supporting
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the security V&V activities, is the organisation [O:RV] with the Security Test Engineer

(who helped introduce and formalise many of their adopted tools and processes). How-

ever, although this individual has been critical in maturing their organisation’s level of

security V&V practice, we find, even within this organisation, that their adoption of a

recognised secure development process was initially driven by a customer request, sup-

porting the view that smaller software organisations do not have an ingrained process

culture [Valtanen and Ahonen, 2008].

Having considered the interactors, we now examine their incentives and motivations

for performing V&V. We recall, from the first phase, that improving software quality

was the primary motivator for performing any V&V activity. Whilst this was the case

for software and security V&V, it was notably more prevalent in terms of software V&V.

We ascribed this to the interactors not affording importance to security as a quality

attribute. However, pursuing this view with several interviewees, we found, throughout

their organisations, an acknowledgment of the importance of releasing a secure product.

The desire to improve software quality, in terms of security, was driven by both intrinsic

and extrinsic factors. For example, interactors were often motivated on an intrinsic

level e.g. having “personal pride in their work” [O:VS-I:GH] and acknowledging that

“whatever I do in my job has a direct impact on someone else” [O:RW-I:RL]. However,

extrinsic factors also existed e.g. to avoid the costs associated with reputation damage

(with some interviewees echoing several of the reasons captured within Section 1.3.4).

Therefore, whilst the interviews helped convey that security is perceived as a quality

attribute by many of the interactors (e.g. a Product Development Director [O:SP-I:WS]

stressed that security “is seen as an attribute with equal importance with others” and

one Head of Engineering [O:KD-I:MF] viewed it as sitting “alongside performance and

accessibility”), we find security has often “taken a back seat” [O:CT-I:DS]. Notably,

extrinsic factors of motivation were more likely to galvanise interactors into performing

software V&V than security V&V. This is unsurprising given the general lack of pro-

cesses covering these activities (see Sections 6.3.4.2 and 6.3.5.2), as well as the limited

management support afforded in general (see Section 6.3.5.3). The situation is further

compounded by the undesired interactions and resource flows surrounding the security-

focused activities in particular (see Sections 6.3.6 and 6.3.8). However, the interviews

suggest that customers are becoming more influential e.g. within one medium-sized

organisation “customers insist on a penetration test report” [O:KD-I:MF], and were

responsible for instigating the adoption of a secure development process within an-

other medium-sized organisation [O:RV]. This “awakening” of customers was observed

by some of the interviewees e.g. “externally, the whole technology sector is becoming

more, you know, aware of security and focusing on security, so, hence why the sales
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guys are getting those questions now and all the support tickets coming in and asking

about our security procedures and how we work, so there is also an external push as

well” [O:RV-I:BM], as well as others e.g. [McGraw, 2006, Asghari et al., 2016, Owsley,

2017, Zabicki and Ellis, 2017]. This demand is evident in the number of organisations

either meeting, or striving to meet, particular regulations and certifications, which is

often driven by the need to sell a product to a specific market e.g. “you can’t make sales

to certain parts, to certain industries, if you aren’t certified” [O:RV-I:SK]. This sup-

ports a finding from the first phase, namely, interactors are generally more motivated

to perform security V&V by external influences (see Section 5.8.1).

In summary, the interviews confirmed that security V&V is performed less fre-

quently than software V&V. For example, we observed a focus on a product’s primary

functionality and, whilst software V&V occurred regularly throughout the software

development lifecycle, security V&V, when performed, would often occur outside of re-

lease schedules. We also found, when given a choice, interactors (including the primary

interactors) would typically opt to perform software V&V activities. This supports the

findings from the first phase (see Section 5.8.1). In addition, interviewees exhibited a

lack of confidence when discussing the security V&V being performed and the subject

matter itself. For example, we often found a high-level understanding being demon-

strated by most of those interviewed when discussing security V&V and vulnerabilities

- in the words of one Lead Software Test Engineer, they would just be “parroting back”

[O:RV-I:SK]. Therefore, as with the first phase, we conclude that SMEs are much more

active, engaged, and confident, with their software V&V activities.

6.4.1.2 Network Relationship Analysis Summary

The second phase also permitted deeper exploration of the relationships within the

V&V socio-technical network, providing greater insight into how the primary inter-

actors interact with one another and how they participate in the various activities.

For example, in terms of communication, developers and test engineers were often

co-located with one another (see Section 6.3.7.1). This was found to assist the commu-

nication between the two primary interactors, with one Lead Software Test Engineer

[O:RV-I:SK] vocalising that communication with other engineers was often initiated

by “wheeling myself over to their desk”, as well as being able to “drag them over” to

discuss issues encountered. Whilst it would be tempting to attribute this, and other

such examples, solely to the adoption of Agile (which actively promotes communication

[Hazzan and Dubinsky, 2008, Overhage et al., 2011]), within many of these organisations

the primary interactors already sat closely together prior to their adoption of Agile. It

also became apparent that several of the organisations, both small and medium-sized,
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who have adopted the Agile mantle, are either “pretending to do it” [O:CT-I:DS] or

working in an “Agileish” [O:RV-I:ML] way. However, we did find that the adoption of

Scrum - which necessitates regular meetings e.g. daily stand-ups - has actively helped

promote lines of communication between the primary interactors, thereby supporting

the view that they facilitate communication amongst the entire team [Chau and Mau-

rer, 2004]. To a lesser extent, we found that such meetings can help address cultural

barriers and disparities between interactors [Sutherland et al., 2007] e.g. within one

small organisation, where Scrum was used, the Lead Integration Engineer [O:AG-I:DS]

indicated: “there was regular communication between all members of the team”, where-

upon “[d]evelopers and testers sat opposite one another and worked together closely to

discuss how functionality might be implemented and how it could be tested, including

such things as test cases required”.

However, the co-location of the primary interactors is not a panacea. Notably,

the communication between the interactors, in one medium-sized organisation, was

considered as being “[o]kay at best”, with the Scrum Master and Lead QA Engineer

[O:VS-I:GH] evidently frustrated in terms of the broken lines of communication: “[i]t

always bothers me when those with a vested interest don’t fully participate in the process,

even if it’s just attending meetings. You wouldn’t build a new home without seeing plans

and speaking to people”. Similarly, a Senior Test Engineer [O:DF-I:JR], within a small

organisation, indicated: “[c]ommunication between developers and testers can always

be difficult”. This was especially apparent when discussing defects and vulnerabilities

(echoing the conflict observed by others e.g. [Cohen et al., 2004, Vogel, 2011]). For

example, the Senior Test Engineer elaborates that “developers often put an issue back

to test just stating fixed, which isn’t of help, also testers can be guilty of not supplying

enough information”. They also indicated that the situation is further compounded by

relying on defect tracking systems as a means of communication (however, they note:

“[a]lthough we are encouraged to speak to each other using email/phone and instant

messenger, to try and ensure that an issue doesn’t spiral for no reason”).

As found within the first phase (see Section 5.6.6), the interviews show that the

interactors utilise a variety of synchronous and asynchronous forms of communication.

This is particularly apparent when interactors discuss defects and vulnerabilities since,

although they are typically logged and communicated within defect tracking systems,

they are also discussed in various face-to-face contexts (e.g. triage meetings and daily

stand-ups). However, within the employed defect tracking systems, we find that vulner-

abilities are not actively distinguished from defects i.e. they are all considered defects.

Whilst vulnerabilities come from defects [McGraw, 2006], we acknowledge that some

are more important than others [Schechter, 2002] (vulnerabilities, in particular, for the
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reasons stated in Section 1.3.4). The failure to represent, and communicate, a vulnera-

bility as being more than a defect can lead to vulnerabilities becoming ‘lost in the noise’

e.g. finding unlabelled vulnerabilities amongst defects can be challenging [Peters et al.,

2017], thus organisations should label them appropriately [Russell and Van Duren,

2016]. Ultimately, the discussion and communication of vulnerabilities - regardless of

mechanism - is compounded by their complexity e.g. when is a defect a vulnerabil-

ity and do several defects equate to a single vulnerability or multiple vulnerabilities

[Ozment, 2006]. In addition, both developers (e.g. “developers need to understand the

security risks in more detail. Currently, they get a report from the testing company,

and have to research the vulnerabilities to understand their meaning and the solution”

[O:KD-I:MF]) and test engineers (e.g. “I would just be parroting back, you know, buzz

words that I’d heard of ” [O:RV-I:SK]) struggle in terms of the inherent complexity of

identifying and communicating vulnerabilities.

The importance of ensuring good, clear lines of communication between the primary

interactors (especially when discussing defects and vulnerabilities) becomes apparent

when examining the relationship between the two interactors more generally. For exam-

ple, whilst the interviews helped confirm that test-based activities are general perceived

as being second-class activities [Bertolino, 2003] by developers - with one Product De-

velopment Manager [O:SS-I:RD] equating the activity to that of “washing the dishes”

- we find the situation less black and white. Certainly, within some of the organisa-

tions, this varies by developer e.g. “some are really interested and want to [be] involved

in test-related activities” [O:CD-I:KS]. However, even with the wide adoption of Agile

(see Figure 5.4) - developers continue to view test-based activities negatively. Further

compounding the situation, we find that whilst developers are best placed to view soft-

ware as being more than a black-box (which we recall effective security testing requires

[Thompson et al., 2002, Potter and McGraw, 2004]), they are more likely to perform

software testing than security-focused testing. Once again, this varies by individual de-

veloper, however, generally, there is a preference to not perform any test-based activity

and then, only if required (e.g. because it is a part of their official responsibilities or is

the result of a management dictate or process) preferring to perform software testing.

Whilst the prevalent adoption of Agile should have helped increase the level of co-

hesiveness between team members (encompassing both developers and test engineers),

this was not evident within many of the organisations. For example, we find that “a

them and us” [O:VS-I:GH] attitude still exists (which is supported, even when organi-

sations adopt Agile practices, by many of the case studies discussed in [Watkins, 2009]).

We also find that the adoption of Agile has not helped with the distribution of V&V

activities between the primary interactors (i.e. developers predominately continue to
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focus on design and code-based activities and test engineers on test-based activities, see

Sections 5.6.1 and 6.3.1). This effectively counters the aspired for generalist [Meszaros

and Aston, 2007] and the blurring of roles [Crispin and Gregory, 2009]. Once again,

we attribute this to the evident “pretending to do it” [O:CT-I:DS] and lackadaisical

approach to Agile (team agility can only be achieved when a team buys into Agile

principles [Watkins, 2009]). Ultimately, this has helped perpetuate the attitude of de-

velopers viewing test-based activities, and test engineers, as being second-class (see

Sections 6.3.6.2 and 6.3.6.3, as well as [Bertolino, 2003, Juristo et al., 2006]).

Notably, the interviews not only helped identify a third set of interactors (see Section

6.3.3), but showed that these interactors also perceive test engineers as being somewhat

“lower down” than developers (this was apparent in both small and medium-sized or-

ganisations, see Section 6.3.6.4). This is a significant finding as much of the reported

diatribe surrounding test engineers has been attributed to developers (e.g. [Bertolino,

2003, Cohen et al., 2004, Juristo et al., 2006, Watkins, 2009, Zhang et al., 2014]).

Whilst we are not suggesting that a similar level of conflict towards test engineers orig-

inates from the other interactors within an organisation, the interviews suggest that

test engineers are less likely to be treated as equal to developers e.g. “[t]esters to some

of the business seemed to be helpful resources but to others they could not understand

why we were there” [O:VS-I:GH]. As previously observed, a lack of support, partic-

ularly regarding management, is likely to resort in test engineers losing motivation

(see Sections 5.6.4.2 and 6.3.5.3). The interviews also made it clear that the interac-

tors outside of engineering typically wield greater power, which directly influences the

amount of V&V applied to a project (see Section 6.3.6.5). Specifically, these interac-

tors use their elevated position to reduce the V&V being performed, usually resulting

in the test-based activities being reduced in scope (thus supporting their being seen

as dispensable, see Sections 6.3.6.4 and 6.3.6.5, as well as [Rodrigues et al., 2010]),

which would, as above, result in the software test activities being prioritised over the

security test-based activities. If the time allocated for testing is reduced, there will be

a corresponding reduction in scope [Gilbert, 2011]; the interviews showed this results

in a focus on primary functionality and a preference to prioritise the software V&V

activities to the detriment of security V&V.

Having identified the relative focus and priority which is placed on the activities

- by developers, test engineers and organisations as a whole - the interviews helped

identify the primary contributor for this. Namely, security V&V encompasses a set of

complex activities requiring specialist knowledge. This is, in turn, compounded by a

lack of training afforded by the organisations (see Sections 5.6.7.3 and 6.3.8.6). This

clearly has implications, most obviously impacting an organisation’s ability to improve
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their existing level of security V&V practice (which, as found within both phases of

data collection, is somewhat limited). Further, we attribute this lack of knowledge to

the increase in security V&V outsourcing (see Section 6.3.8.7). As we found, the use

of outsourcing is not without problems. Additionally, and more generally, the limited

resources of SMEs negatively impacts the V&V activities, in particular, the security

V&V activities. Whilst the interviews confirmed that only a subset of an organisation’s

interactors are actively involved with such activities, they also showed that a number

of such “key” interactors are often impacted in finding vulnerabilities by having to fulfil

their other responsibilities (e.g. the Architect within one small organisation [O:CT] and

the Security Test Engineer within a medium-sized organisation [O:RV]). This echoes the

impact of employees, within SMEs, wearing multiple hats [Murthy, 2009, Cruz-Cunha,

2010, Linares et al., 2018] and shows its impact on a specific operational context which

is, of course, further compounded by the lack of security V&V knowledge found more

generally within an organisation.

In summary, and based on the analysis performed, the interviews support the find-

ings from the first phase, namely, that the software V&V activities have reached a

higher level of maturity. As before, this is evident regarding their application, the level

of understanding and awareness surrounding the activities themselves, as well as the

level of support offered within the organisations e.g. in terms of tool and/or process

investment, as well as training in any form. Therefore, it logically follows that the se-

curity V&V activities are less likely to involve interactors (which reduces development

opportunities e.g. on-the-job learning as “[l]earning is working; working is learning”

[Sambrook, 2005, p. 106]) and are more likely to suffer from a variety of undesired

interactions. Notably, whilst some of the organisations acknowledged that their secu-

rity V&V must be improved (e.g. “[w]e have had some incidents lately with customers

that are starting to support my case” [O:WK-I:RR]), our findings go some way towards

explaining the continued rise in the number of vulnerabilities being reported more

generally (see Section 1.3.3).

6.4.2 Information Security Culture and V&V Practice

Within the first phase we determined that a relationship exists between an organisation

possessing an information security culture and their level of security V&V practice.

Specifically, organisations with a stronger information security culture had a more

mature security V&V practice (see Section 5.8.2). We continued to explore this theme

during the second phase. Additionally, we wanted to establish whether security had

become a natural aspect to an organisation’s employees’ daily activities [Sánchez et al.,

2010], whether further improving an organisation’s information security culture would
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improve their security V&V practice, as well as which would be easier to improve within

their organisation.

The interviews strongly suggest that an organisation’s information security cul-

ture impacts security V&V practice within both small and medium-sized organisations

e.g. [O:SS] and [O:RW], with one Product Development Manager [O:SS-I:RD] indicat-

ing that security has become “part of the day-to-day activities, it’s part of what they

do on a daily basis, as I say, we try to ingrain that from top to bottom, so it’s a con-

sideration for everybody, whether they’re the MD or whether you’re, kind of, a junior

customer service representative, in terms of having a, maybe an appreciation, not nec-

essarily doing the day-to-day tasks, but an appreciation of the requirement of our quality

software delivery”. However, it is also evident that more could be achieved regarding

both improving an organisation’s information security culture and security V&V prac-

tice. For example, within one small organisation, the Senior Test Engineer [O:DF-I:JR]

indicated that their organisation’s information security culture has “had an impact to

an extent, but we do need to focus on it more”, elaborating: “[w]e are all aware and

have general security of our activities in place [. . . ] but more focus is probably required

on our product”. Similarly, the Product Development Director [O:SP-I:WS], within a

medium-sized organisation, stated in terms of security becoming a natural aspect of

an organisation’s employees’ daily activities: “I think the company is very much want-

ing to be seen as such, but perhaps still needs to improve certain aspects to make it

become a fact”. This reflects, more generally, the held “I think there’s always room for

improvement” [O:RW-I:RL] view when it comes to security-focused activities within

SMEs.

Further, and although an information security culture should encompass all employ-

ees within an organisation, the Security Test Engineer [O:RV-I:BM], within a medium-

sized organisation, felt that in the case of “[e]very employee, maybe not, but definitely

it’s up there, it’s been more, you know, embedded with everything [. . . ] it’s definitely

going that way”. The Security Test Engineer’s line manager (a Lead Software Test

Engineer [O:RV-I:ML]) also echoed the “[n]ot yet, no” view, indicating: “I think a lot

of the training [the Security Test Engineer] will be doing over the next year or two will

move us much more towards that”. Notably, this training will encompass the entire

organisation: “working with people like marketing, people like sales and support people,

customer-facing roles as well, because the kind of stuff they are going to be ponder-

ing is very different to the stuff the engineering team might be pondering”. We recall

the importance of involving, and educating, the interactors sitting within the tertiary

interactor group (see Section 6.3.3), since they wield considerable influence over the

security V&V activities (see, for example, Section 6.3.6.5). The importance of improv-
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ing the level of awareness and appreciation for security throughout an organisation is

effectively summarised by the Head of Engineering [O:KD-I:MF], based within another

medium-sized organisation: “[w]e need to make the rest of the business understand why

it is important so that it is given more priority on the development backlog”. However,

as the Lead Software Test Engineer continues: “as people become more aware of stuff,

the trend would be to take more of an active role in it. So that we’re kind of aware of

just how bad things can be” (as found, people do not appear ignorant to the impact of

security issues see, for example, Section 6.4.1.1). Ultimately, their hope is “[t]o take a

few more steps to practically being able to prevent any problems” (certainly, improv-

ing information security awareness allows employees to move from being unconsciously

incompetent to consciously incompetent [Thomson and von Solms, 2006]).

This optimism, that improving an organisation’s information security culture would

result in an improvement to their security V&V practice, was also observed when

interviewing others. For example, in terms of whether their information security culture

has pervaded the entire organisation, the Head of Engineering [O:KD-I:MF], within a

medium-sized organisation, stated “[n]ot fully, but it is getting there”. As they noted:

“[w]e have ISO27001 certification, and that has ramifications throughout the business”.

This example also supports the observed impact of external influences on security V&V

(see Section 6.3.5.4), as well as through customer demand [McGraw, 2006, Asghari

et al., 2016, Owsley, 2017] (the Security Test Engineer [O:RV-I:BM] also emphasised

the impact of external influences, see Section 6.4.1.1).

Whilst there was some variation in the reported extent that an organisation’s secu-

rity V&V practice could be improved by improving their information security culture,

the interviews reinforced that improving an organisation’s information security culture

would bring an increased level of awareness to the security V&V activities themselves

(we recall that “[a]wareness is the cornerstone of a security culture” [Williams, 2009,

p. 52]). Although this was strongly asserted by several interviewees (e.g. as indicated

by the Product Development Manager [O:SS-I:RD] within a small organisation and

the Product Development Director [O:SP-I:WS] within a medium-sized organisation),

others were a little more cautious in attributing a direct relationship. For example,

one Test Manager [O:RW-I:RL] vocalised that “I think it would definitely have a con-

tribution towards it”. Exploring this “contribution” further, it was felt that only those

within engineering could improve security V&V practice from a technical perspective

i.e. with those outside being more concerned with the organisation’s information secu-

rity culture and only being able to provide support, and possibly some level of direction

e.g. “they would give you the talk on, you know, what best practice is”. As they subse-

quently acknowledged: “I don’t think that kind of knowledge would kind of necessarily
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help people, it makes them aware of it, but they don’t know what to do with it”. There-

fore, improving security V&V practice “would have to be driven independently” but

would, in turn, benefit from the increased level of awareness obtained from improving

the information security culture more generally within the organisation.

The view that information security culture and security V&V practice are two dis-

tinct aspects was echoed by others e.g. the Senior Test Engineer [O:DF-I:JR], within

one small organisation, indicated that “the security aspects with regards to the product

is different to the information security culture” and the Head of Engineering [O:KD-

I:MF], within a medium-sized organisation, indicated that they did not believe further

improving their organisation’s information security culture would help improve their

security V&V practice, observing: “our practice is already good, it is detailed knowl-

edge of security vulnerabilities that we are lacking”. This echoes the already observed

impact of a lack of security V&V-related knowledge (see Section 6.3.8.6). Similarly,

the Security Test Engineer [O:RV-I:BM], within another medium-sized organisation,

felt that “they’re quite separate”, however, they vocalised that “from me and other

people pushing security and trying to, you know, push everything about security onto

all different parts of the company, more people are aware of it, more people know dif-

ferent things, more people have to do things, because we implement, you know, rules

on, say, software you can use and stuff ”. Ultimately, this results in “more awareness”

within the organisation as a whole. Therefore, the interviews confirmed the importance

of cultivating such an awareness since, according to the Software Tester [O:CT-I:DS]

within another small organisation (this one without an information security culture),

improving their information security culture would help improve their security V&V

practice: “if you are talking about the entire organisation, from top to bottom; clearly,

if the CEO and the board were more aware of the bad things that could happen . . . its

not necessarily they’re not aware of it all, it’s just its so far to the back of their mind

people have almost forgotten about it. You know, these are business people, you know,

they’re not quite working on the same level as the likes of us. So, yeah, if there was

an improvement in [information security culture] through the whole organisation then

they would then be saying what have you done about security testing . . . they would be

asking questions of us, you know, have you done this, or what are you going to do

about this”. Whilst this is reflective of an organisation sitting at the early stages in the

Information Security Competence Maturity Model i.e. with employees showing both

an unconscious incompetence and conscious incompetence when it comes to informa-

tion security [Thomson and von Solms, 2006], it also shows the importance of senior

management being actively involved with their organisation’s information security (see

Section 5.7.3) and security V&V (see Section 6.3.5.3).
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That there is a relationship between an organisation’s information security culture,

and their level of security V&V practice, as well as that their respective levels of matu-

rity can vary, we find opinion divided on which is easier to improve. For example, the

Test Manager [O:RW-I:RL], within one medium-sized organisation, stated that improv-

ing their organisation’s information security culture would be easier. Exploring this, we

find continuation in one of the identified underlying themes impacting security V&V

practice more generally, namely, that it encompasses a set of complex activities (see

Section 6.3.6.6). As summarised by the Test Manager: “[v]erification and validation it’s

pretty much harder to know how to understand how to do that”. Similarly, but within

a small organisation, a Senior Test Engineer [O:DF-I:JR] felt that their organisation’s

information security culture would be easier to improve since “I do not think we have

all the knowledge at an engineering level to implement the required changes for V&V

practice”. However, it was also acknowledged that they “have an established product in

some respects and making changes to encourage a fully compliant security is more than

the resource we have available”, which echoes the impact an SME’s restricted resources

can have on security V&V (see Section 6.3.8 regarding the impact of resource flows).

In contrast to the above, the Product Development Director [O:SP-I:WS], within

a medium-sized organisation, felt it would be easier to improve security V&V practice

since “there is too little real understanding of what is needed at the higher levels”. In

conjunction, there is “a lot of understanding and will within the engineering teams

to improve things”. However, without senior management support there is a danger

that practice will become inconsistent, since it became evident that “there is more

than one engineering team”, leading to the view “so perhaps each will take its own

path”. This highlights a potential problem when a common process does not exist (we

recall that the security V&V activities are less likely to have any form of governing

process, see Section 5.6.3.2). It also supports the view that within “immature software

development organizations, the processes used differ across projects because they are

based on the experiences and preferences of the individuals assigned to each project,

rather than on common organizational practice” [National Research Council, 1996,

p. 30]. The Product Development Manager [O:SS-I:RD], within a small organisation,

also vocalised that security V&V practice would be easier to improve since “it’s just

a task and easily measurable”. However, as they continued: “I think but the more

relevant one [to improve] would be the culture, because then that will ensure as a by-

product of the culture you’re doing the actual tasks anyway”. An example which further

supports the relationship between an organisation’s information security culture and

their security V&V practice.

In summary, the interviews confirmed many of the findings from the first phase.
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Specifically, showing that organisations with a stronger information security culture

typically have a more mature security V&V practice. For instance, within the organi-

sation [O:RV] with the dedicated security V&V resource, we found, when asking a Lead

Software Test Engineer [O:RV-I:SK] whether there was an information security policy

within the organisation, the answer was immediate: “yes, there is . . . that part is defi-

nitely in our terms and conditions in our contract” (this supports the finding from the

first phase, in that organisations enforcing their information security policy within their

employees’ contract of employment are more likely to report a healthier information

security culture, see Section 5.7.3, which further supports the need for organisations to

enforce their information security policies [von Solms and von Solms, 2004, von Solms

and von Solms, 2009]). However, this organisation is clearly an exemplar when it comes

to establishing an information security culture e.g. there were references to “company

confidentiality” in terms of the software currently undergoing development, for “any

communications that we have internally are made very clear that it’s all confidential”

and “we all lock our computers”. In terms of the latter, it was indicated, in jest, that

this was also driven by a “just because what other engineers are like on occasion” view

i.e. “unless you want someone to switch your mouse buttons around” which, although a

light-hearted example, shows that engineers, within this organisation, have developed

a security-focused mindset due to the existence of the wider organisation’s information

security culture. It was also indicated that “we have frequently asked questions on

our website” to help people understand the value of security. On enquiring whether

we stood outside of the room within their organisation where the interview was being

conducted, and posed a set of these questions to ten employees at random, would they

be able to answer appropriately, the response conveyed a confidence, reflective of an

organisation with a more mature information security culture e.g. “the sales guys would

definitely be able to . . . talk that up as you would expect sales people to be able to” and

“nobody in engineering would ever side step a security issue”. This also helps show

that the information security culture has permeated throughout the organisation.

Further, it is apparent from the interviews conducted, that any improvements to

security V&V practice will have to be driven by engineering (which is where the pri-

mary interactors are situated, see Section 6.3.1), however, they will require support

from the wider organisation. For example, although one Head of Engineering [O:KD-

I:MF] acknowledged that their organisation’s information security culture was driven

by ISO27001 certification (leading to security becoming a more natural aspect to an

employees’ daily activities [Sánchez et al., 2010]), they also indicated “[w]e have per-

formed security testing on our applications for many years, long before we went for

ISO27001 accreditation”. This sentiment was echoed by others e.g. a Product Devel-
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opment Director [O:SP-I:WS] indicated: “[s]o far, the vast majority of security V&V

has been put in place due to the engineering team knowing it is the right thing to do”

i.e. regardless of the wider organisation’s information security culture. However, it is

clear that as information security culture raises the level of awareness of security more

generally within an organisation e.g. from “top to bottom” (as echoed by several inter-

viewees e.g. [O:SS-I:RD] and [O:CT-I:DS]), this will help raise the profile and necessity

of security V&V to those with the power to support the activities (i.e. the tertiary in-

teractors, see Section 6.3.3 - who can clearly influence the security V&V activities, see

Sections 6.3.6.4, 6.3.6.5 and 6.3.8). In the words of the Head of Engineering: “[w]e need

to make the rest of the business understand why it is important so that it is given more

priority on the development backlog”. We find that this can be achieved by improving

an organisation’s information security culture, which further supports the view that an

information security culture can, and does, influence security V&V within UK-based

software SMEs.

6.4.3 Reflections

Whilst the interviews afforded us greater opportunity to explore responses (both those

obtained from the first phase and when conducting the interviews), their interactive

nature also enabled a rapport to develop with the interviewees, in turn, improving

the quality of the responses received [Singer et al., 2008]. This was important, since:

“[w]ithout rapport, even the best-phrased questions can fall flat and elicit brief, unin-

formative answers” [Leech, 2002, p. 665]. It became clear, throughout the interviews,

that a level of rapport had developed with the interviewees e.g. within one small organ-

isation the Software Tester [O:CT-I:DS], on referring to the “business people” within

their organisation and their perception of security, stated: “they’re not quite working

on the same level as the likes of us” and, within a medium-sized organisation, the

Scrum Master and Lead QA Engineer [O:VS-I:GH] indicated: “[s]ome of these ques-

tions are awesome and should be asked on a daily basis!”. Generally, the interviews

were conversational in tone, which we attribute to the shared level of understanding

which existed between interviewer and interviewee. Whilst some studies highlight the

importance of shared knowledge and identity when interviewing [Shah, 2004], others

indicate that it is easier to study areas when the researcher has had little exposure

[Johnson and Weller, 2001]. However, we, like [Hove and Anda, 2005], believe that

when researching areas of software engineering, it is vital for the interviewer to possess

extensive knowledge of the area being explored. The inherent complexity of security

V&V (see Sections 1.3.3 and 1.3.5) emphasises this.

This rapport led the interviewees to feel sufficiently comfortable to reflect honestly
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upon both their organisation’s - and their individual - strengths and weaknesses. Their

honesty, when reflecting upon their own competence (e.g. one Lead Software Test En-

gineer [O:RV-I:SK], when discussing code reviews, indicated: “C++, I wouldn’t be able

to read my way through the code . . . I personally stay away from that” and, a Software

Tester [O:CT-I:DS], confessed they were “not capable of doing” the necessary updates

to their organisation’s test framework), are indicative of an open and honest discus-

sion. Similarly, interviewees shied away from painting a positive or unrealistic picture

of their organisation e.g. indicating “at the minute, security stuff would be a bit more

reactive” [O:RV-I:ML] and that some tasks have been “hacked together to get things

to work and it’s a mess” [O:CT-I:DS]. Thus, although interviewees were aware that

security was the focus of the research, they still felt able to articulate “it is not that

there is no security [. . . ] there is, you know, such a concept of security in the product,

but it’s not the number one priority” [O:CT-I:DS]. Whilst this improves the level of

confidence we have in the quality and integrity of the data obtained, further support

is afforded when observing that many of the interviewees were also involved in the

first phase (see Appendix L). Specifically, we found, when comparing the responses of

an individual - across both phases of data collection - that no individual appeared to

contradict themselves e.g. with one Test Manager [O:RW-I:RL] indicating: “I wouldn’t

say since I last answered that question a significant amount has changed on the security

side” (which, in turn, heightens our confidence in the data obtained during the first

phase).

In conclusion, the second phase provided additional insight into how security V&V

is practiced within UK-based software SMEs. In particular, it was able to corroborate

many of the findings from the first phase. Specifically, helping confirm the relative

maturity of software and security V&V in terms of their application, as well as the

associated levels of understanding, awareness, and support afforded. The interviews

also supported the view that organisations with a stronger information security culture

would typically have a more mature security V&V practice - but one which is still

less mature than their software V&V practice. Additionally, the interviews helped

convey that improving an organisation’s information security culture would lead to

improvements in their security V&V practice.

Having concluded the second phase of data collection and analysis, it is within

Chapter 7 that we examine (i.e. mix) the two phases in order to address the research

objectives and to position our findings in context of the existing literature.
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Discussion

Within this chapter we discuss, and bring together, the findings obtained during the two

phases of data collection and analysis performed. Specifically, this chapter provides:

Section 7.1: We reintroduce the thesis research objectives and the use of STIN for

studying security V&V within software SMEs.

Section 7.2: We synthesise the two phases of data collection and analysis conducted,

using STIN to structure our analysis.

Section 7.3: We present a series of discussion themes which underly the synthesised

analysis.

Section 7.4: We conclude our discussion by re-examining the specific thesis research

objectives and reflecting on the devised conceptual model.

We begin by providing an introduction to the ensuing discussion.
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7.1 An Introduction

Within this thesis we sought to understand how UK-based software SMEs practice

security V&V and how, as a process, it is influenced by the socio-technical character-

istics of such organisations. Aside from examining a critical but, rather disturbingly,

underexplored area of software engineering practice (see Section 1.3.6 and [Kreeger and

Harindranath, 2012]), we also sought to establish whether organisations could possess a

mature security V&V practice without a correspondingly mature software V&V prac-

tice. Additionally, we aimed to determine whether an organisation’s wider information

security culture influenced security V&V practice.

Therefore, and given the dearth of existing knowledge, we employed a mixed meth-

ods approach to address the overarching research question, and the associated research

objectives, structuring the phases of data collection sequentially (see Section 4.2).

Whilst the first phase employed a survey, the second phase involved a series of semi-

structured interviews. This enabled several themes uncovered during the first phase to

be more deeply explored and helped corroborate many of the findings from that phase

(thereby echoing the utility within [Greene et al., 1989, Bryman, 2006, Zheng et al.,

2017]). Further, and acknowledging the socio-technical nature of V&V (see Section

3.3.6), it was essential to adopt a socio-technical approach when framing the study.

We elected to adopt STIN due to its providing a structured, but flexible framework,

capable of being applied to a variety of complex technologically and non-technologically

mediated social settings. In particular, [Scacchi, 2005, Amrit, 2008, Jensen, 2010] found

it well-suited for studying aspects of software engineering. It was by adopting STIN

that we were able to create a conceptual model (see Figure 3.2). This not only helped

reflect its suitability for studying V&V, it also helped structure and frame our analysis.

Having now completed two phases of data collection and analysis (Chapters 5 and

6), we begin by synthesising the data obtained.

7.2 Synthesising Two Phases of Data Collection

By adopting a mixed methods approach, we acknowledge the need to synthesise the

data obtained. This is necessary to show what has been learned overall in terms of

the identified research objectives [Creswell and Plano Clark, 2011]. As before, we

structure our discussion by first revisiting the interactors and their incentives and then

the relationships which exist within the V&V socio-technical network.
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7.2.1 Interactor Analysis Synthesis

The V&V socio-technical network, as found within UK-based software SMEs, contains

a rich, diverse set of interactors - both human and non-human, technical and non-

technical - with each interacting with one another, both internal and external, to an

organisation. This emphasises the collaborative nature of software engineering and

V&V [Aurum et al., 2002, Burnstein, 2003, Tervonen and Harjumaa, 2004, Yilmaz and

Phillips, 2006, Hass, 2008, Martin et al., 2008, Whitehead et al., 2010, DeFranco and

Laplante, 2017]. However, this richness in diversity is much more apparent in terms of

the software V&V activities than the security V&V activities, thereby helping support

the view that software SMEs prioritise other quality attributes over security. This does

not reflect the acknowledged importance of security (see Sections 1.3.4 and 1.3.6).

Interactor diversity aside, developers and test engineers are the primary interactors

across both sets of activities. Whilst this by itself is unsurprising, it helps identify

where focus should be on improving V&V within an organisation - specifically, from

a technical perspective (e.g. the application of the activities) - since, ultimately, these

are the interactors best placed to address them (both in terms of their assigned roles

and responsibilities, but also through their collective experiences e.g. their educational

backgrounds). However, there are two findings - each supported by both phases of data

collection - which show that whilst these two groups of interactors are hierarchically

situated and positioned within the same function (i.e. engineering), within an organisa-

tion, they are clearly distinct from one another (see Sections 5.6.1 and 6.3.1). Firstly,

all organisations actively, and formally, distinguish between the two types of interactor

which, given the wide of adoption of Agile, was surprising as this usually advocates

the engineering generalist and the blurring of roles [Meszaros and Aston, 2007, Crispin

and Gregory, 2009]. Secondly, we find the traditional role divide, in that developers are

more likely to be involved in review-based activities and test engineers in test-based

activities, continues to be perpetuated throughout the organisations. In some instances

this was expected, however, with the majority of the organisations proclaiming to adopt

Agile (see Figure 5.4), we lean towards the view that many of these organisations may

be in a transitory phase in their adoption (a view borne out, to some extent, by the fact

that many of these organisations also adopt other software development methodologies

as well e.g. Waterfall and the V-Model). However, we should not overlook the general

upheaval and complexity associated with organisations transitioning in how they work

which, without an appropriate level of training, may lead to an incompleteness in terms

of Agile understanding and its adoption, collectively, resulting in an Agile veneer (as

found by [Denning, 2018]). We discuss the persistence of traditional working practices,

in the face of Agile adoption, within Section 7.3.1 and show that its adoption can
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negatively impact some security-related activities.

Although this distinction, between the primary interactors, is not necessarily neg-

ative in itself (various maturity models consider an independent test group a sign of

maturity e.g. [TMMi Foundation, 2018]), the divide between these two interactors is

likely to exacerbate conflict (as evidenced within Sections 6.3.6.2 and 6.3.6.3). Ulti-

mately, we believe that this role divide - and thus the continued distinction between the

two types of interactor - is driven by each possessing different skill sets, mindsets, men-

tal processes and personality attributes [Pettichord, 2000, Cohen et al., 2004, Dhaliwal

et al., 2011, Zhang et al., 2014, Zhang et al., 2018], as well as by the deeply entrenched

view held by developers (and, as we found, by other interactors within an organisation,

see Section 6.3.6.4) that test-based activities are second-class or dispensable [Bertolino,

2003, Hutcheson, 2003, Rodrigues et al., 2010]. Notably, a view whose beginnings are

evidently cultivated within the classroom, with test-based activities typically under-

emphasised [Murrill, 1998, Jones, 2000, Jones and Chatmon, 2001, Leska, 2004, Scott

et al., 2004, Kazemian and Howles, 2005, Elbaum et al., 2007, Kreeger, 2009, Bajaj

and Balram, 2009] (the impact of this was borne out by the Security Test Engineer

[O:RV-I:BM] not initially knowing what a test role would encompass, see Section 6.3.1).

Therefore, rather than striving to blur the roles, organisations should seek to reduce

the barriers between them. In particular, they should actively instill a level of test

awareness, support and responsibility throughout e.g. by ensuring that the time as-

signed to a project’s test-based activities is not the first aspect reduced when faced

with a deadline (as it usually is [Murugesan, 1994, Bashir and Goel, 1999, Nguyen

et al., 2006, Desikan and Ramesh, 2006], see Section 6.3.8.8), as well as ensuring that

a developer’s job description, and their responsibilities, includes testing (the neces-

sity to enforce compliance has been found more generally regarding an organisation’s

information security practices [von Solms and von Solms, 2004, von Solms and von

Solms, 2009] and, whilst software engineers are required to follow processes [O’Regan,

2011], they usually need to be enforced [Testa, 2009] - thereby implying a level of man-

agement engagement and support - which is something we did not find, see Sections

5.6.4.2 and 6.3.5.3). Further, and acknowledging the importance of communication,

any physical barriers (e.g. developers and test engineers sitting in different parts of

an office) should be removed i.e. there should be regular communication, regardless

of mechanism, between the two interactors. Actively improving the communication

between these interactors would help reduce any potential frustrations and resulting

conflict [Sawyer, 2001, Zhang et al., 2014].

Further, and although it was genuinely exciting to find a dedicated security V&V

resource within one of the SMEs (see Section 6.3.1), the lack of interactors - situated

248



7.2. Synthesising Two Phases of Data Collection Chapter 7.

within the organisations - with any official responsibility for performing a security-

focused V&V activity (e.g. a developer recognised for performing security code reviews

or a test engineer who also performs penetration testing) was surprising. This was

especially so given the types of products being developed by the organisations - coupled

with their seeming level of acknowledgment of how important security is regarding

business reputation, retaining customers and entering new markets. Certainly, and

given the contexts in which some of these organisations’ products were ultimately

being deployed, we find the lack of internal expertise quite disturbing. Further, this

lack of dedicated, capable resource has resulted in a reliance on the outsourcing of these

activities to the apparent detriment to an organisation’s own internal development and

growth. This is discussed further within Section 7.3.3, however, it became abundantly

clear, particularly within the interviews, that security V&V is complex [Austin and

Williams, 2011] and encompasses activities that, at best, sat on the periphery of an

employee’s level of understanding and awareness. Ultimately, this helped generate a

‘someone else’s problem’ view (this is discussed further within Section 7.3.2).

Generally, this lack of awareness, and the associated support afforded to the security

V&V activities within an organisation, was also reflected in the non-human interac-

tors - in particular, the tools and processes necessary for performing the activities.

This was exhibited, across both phases of data collection (see Sections 5.6.3, 6.3.4 and

6.3.5.5), by the lack of such interactors, as well as a respondent’s and interviewee’s gen-

eral inability to discuss them (again, an area exacerbated by the reliance on security

V&V outsourcing, see Sections 5.6.2 and 6.3.8.7). Ultimately, the findings concerning

the non-human interactors - which are essential to performing effective security V&V

(especially given an SMEs inherent resourcing constraints e.g. through automating in-

credibly complex tasks) - show that security V&V has not reached the same level of

maturity, and support, as software V&V within UK-based software SMEs. This was

generally the case regardless of organisational size, age and product focus (we recall

the diversity of the organisations studied, see Section 5.4.1).

The reduced diversity of interactors involved with the security V&V activities also

impacts interactor motivation - both intrinsic and extrinsic - in terms of performing

the associated activities. For example, without an appropriate set of processes, and

without the necessary supporting tools, interactors are less likely to receive either the

direction, or the support necessary, to successfully perform the activities e.g. through

using tools to automate security code reviews (such a task has been considered cum-

bersome [Edmundson et al., 2013], therefore, it is clearly important to reduce the

burdensome nature of the task, through automated tools [McGraw, 2008], to further

avoid demotivating interactors). However, we find that the interactors are primarily
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motivated to perform both sets of V&V activities in order to improve software quality

(see Sections 5.6.4.1 and 6.3.5.1). This supports the existing literature on motivation

within a software engineering context e.g. [Beecham et al., 2008, Hall et al., 2008],

however, we confirm that such intrinsically-driven motivation is also exhibited in terms

of security V&V within UK-based software SMEs. Given that interactors are more

likely to be motivated in this way in terms of the software V&V activities, we ini-

tially attributed this to interactors not affording importance to security as a quality

attribute. However, and demonstrating the importance of performing more than one

phase of data collection, as well as the value of adopting a mixed methods approach, we

found evidence refuting the view that interactors were simply ignorant to the impact

of security failings (see Section 6.4.1.1). Therefore, although we can infer that there

is a general level of awareness of the implications of security failings within software

SMEs, this awareness is distinct to that which surrounds the security V&V activities

themselves (where there is a general lack of awareness amongst both technical and non-

technical stakeholders, see Section 7.3.2). Notably, where there were stronger levels of

awareness (i.e. within organisations with a more firmly established information security

culture) we found a more mature security V&V practice (see Sections 5.8.2 and 6.4.2).

This helps confirm that awareness is the ‘cornerstone’ of an information security cul-

ture within small organisations [Williams, 2009]. It is also apparent that security, and

security V&V awareness levels - and the associated motivation (in this case, extrin-

sic) - are cultivated within SMEs through a number of external factors e.g. standards,

regulations and certification (we discuss this further within Section 7.3.4).

In summary, although there is evidently recognition, and a degree of awareness

associated with performing the security V&V activities, we find that they are impacted

by several of the relationships which exist within the V&V socio-technical network.

Ultimately, this results in the security V&V activities being performed less frequently,

less efficiently and with less confidence than the software V&V activities.

7.2.2 Network Relationship Analysis Synthesis

In conjunction with the diverse set of interactors, and their incentives, we find that

their relationships with one another are equally diverse and rich. Identifying these

relationships not only helped identify how these interactors interact, but it also enabled

us to understand the context in how they view, and influence, one another - both

positively and negatively. Notably, the relationships within the V&V socio-technical

network are generally more inclusive, and supported, in terms of the software V&V

activities, thereby implying that the security V&V activities are less inclusive, and are

less supported, within UK-based software SMEs.
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In particular, although communication between the interactors was generally as-

sisted by their close proximity to one another (especially regarding the primary in-

teractors, see Section 6.3.7.1), as well as through the use of a common set of shared

communication mechanisms and tools - across all the V&V activities - we find that the

general lack of security expertise possessed by the interactors limits communication in

terms of the security V&V activities. This reflects its inherent complexity [Kreeger,

2009, Wang and Guo, 2009, Austin and Williams, 2011], with it being unrealistic to

expect interactors, both technical and non-technical, to discuss and engage with a sub-

ject when they have a relatively little understanding of the topic. It also emphasises

the importance of considering expertise as a resource flow (as it is within STIN [Meyer,

2007, Taylor-Smith, 2016]). Specifically, interactor communication appears to be hin-

dered by a lack of understanding and, to some degree, a lack of awareness (which we

find is often compounded by a lack of interactor inclusivity, for example, with only a

subset of an organisation’s engineers communicating with the engaged outsourced en-

gineers on which the organisation relies for their security-focused testing, see Sections

5.6.6.1 and 6.3.7.4). A lack of understanding and awareness (and the associated exclu-

sivity) appear less of a concern for the software V&V activities, which perhaps should

be expected given the greater shared understanding - and language - existing between

the interactors in terms of these activities. Therefore, with regards to both sets of ac-

tivities, we find that interactor communication is not limited by opportunity (regular

meetings and stand-ups were common place, see Section 6.3.7.2), or the available com-

munication mechanisms and associated tools (interactors appeared comfortable with

both their technologically and non-technologically mediated social relationships and

were found to utilise a common, and accessible, set of tools within their organisations

in which to communicate e.g. centralised defect tracking and version control systems,

see Sections 5.6.6.3 and 6.3.4.1).

However, although our findings concerning communication were generally positive,

we should not overlook the social dynamics which exist between the two primary in-

teractors (i.e. developers and test engineers), since it is here where we find that com-

munication can be hindered by their differing capabilities, objectives, personalities and

mindsets [Sawyer, 2001, Cohen et al., 2004, Zhang et al., 2014, Zhang et al., 2018].

Whilst we do not believe that their relationship can be improved solely through an

improvement in the frequency and type of communication (and we find evidence to

suggest that it does need to improve, see Section 6.3.6.3), it is likely, with an improve-

ment in the adoption of a more transparent - and inclusive - software development

methodology, such as Agile, that we will continue to see improvements in the rela-

tionship between the primary interactors (although this demands a level of adoption
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exceeding an Agile veneer [Denning, 2018]). Improving the relationship between the

two primary interactors, within the V&V socio-technical network, is clearly important.

Conflict, especially surrounding the communication of defects and vulnerabilities, can

be lessened when more information is communicated by both parties (e.g. from how

to reproduce an issue, to how an issue was addressed). Although, in terms of vulner-

abilities, we find that such communication is compounded by a lack of, or insufficient,

interactor communication - which is typically due to the interactors involved only pos-

sessing a general understanding of security [McGraw, 2004, Wurster and van Oorschot,

2008, Kreeger, 2009, Austin and Williams, 2011]. This can further impact interactor

communication, with the added complexity of security potentially exacerbating con-

flict. However, more generally, we would have expected the adoption of Agile to have

improved the relationship between the two interactors - in particular, helping erode

the distinction in their roles (we discuss this further within Section 7.3.1). Therefore,

whilst the traditional divide between the two interactors appears to continue, perpetu-

ating the view that test engineers are second-class individuals, performing second-class

activities [Bertolino, 2003, Juristo et al., 2006] (see Sections 6.3.6.2 and 6.3.6.3), we find

that such views are also held by other interactors within the organisations (see Section

6.3.6.4). This is particularly damaging to the security V&V activities where, in some

cases, it is a view harboured by the interactors who control the resource flows. We

also find that these interactors perceive some of the activities dispensable (test-related

activities in particular, see [Rodrigues et al., 2010] and Section 5.6.5.2) and encourage

focus on a product’s primary functionality. Given that these interactors typically wield

greater power within the V&V socio-technical network (see Section 6.3.6.5), further

emphasises the need to focus on improving security V&V communication, and the rais-

ing of awareness levels, throughout an organisation. We recall the importance of an

organisation’s management being actively seen to support V&V activities (for example,

any reduction in test time can lead to the activities being perceived as having little

value [Cohen et al., 2004], with a lack of management support, more generally, known

to negatively impact test engineer motivation, causing them to lose interest in their

tasks [Perry, 2006]), however, we also recall our findings which show that the interactors

involved with V&V were not typically motivated by their organisation’s management

in terms of performing any V&V activity (see Sections 5.6.4.2 and 6.3.5.3).

In addition, we highlight that improving communication more generally, between

all interactors within the V&V socio-technical network - both those internal and exter-

nal to an organisation - would further help address the exclusivity associated with the

security V&V activities. For example, we find a need to improve the levels of communi-

cation with customers and outsourced engineers (both of which are influential in terms
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of security V&V, see Section 7.3.4). Ultimately, a more transparent, and inclusive, ap-

proach to communication would assist both sets of V&V activities, however, it is more

likely to have greater impact in terms of security V&V, especially given the reliance

on outsourced engineers for the associated activities (see Sections 5.6.2, 6.3.8.7 and

7.3.3) and with customers generally becoming more security-focused and technically

astute [Zabicki and Ellis, 2017]. Such communication would also increase the levels of

awareness which surround the security V&V activities - notably, throughout an organi-

sation - and, therefore, help address the topic of interactor inclusivity in terms of these

activities. It would also give greater prominence to the activities within an organisa-

tion, helping counter the observed lack of management involvement. However, to be

successful in these aims, there would need to be a noticeable improvement in the level

of security V&V knowledge within an organisation. Unfortunately, we found training

opportunities limited in terms of opportunity and frequency (see Section 5.6.7.3). This

has a more significant impact on the security V&V activities (see Sections 5.6.5.1 and

6.3.8.6).

It is also apparent that organisations should strive to establish a consistency of

practice amongst their employees (many maturity models consider this a sign of a more

mature organisation e.g. [CMMI Product Team, 2010]). A key example of this con-

cerns the communication surrounding vulnerabilities i.e. the most fundamental object

of communication in a security V&V context. Specifically, we find that many organ-

isations do not explicitly identify security-related issues within their adopted defect

tracking systems (which should be the single source for information on which the sur-

rounding communication, regardless of mechanism, is based, see Section 6.3.7.3). This

calls to mind the expression ‘hunting for a needle in a haystack’ (since unlabelled vul-

nerabilities can easily become lost amongst defects [Peters et al., 2017]). Whilst some

organisations label security issues, improving their ability to communicate this infor-

mation internally and externally e.g. to customers (a practice that should be adopted

by organisations [Russell and Van Duren, 2016]), we find that such practice is inconsis-

tent at best. Ultimately, this reduces the ability to understand the scope of the security

problem within a product - which is not a good starting point given the evident com-

plexity of security V&V and security engineering more generally. This decreases the

potential for identifying vulnerable areas of code (e.g. [Neuhaus et al., 2007]) which,

in turn, reduces the ability for organisations to focus their security V&V efforts. As

we found, SMEs are constrained in their human and non-human resources, expertise

and training opportunities (see Sections 5.6.7 and 6.3.8). Whilst this is reflected within

many existing studies e.g. [Habra et al., 1999, Ward et al., 2001, Andersson and Rune-

son, 2002, Murthy, 2009, Tosun et al., 2009, Basri and O’Connor, 2010, Cruz-Cunha,
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2010, Woschke et al., 2017], we identify its impact on a specific organisational and tech-

nological context, namely, that of security V&V within UK-based software SMEs. Such

organisations should seek all opportunities to best capitalise on the security information

- and expertise - they have available.

Ultimately, the nature of security V&V, and its inherent complexity, reduces the

ability for interactors - without an appropriate level of understanding - to converge

around, and discuss, the associated activities. This reduces the ability for many inter-

actors to participate, in turn, leading to a greater deal of exclusivity in terms of the

security V&V activities. This reinforces the ‘someone else’s problem’ attitude, leading

to a reduced level of awareness of the issues and the current state of practice within an

organisation (which reflects the observed “Do Not Know” trend encountered in terms of

security V&V, see Sections 5.5, 5.6.3.1 and 5.6.3.2 - we discuss the issue of awareness

further within Section 7.3.2). Unfortunately, many of the problems inherent within

SMEs (e.g. resourcing constraints [Sitnikova et al., 2007, Cruz-Cunha, 2010]) and soft-

ware SMEs (e.g. competitive pressures [Feldmann and Pizka, 2003]) further compound

an already weakened area of an organisation’s software development process - with the

software V&V activities being less impacted by complexity, therefore, increasing their

inclusivity and the associated levels of awareness and support. Thus we can conclude

that the software V&V activities sit at a higher level of maturity than the security V&V

activities. Notably, this is apparent in terms of their application, associated inclusivity

and their surrounding levels of understanding and awareness. In summary, this helps

explain why we continue to see a rise in the number of vulnerabilities being reported,

as well as the continued repeating of the same security-related mistakes (see Section

1.3.3).

7.3 Discussion Themes

Having performed two phases of data collection (Chapters 5 and 6), we now identify,

and discuss, several themes that surfaced during data analysis which, in some instances,

crossed several of the key themes within STIN.

7.3.1 Security V&V and Agile Adoption

We found, to varying degrees, that the majority of organisations studied have actively

embraced Agile and its associated ceremonies and practices e.g. scrum teams have

been formed, backlogs exist and daily stand-ups are common place. This reflects the

current popularity of organisations embracing Agile [Clarke and O’Connor, 2013, Ryan

and O’Connor, 2013, Rindell et al., 2015, Chóliz et al., 2015, Rindell et al., 2017],
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however, despite this, it is apparent that the benefits extolled from such adoption

have not yet materialised across all of the organisations and, most notably, it does not

appear to have contributed towards a noticeable improvement regarding their security

V&V practices. In some instances, this can potentially be attributed to several of

the organisations having only recently embraced Agile, thus they are still finding their

way and are probably encountering several of the expected transition troubles [Puleio,

2006], with [Nerur et al., 2005] explicitly indicating this for organisations typically

versed in traditional software development methodologies (as they elaborate, neither

culture, or mindsets, can be easily changed) and [Crispin and Gregory, 2009] indicating

similar in terms of organisations with existing, independent test teams. However, many

organisations are more established in their adoption, which suggests that undesired

interactions and influences are being encountered that are impacting V&V practice

which, ultimately, helps support the view that Agile is not a panacea (a view echoed

by others e.g. [Cao and Ramesh, 2008, Rigby et al., 2016]).

For example, a key Agile principle is pairing people to work together [Shaye, 2008].

As Agile is a co-operative social process, it is vital that team members value and trust

each other [Nerur et al., 2005]. However, we observe that the traditional working prac-

tices, and views, of the two primary interactors - namely, developers and test engineers

- are still deeply ingrained in, and exhibited by, both types of interactor. This does

not conform to the held view that Agile completely redefines quality assurance work

[Talby et al., 2006]. Specifically, we find that a confrontational attitude is still present,

with a developer’s perception of test activities, and test engineers, still very much neg-

ative (whilst this reflects the findings of others e.g. [Juristo et al., 2006], many are not

positioned within both an SME and an Agile context, however, the latter is observed

within [Watkins, 2009]). These attitudes (discussed within Sections 6.3.6.2 and 6.3.6.3)

have perpetuated the separation between the interactors in terms of specific V&V ac-

tivities. Therefore, although everyone should write tests on Agile projects [Talby et al.,

2006], we found little evidence that developers actively embrace such tasks. Similarly,

we found test engineers were not involved with review-based activities. However, it

is acknowledged that all team members should be considered equal, capable of under-

taking design, implementation and test-based activities i.e. no strict roles (e.g. test

engineers) should exist [Maier et al., 2017]. Such a view is exemplified by [Puleio,

2006] i.e., within Microsoft, developers learnt how to test and test engineers to write

production code (notably, this team were, at least initially, permitted to experiment

when adopting Agile without facing hard deadlines - this emphasises the importance of

management support, but also reflects an operating environment unlikely to be found

within SMEs given the resourcing contraints and competitive pressures generally faced
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e.g. [Feldmann and Pizka, 2003, Basri and O’Connor, 2010]). It is thus important for

people to not assume that their previous roles and responsibilities will remain the same

when transitioning to Agile [Sumrell, 2007]. However, even when moving to Agile, man-

agers may continue to reinforce this role divide by associating employees with specific

roles [Boehm and Turner, 2005] (as Boehm and Turner observe, this can impact the

multi-tasking nature of an Agile team). Therefore, whilst team members should not

be confined to a specialised role [Nerur et al., 2005] (Agile requires the full integration

of testing and development activities [Talby et al., 2006]), we did not find such levels

of integration within the organisations proclaiming to practice Agile - this perpetuates

the long established views held by the interactors, impacting both software and security

V&V.

Similarly, the continued preservation of existing working practices is also grounded

in the observation that many organisations actively embrace multiple software develop-

ment methodologies (see Figure 5.4). This suggests a reluctance to let go of traditional

working practices - which are best exemplified by the Waterfall model and the ‘throw

over the wall’ mindset. However, the use of multiple methodologies, especially a com-

bination of traditional and Agile, has been found in other organisations, leading to

the term ‘Water-Scrum-Fall’ surfacing [West, 2011, Theocharis et al., 2015]. Notably,

[Boehm and Turner, 2005] observe the difficultly of working with different methodolo-

gies (they provide the example of merging lightweight Agile processes with standard

industrial processes in a way without impacting either). Interestingly, [Crispin and

Gregory, 2009] state that it is the test engineers who often take the longest time to

transition to an Agile environment (with [Talby et al., 2006] also indicating more gen-

erally (i.e. regardless of interactor type), that fully adopting quality practices, in the

context of Agile, is a slower and more difficult journey). This is echoed by others

e.g. [Sumrell, 2007], with [Puleio, 2006] indicating that their team (based within Mi-

crosoft) initially thought that testing would be the easiest aspect of the Agile adoption

process. Therefore, whilst we found that test-based activities already suffer through a

developer reluctance to participate, it is apparent that the difficulties encountered when

transitioning to Agile further compound these activities (this has also been observed

in the working experience of the author). Notably, test engineers must change their

mindset if they are going to successfully become part of an Agile team [Talby et al.,

2006].

Further, many established secure development methodologies are considered more

suited to the Waterfall and the V-Model, as opposed to Agile-based environments

[Maier et al., 2017]. For example, Microsoft’s SDL, CLASP, Touchpoints and Common

Criteria all predate Agile [Rindell et al., 2017]. Thus, as Rindell et al. state, this can
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lead to initial difficulties with their adoption and application within an Agile environ-

ment. Baca and Carlsson also found that such methodologies scaled badly in an Agile

context (in particular, the design and test phases) [Baca and Carlsson, 2011] (that

this observation is positioned within the context of a global organisation, we feel that

the inherent resourcing constraints of SMEs would further compound the situation).

Therefore, organisations will potentially encounter conflict when desiring to embrace

Agile and secure development practices ([Sinnhofer et al., 2015] state that Agile is

not used for the development and evaluation of secure products). Notably, although

we found that external certifications, such as FIPS 140-2 and Common Criteria, are

strong motivators in terms of organisations performing security V&V (see Sections

5.6.4.5 and 6.3.5.4), Common Criteria has been considered a mismatch in terms of

Agile e.g. within [Beznosov and Kruchten, 2004] it is highlighted that the extensive

documentation required runs counter to Agile practices. Thus organisations embracing

Agile must carefully consider how to integrate secure development practices within their

environment. Importantly, whilst Agile methods have been criticised for overlooking

security assurance, [Rindell et al., 2015] believe that they are capable of being adapted

to such environments, however, we found no evidence to show that software SMEs had

managed to fully embrace Agile and integrate secure development practices within the

context of this adoption. Therefore, given the additional complexity of achieving a

balance between Agile and security (as questioned by [Beznosov and Kruchten, 2004]:

how can they adopt each other), and the mass adoption of Agile, it is not surprising

to find that the software V&V activities have reached a more mature level of practice

within such organisations (or perhaps are less impacted by the adoption of Agile, see

Section 8.4).

Therefore, although the majority of organisations report Agile adoption, we find

this might be a case of ‘lip service’. For example, although Agile should improve

interactor communication (e.g. [Begel and Nagappan, 2007] highlight, within Microsoft,

that daily scrums were instrumental in bringing developers and test engineers together),

we do not find that the level of communication which exists (see Section 5.6.6) has

resulted in improved relationships between the primary interactors or the erosion of

their traditional roles (in some instances, such benefits cannot be directly attributed

to the adoption of Agile since, within some of the organisations, the communication

between the two types of interactor was already well established, see Section 6.3.7.2).

Similarly, a failure to consider the integration between Agile and security practices

can result in their superficial treatment i.e. a focus on hardening sprints or only in

the early phases of a project [Rindell et al., 2015], with some organisations, when

adopting Agile, also overlooking security early on during software development [Cao
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and Ramesh, 2008]. This emphasises the need to consider security V&V throughout

the software development lifecycle, regardless of the employed software development

methodology (which is a frequency of practice found in terms of software V&V, but

not security V&V, see Section 6.4.1.1).

Importantly, before an organisation embraces Agile, training should be provided by

the adopting organisation [Talby et al., 2006, Rigby et al., 2016]. This must include

both developers and test engineers and, whilst considered a significant challenge, this

should include ensuring that testing is everyone’s responsibility [Talby et al., 2006] (as

we observed, training is often limited within SMEs, see Section 5.6.7.3). For example,

[Cao and Ramesh, 2008] observed difficultly in developers embracing Test-Driven De-

velopment (i.e. writing tests before coding), thus the developers reportedly failed to

consistently follow this practice. Further, the impact of placing test engineers within

scrum teams, without any training, is captured by [Crispin and Gregory, 2009]: all the

test engineers subsequently left their organisation - within the space of three months

- due to not understanding their new roles. As Crispin and Gregory indicate, such

problems can be avoided with the appropriate training. Similarly, test engineers must

change their mindset to successfully transition into an Agile team [Talby et al., 2006].

There is still an uneasy relationship between the primary interactors (see Section 6.3.6.3

which, interestingly, we found is perpetuated by other interactors within an organi-

sation, see Section 6.3.6.4), which may continue to reflect the adversarial nature of

test-based activities [Cohen et al., 2004]. However, that developers and test engineers

perceive software development differently [Cohen et al., 2004], and with test engineers

possessing lower skills [Dhaliwal et al., 2011], this makes the sought for equality on an

Agile team [Maier et al., 2017] even more difficult and challenging to achieve (this was

particularly evident within one organisation, where the Lead QA Engineer [O:VS-I:GH]

- who was also the Scrum Master - conveyed the inequality between developers and test

engineers within their organisation echoing, by implication, that Agile, by itself, is not

a panacea).

Notably, the adoption of Agile, and its associated training, must also extend further

than just the engineering teams [Rigby et al., 2016]. Changing software development

processes impacts organisational structure and culture, as well as management prac-

tices [Nerur et al., 2005]. Rigby et al. also emphasise that an organisation’s executives

require training since, without it, they will continue to manage in ways opposed to Ag-

ile, therefore, undermining its effectiveness and that of the Agile teams [Rigby et al.,

2016] (this may have led to some organisations retaining traditional approaches, for

example, [Theocharis et al., 2015] posit the unconfirmed hypothesis that organisations

(especially large ones) use traditional processes as reference models to define manage-
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ment processes, with the project teams utilising Agile methods). Thus, they see the

behaviour of executives as the greatest impediment to the successful adoption of Agile

(we recall the limited direct involvement of management with V&V, see Sections 5.6.4.2

and 6.3.5.3). Management involvement, during an organisation’s transition to Agile,

is particularly important in a V&V context, for example, how management promotes

developer testing within an organisation [Talby et al., 2006] (Talby et al. indicate this

is a major issue within organisations where test activities are poorly perceived which,

as we found, is the case within many of the organisations studied). As one of the

core principles of Agile is to build projects around motivated individuals [Rigby et al.,

2016], this may explain why the adoption of Agile has not led to an improvement in

security V&V. Since, aside from the observed lack of management support (i.e. with

organisations not providing the environment and support necessary to perform the

V&V activities, particularly so in terms of security V&V), we find, like [Perry, 2006],

that a lack of management support can result in a lack of interactor motivation and

interest (we found higher levels of motivation surrounding the software V&V activities,

see Figure 5.19). Thus, implementing Agile not only requires a change in mindset at

the individual level, but also at an organisational level [Talby et al., 2006]. Therefore,

it is apparent that Agile is not a panacea, and that people must consider the adoption

of Agile carefully, coupled with the investment necessary to ensure that it is not just

‘lip service’ adoption so as to achieve its full benefits. However, it is also clear that

integrating security V&V, within an Agile framework, is a complex problem, as well as

one which is only recently being explored.

7.3.2 A Lack of Awareness Surrounding Security V&V Practice

The adoption of Agile aside (which advocates co-location and centralised teams [Kongsli,

2006]), as we focused on SMEs, we found that many of their engineering teams were

small and centrally located (with some mixing their developers and test engineers, due

to their adoption of Agile, and with some retaining a separation, see Section 6.3.1).

However, predominately, all primary interactors, within the context of an individual

organisation, were situated within the same building, often the same floor, with very

little in the way of spatial boundaries (reflecting the popularity of open plan offices

[Bernstein and Turban, 2018]). Similarly, the majority of the secondary and tertiary

interactors identified (excepting customers and the use of outsourced engineers and

consultants) were also typically based within the same building. This, coupled with

the adoption levels of Agile, and how central face-to-face communication is to its prac-

tice [Rigby et al., 2016], we would have expected an increased level of awareness of

an organisation’s security V&V practices (when practiced and, indeed, when not prac-
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ticed) since, more generally, [Biehl et al., 2007] state that developers spend significant

time gaining, and maintaining, a level of awareness of the activities being performed by

other developers and, aside from improved communication, the main perceived benefit

of adopting Agile is an awareness of other people’s work [Murphy et al., 2013]. Thus,

collectively, we had assumed that the proximity of engineers - and the adoption of Ag-

ile (through providing transparency of an interactor’s tasks, as well as improving the

frequency of interactor communication) - would have resulted in an increased level of

awareness of the V&V activities within an organisation. However, we found that people

were less aware of the situation regarding the security V&V activities - including as to

whether they were practiced, and whether there were tools and processes supporting

the activities. It was also evident, throughout the interviews conducted, that these

activities were more challenging for interviewees to discuss. This suggests, at best, an

inconsistency in security V&V practice, which also highlights that such practices have

not reached the maturity reflected in the software V&V activities practiced by software

SMEs.

Thus, whilst the Agile practitioners surveyed and then subsequently interviewed

by [Murphy et al., 2013] felt that the strongest perceived benefit from Agile adoption

was improved communication, followed by an awareness of other people’s work, we,

like [Biehl et al., 2007] (who also performed a survey followed by interviews), found

that developers lack awareness of other group members’ actions (they explicitly at-

tribute this to inadequate tool support). Notably, as our respondents and interviewees

included developers and test engineers, as well as those overseeing both, we cannot

attribute the lack of awareness to any one type of interactor i.e. test engineers be-

coming sidelined (as found in [Whitworth and Biddle, 2007, Whitworth, 2008]). This,

therefore, suggests a more systemic problem which, in turn, is supported by the finding

that interactors are more likely to be excluded from the security V&V activities (in

some instances, deliberately). This suggests a continued, enforced separation between

Agile and security, as well as limited interactor interaction regarding the security V&V

activities themselves. This is unfortunate, since when developers become responsible

for testing, their test-awareness levels also increase (in turn, developers are then more

likely to design software with testability in mind) [Talby et al., 2006]. This improved

awareness can also lead to an improvement in the relationship between developers and

test engineers, notably, helping reduce invalid defect reports (we recall, and as found,

defects are an area of contention between the two primary interactors [Cohen et al.,

2004, Vogel, 2011]). As Talby et al. further observe, such task co-ordination is often

difficult when developers and test engineers are based within separate teams.

As we continue to find evidence that Agile is not a panacea - in terms of security
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V&V - we also find that a lack of awareness is more pervasive than just the V&V activ-

ities themselves. For example, [Hoda et al., 2008] indicate that a lack of awareness of

Agile leads to skepticism, resulting in difficulties surrounding its adoption. We found

limited evidence that Agile had been embraced to the level required (i.e. there is a

degree of ‘lip service’ adoption being exhibited within the organisations). Significantly,

[Pikkarainen et al., 2012] found that a lack of awareness, surrounding Agile and its as-

sociated methods, resulted in a commitment problem, not only amongst the developers

within an organisation, but also its management. Therefore, and with such a basis,

the recognised difficulties of integrating security practices within an Agile software

development context (see Section 7.3.1) are further compounded. However, [Kongsli,

2006] states that it is possible to improve the level of awareness, within an Agile team,

regarding such practices. Specifically, they indicate that through improving the level

of security awareness, amongst the team, there formed a stronger sense of ownership,

whereupon members of the team became accustomed to questioning how they could

misuse the product. Certainly, raising the levels of security awareness, throughout a

team, helps bring security issues into the foreground [Rindell et al., 2017]. As is ap-

parent, and regardless of the types of interactor involved, there is evidently a lack of

awareness surrounding the security V&V activities.

However, looking past an organisation’s adoption and use of Agile (since some

organisations continue to practice other methodologies both alongside, and instead of,

Agile), we still find that there is less awareness concerning security V&V than software

V&V. This helps support the view that security has become ‘someone else’s problem’

which, as [Kongsli, 2006] acknowledges, is the case within Agile environments when

security is dealt with by members outside of a team i.e. the team ceases to worry

about security. As we found, this attitude is more pervasive than just engineering (also

encompassing an organisation’s management) and is further compounded by a lack of

interactor involvement with the security V&V activities (see Section 5.6.5), a lack of

interactor knowledge due to the inherent complexity of these activities (see Section

6.3.6.6), as well as a reliance on the outsourcing of these activities (see Section 6.3.7.4).

Notably, our findings concerning security V&V awareness fit, and are aided by,

the Information Security Competence Maturity Model (which draws inspiration from

the more generic Conscious Competence Learning Matrix) [Thomson and von Solms,

2006]. Specifically, we found, overwhelmingly, that the interactors existing within the

V&V socio-technical network display a limited level of awareness in terms of security

V&V (both in its specific application within their organisations and, more generally, in

how the activities should be applied), as well as their role in this regard. According to

Thomson and von Solms, this suggests employees are primarily at the ‘unconsciously
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incompetent’ stage. To progress to the second stage, namely, becoming ‘consciously

incompetent’, it is necessary to increase awareness levels (Thomson and von Solms

discuss this in terms of information security more generally). Hence, it becomes nec-

essary to raise the level of security V&V awareness within UK-based software SMEs.

According to Thomson and von Solms, increasing awareness should precede any train-

ing in order to help employees move to the ‘consciously competent’ stage (it is then,

through experience, possible to move to the ‘unconsciously competent’ stage). Notably,

given the relationship established between an organisation’s information security cul-

ture, and their level of security V&V practice (see Sections 5.8.2 and 6.4.2), as well as

the importance of engaging an entire organisation behind such practices (see Section

6.3.6.5 for the impact interactors outside of engineering can have on security V&V),

we find that it is necessary to both raise awareness of security within an organisation,

and improve its inclusivity. Awareness, in the case of security V&V, will only develop

through communication. Unfortunately, we find that such communication is hindered

both by its inherent complexity and its apparent interactor exclusivity. This limits the

building of a shared, common knowledge, and a level of awareness resulting in team

members feeling secure and comfortable, and thus increasing the sense of individual

responsibility [Whitworth and Biddle, 2007, Whitworth, 2008] i.e. security does not be-

come ‘someone else’s problem’. One way of improving security V&V awareness levels,

within an organisation, is to nominate a security champion i.e. someone with recognised

responsibility and authority in terms of security V&V. We found, where such a cham-

pion existed, that whilst others within an organisation could by no means be called

experts, security had a tangible presence, with employees having someone to approach

and to be guided by (such resource can help propagate security thinking throughout

a team [Wäyrynen et al., 2004]). Further, a single security engineer can support 5-20

teams, if used early and appropriately [Beznosov and Kruchten, 2004]. Therefore, even

given the resource constraints within SMEs, a single, focused engineer (we avoid the

term ‘dedicated’ given that many employees may have other roles e.g. also performing

the role of developer or test engineer, thereby echoing the observed multiple hats worn

by employees within SMEs [Murthy, 2009, Cruz-Cunha, 2010, Linares et al., 2018], see

Section 6.3.8.2) could act as the catalyst necessary to improve security V&V awareness

within an organisation, thereby bringing people to consciously recognise their current

levels of security V&V practice with the view of improving upon them.

7.3.3 Reliance on External Security V&V Expertise

Although outsourcing offers clear benefits to organisations, including within a V&V

context [Karhu et al., 2007, Smuts et al., 2010], it is apparent that a combination of
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the complexity of security V&V (see Section 6.3.8.7), and the resourcing constraints of

software SMEs more generally, has led to a reliance on external resources performing the

associated activities. This supports the view that software V&V has reached a higher

level of maturity, however, it has also contributed towards the decline in internal growth

and development of security V&V capability within software SMEs.

This reliance on external expertise should not be wholly unexpected given the in-

herent complexity of security V&V. It requires the blending of a variety of subjects

and domains of knowledge and, as has been identified, this is further compounded by

the identified lack of training being afforded to graduates [Kreeger, 2009]. Whilst this

impacts their ability to ‘hit the ground running’ when starting at an SME in terms

of contributing to an organisation’s security V&V practice, the limited training within

SMEs, especially concerning security V&V (see Sections 5.6.7.3 and 6.3.8.6), continues

to perpetuate the trend. Further, and although [Grant, 2013] considers states as op-

posed to organisations, and military capability rather than security V&V capability, it

is noted that whilst states should prefer to become independent, in terms of security,

very few will actually achieve this. Grant continues that most states produce what

security they can (this is considered their ‘internal security’) and then rely on others

(their ‘external security’). Notably, the states considered as having a greater advan-

tage in terms of attaining security are those with larger populations, greater resources

and improved technology - effectively, the situation one would expect to exist in larger

organisations and not within SMEs (which supports the resource flows we observed

within SMEs, see Sections 5.6.7 and 6.3.8).

Therefore, it is not unsurprising that organisations, when realising the need to en-

sure security within their products, turn towards an external agency to perform the

associated activities. Unfortunately, this has several direct consequences, not least re-

stricting the growth of an organisation’s internal security V&V capability, but also,

given the costs of engaging such external experts, resulting in the activities being less

likely to be performed throughout the course of software development i.e. often leading

to a focus towards the end of a project. It is commonly regarded that security can-

not be tested into a product [Howard and Lipner, 2006, Takanen et al., 2008], with

security also being something that should not be considered solely towards the end of

a project. Specifically, security V&V should occur early (especially at the point when

designs can be influenced), as well as throughout the software development lifecycle -

regardless of the adopted software development methodology - in order to ensure any

regressions are caught i.e. security should be considered an emergent property [Arkin

et al., 2005]. It is worth highlighting that the situation is different in terms of soft-

ware V&V more generally where, in contrast, university curricula focuses significantly
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more on programming, design and, to some extent, testing (although still consider-

ably more than security-focused testing [Kreeger, 2009]). Therefore, in this context,

there is a stronger basis on which organisations can develop their employees - especially

through on-the-job and self-directed learning (which reflects the observed training pat-

terns within software SMEs [Lethbridge, 2000, Sung and Paynter, 2006], see Section

5.6.7.3).

However, whilst the desire to outsource security V&V appears to be driven by a lack

of knowledge and expertise, the increased reliance on outsourcing for security V&V also

appears to reflect the “insource the core and outsource the rest” view adopted by many

organisational leaders [Bayrak, 2013, p. 15]. As found, security has been viewed as just

another software quality attribute and has not been given the prominence it deserves

- especially by an organisation’s management. Thus, given the complexity of security,

and the position in which it is held, outsourcing security V&V probably appears a

sound strategy to many within an organisation’s management team i.e freeing up an

organisation’s resources (e.g. their engineers) and allowing them to focus on their core

competencies [Bayrak, 2013]. However, whilst developers are the most appropriate

type of interactor to assume the responsibilities of a security specialist [Rindell et al.,

2015], Beznosov and Kruchten, who discuss security expertise and testing philosophy,

indicate such a combination cannot be expected from an average developer [Beznosov

and Kruchten, 2004]. Rindell et al. also indicate that such a pairing is a violation of

the ‘separation of duties’ rule i.e. developers are seldom best placed to break their own

code. Although developers may be optimally positioned to perform security-focused

testing we find, generally, that the organisation environment required to cultivate this

does not exist e.g. with dedicated training programmes and the management assistance

necessary to support and motivate interactors. In turn, this is likely to further reduce

motivation levels when performing any form of test-based activity - even given the time

to learn, or to perform, security V&V (there are also clearly hurdles to overcome in

terms of motivating developers to perform test-based activities, see Section 6.3.6.2).

Therefore, although there is a reliance on outsourcing security V&V, and a trend to

increase such reliance (see Section 5.6.2), we would, of course, argue that if an organi-

sation is not yet in a position to move such activities in-house, they should continue to

outsource - i.e. some security V&V is better than none - however, organisations should

cease to allow the activities to be managed by outsourced agencies, bringing control

back within the organisations. Specifically, to help reduce the observed ‘throw over the

wall’ mentality between an outsourced agency and an organisation’s engineering team,

there are several actions that an organisation can undertake to improve the in-house

situation. For example, the level of communication between the outsourced agency and
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the engineering team needs to be widened e.g. the report from the outsourced agency

should not only be circulated to a subset of developers, but should also include the

project’s test engineers. Whilst it is understandable that some restriction should be

placed on security sensitive material, test engineers would greatly benefit from reading

such information (similar to the need of their being involved in code review activities,

see Section 5.6.6.1). Further, but likely to generate additional costs to an organisa-

tion, in some cases it is possible to request that the outsourced agency provides some

training/discussion as to how they approached vulnerability discovery. Once again,

this should involve both developers and test engineers in order to maximise learning

potential within an organisation (and to bring different perspectives given the interac-

tors’ different skill sets and mindsets [Pettichord, 2000, Sawyer, 2001, Dhaliwal et al.,

2011, Zhang et al., 2014, Zhang et al., 2018]). In addition, and in some instances,

the outsourced agency may develop custom scripts/applications to assist in vulnera-

bility discovery (e.g. a customised fuzzer). When formulating the contract with the

outsourced agency an organisation should consider whether requesting access to the

source of these tools is appropriate. In summary, the communication surrounding the

security V&V activities - regardless of mechanism and including both that which occurs

internal and external to an organisation - needs to improve.

Ultimately, however, it is important to establish, and grow, an organisation’s inter-

nal security expertise (especially when considering, for example, that outsourced pene-

trating testing is both a relatively new and unregulated proposition, with an associated

low barrier [Yeo, 2013] - this may result in some external engagements not providing

the results expected, in turn, providing an organisation with a false degree of confidence

in the security of their products; further, a lack of domain knowledge and commitment

from external developers, cultural clashes, and poor communication, can compound the

problem [Moe et al., 2014]). As noted by McGraw, developing secure software does not

necessarily require “fundamental, earth shattering, or cost prohibitive” changes to an

organisation’s approach to software development [McGraw, 2006, p. 83]. For example,

a single security engineering resource has been deemed sufficient in supporting up to

20 teams if embedded early and used appropriately [Beznosov and Kruchten, 2004].

Based on the size and structure of the engineering teams within software SMEs (see

Section 6.3.1), a single, focused resource would probably be sufficient within this or-

ganisational context to provide the capability and support necessary ([Wurster and van

Oorschot, 2008] consider this a more sensible approach, rather than attempting to train

every developer into becoming a security expert). This is borne out by the observed

reliance placed on the sole Security Test Engineer, within a medium-sized organisation

[O:RV], in terms of meeting their security V&V needs (this is within an organisation
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where product security is paramount for their continued operational sustainability; it

is also an organisation which does not employ any form of outsourcing). Further, hav-

ing established a relationship between an organisation’s information security culture,

and the maturity of their security V&V practice, we recommend, as found with Agile

adoption (see Section 7.3.2), that organisations continue to grow their level of security

awareness i.e. it should not just be an engineering problem, falling on to one or two

specialised individuals to the exclusion of all others, but be propagated throughout an

organisation, thereby becoming more inclusive - in turn, helping security issues take

centre stage [Rindell et al., 2017]. A nominated, and recognised, internal security V&V

champion can help develop this level of awareness.

7.3.4 Anticipating the External Influences on Security V&V

Whilst we have predominately focused on the factors existing within an organisation,

in terms of driving, or hindering, their ability to improve their security V&V (e.g. by

nominating a security V&V champion, improving their information security culture

and awareness, the impact of time and the use of outsourcing), we should not discount

the influencing factors existing external to an organisation. Specifically, although the

improvement, and maturing, of an organisation’s security V&V capability must clearly

be driven internally, such a drive for change will also originate external to the organi-

sation. For example, with customers requesting information on vulnerabilities and the

V&V being performed within an organisation, to the need to meet a variety of stan-

dards and regulations. SMEs should be cognisant of these demands since, in terms of

security V&V, we do not see evidence supporting the view that SMEs are either close

to their products or customers [Antony et al., 2016].

Notably, software security has been considered a ‘market for lemons’ [Anderson,

2001]. This denotes, in terms of a product’s security properties, that an asymmetry in

information exists between software producing organisations and their customers. As

this asymmetry changes, it is believed that the ‘market for lemons’ should also decrease

[Ozment, 2007]. However, whilst customers are becoming more aware, and sensitive to,

security issues than they were previously [Abawajy, 2014], we found that such interac-

tors were only infrequently involved with an organisation’s V&V activities, therefore,

limiting their ability to influence the activities (see Sections 5.6.2 and 6.3.2). There

was also limited communication, concerning the V&V activities, with customers (see

Sections 5.6.6.1 and 6.3.7.4). This potentially reduces their voice in terms of request-

ing additional security V&V or information on what has been performed (however,

this does not prevent their raising vulnerabilities or actively requesting information

- it also emphasises that organisations need to fully embrace Agile to improve their
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communication with customers). In terms of developing software with usable security,

[Caputo et al., 2016] found that organisations were more likely to respond to pain i.e. a

large number of customer complaints (both internal and external to an organisation) or

from influential individuals. This implies a reactive approach to security which over-

looks calls to become more proactive [Schneier, 2003, McGraw, 2006]. As found by

[Kwon and Johnson, 2014], in terms of the healthcare industry, a proactive approach

to security investment is more cost effective than a reactive one, corresponding with

a lower security failure rate - thereby implying that organisations should not wait for

either a customer to request, or complain, in order to perform an appropriate amount

of security V&V (the amount of security V&V required is, of course, dependent on

context e.g. where the product will be deployed and the impact of its failure). Thus,

whilst customers should help drive the improvement of an organisation’s security V&V

capability, this should not be driven directly by them, but rather through a desire of the

organisation to provide a secure product to the customer. However, without a strong

incentive for an organisation to improve the security posture of their products, the

‘market for lemons’ may continue. This can be countered, to some extent, through vul-

nerability disclosure i.e. by incentivising organisations to address vulnerabilities (see

[Anderson and Moore, 2006, Arora et al., 2008]), or by requiring conformance to a

variety of security relevant standards and regulations.

Notably, there are many standards and regulations governing information security

[Chakraborty and Raghuraman, 2015] - certainly, we found a variety referenced and

being adhered to (see Sections 5.7.3, 6.3.5.4 and 6.4.2). However, the limited number

of organisations doing so may reflect the view of [Janczewski, 2000], who questions,

for example, whether Common Criteria is feasible for smaller organisations. Similarly,

[Anderson, 2001] considers Common Criteria in a somewhat negative light. However,

Anderson also observes that in some sectors such certification offers competitive advan-

tages. Whilst we would not challenge this view, we feel that these standards provide the

necessary impetus for an organisation to improve their security V&V practice. Thus we

view such standards as a means of improving the security posture of their products by

forcing organisations to meet certain standards so that they can enter specific markets.

However, as is apparent, even meeting some of these standards does not guarantee a

secure product (e.g. [Deeg and Schreiber, 2009]) - although we continue to maintain the

view that they offer some level of guidance and focus to an organisation. Notably, such

focus is more likely to galvanise an organisation’s senior management into supporting

their organisation’s security V&V practice (i.e. echoing the observed desire to generate

additional sales, rather than creating a secure product per se).

As observed, management support, and their level of understanding regarding se-
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curity V&V, was low within the organisations studied (this was the case both in terms

of support (e.g. a lack of training, see Sections 5.6.7.3 and 6.3.8.6) and motivating

interactors into performing security V&V, see Sections 5.6.4.2 and 6.3.5.3). Whilst

it is unnecessary for an organisation’s management to become recognised as security

experts, having some comprehension is required to understand why they should sup-

port the activities (e.g. through training, the hiring in of expertise, the purchasing of

tools and making the time available to perform the activities). Notably, being forced

to comply to a piece of regulation, in order to sell to a specific country or market,

helps provide that level of focus and understanding. Although organisations should

be motivated to produce secure products without being driven by such profit-driven

reasoning, we feel ensuring the security of a product - regardless of motivation - is

preferable to not ensuring security. However, this, once again, is where improving an

organisation’s information security culture makes such conversations between engineer-

ing and an organisation’s management easier, since there is then a common language

(we recall that the complexity of security is well-known [Kreeger, 2009, Austin and

Williams, 2011] - which can lead to difficulties when discussing such a complex subject

e.g. it can overwhelm both security experts and managers [Wang and Guo, 2009], thus

probably explaining why books titled “Selling Information Security to the Board: A

Primer” have started to exist [Calder, 2016]). Ultimately, whilst compliance with stan-

dards and regulations may also be considered reactive in nature (e.g. they are typically

formed in response to a specific need, which may subsequently have passed) [Duncan

and Whittington, 2014], it is also apparent that they will not be adopted by SMEs

unless they are known to them. Therefore, organisations should cultivate an awareness

of the relevant security standards and regulations, and the demands of their customers

- and future customers - before initiating a project (or, at least as early as possible) to

avoid security becoming an expensive afterthought.

7.4 Conclusions and Reflections

Within this section we revisit the research objectives in light of the synthesis and

discussion performed. We then reflect on how we initially conceptualised V&V as a

socio-technical network and how our understanding changed following two phases of

data collection and analysis.

7.4.1 Security V&V Practice within SMEs

After two phases of data collection and analysis, we believe that we have successfully

acquired an understanding as to how security V&V is practiced, supported, and per-
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ceived, within a diverse set of UK-based software SMEs. This was important, since

there was a general dearth of existing knowledge concerning the socio-technical reali-

ties surrounding how these activities are practiced within software SMEs. For example,

where aspects of security V&V were touched upon in the existing literature, they ei-

ther focus on the technical, to the obvious detriment of the social ([Rooksby et al.,

2009] observe that the software testing literature is too focused on technical issues,

thereby overlooking the fact that V&V encompasses a set of socio-technical activities,

see Chapter 3); or they would present results in terms of a single activity (for example,

just security testing e.g. [Cruzes et al., 2017], whereas our definition of what constitutes

security V&V was based on a series of established software security maturity models

(i.e. [McGraw et al., 2016, OWASP, 2017]) and encompasses more than a single type of

activity), or they failed to distinguish between small and large organisations (e.g. [Geras

et al., 2004, Garousi and Varma, 2010, Larusdottir et al., 2010, Cruzes et al., 2017],

however, such organisations have long been known to differ [Street and Meister, 2004]).

As such, many existing studies fail to address the specific organisational and techno-

logical contexts defined by this thesis (see Sections 1.2 and 1.3 respectively), as well as

often failing to account for both the social and the technical realities which surround

such practice. However, whilst we do not posit that we have reached the end of our

journey in understanding security V&V practice within software SMEs (see Section

8.4), we believe that the level of knowledge acquired is comparable to that of many

existing empirical software engineering studies - including those focusing upon V&V

more generally and especially those touching upon aspects of security V&V.

In summary, we have identified the interactors involved across the security V&V

activities, including those which are human and non-human, as well as technical and

non-technical (i.e. Steps 1 and 2 within STIN). However, unlike many existing studies,

we elected not to focus on just developers and test engineers since, as found, many other

types of interactor exist within the V&V socio-technical network and either directly

participate in the activities, or have influence over them or the primary interactors.

We also obtained an understanding of what motivates the identified interactors into

performing the activities (Step 3), as well as how the interactors communicate with

one another (Step 5). Further, by identifying resource flows (Step 6) and the undesired

interactions surrounding the activities (as well as excluded interactors i.e. Step 4), we

were able to determine what influences the activities being performed within an organ-

isation, as well as the factors which exist external to an organisation but ultimately

influence the activities within. The level of understanding obtained was greatly sup-

ported through the adoption of STIN, which not only helped focus our attention on

aspects typically overlooked (e.g. undesired interactions and excluded actors [Meyer,
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2007]), but also enabled us to identify patterns of routine use. Both were essential in

obtaining a more complete account of how security V&V is practiced within software

SMEs (see Chapter 3).

Based on the findings obtained, we are now in a stronger position to identify areas

warranting additional research (see Section 8.4), as well as areas where security V&V

practice can be improved (see Section 8.3.2). For example, software SMEs should focus

on improving the level of security V&V awareness within their organisations, thereby

preventing security V&V being continually seen as ‘someone else’s problem’ (see Sec-

tion 7.3.2). As we found, it is important that awareness levels increase throughout an

organisation and not just amongst the primary interactors (i.e. those performing the

activities) since other interactors, in particular, management, can strongly influence the

activities (not only in terms of financial support, but also, through their support more

generally, by helping convey that the activities have worth). Similarly, organisations

should seek to improve their level of in-house security V&V expertise (so as to become

more effective in their application, but also in sharing a common language with oth-

ers, both those internal and external to an organisation). Ideally, organisations should

nominate a security V&V champion. Given the appropriate authority (i.e. visible man-

agement support), such individuals can continue to increase the levels of security V&V

awareness within an organisation and help propagate security knowledge throughout.

As we and others observe (e.g. [Beznosov and Kruchten, 2004]), a single resource of

this nature can make a significant difference within an organisation.

Therefore, as customers continue to show greater levels of interest in the security

properties of the products they are purchasing and deploying [Zabicki and Ellis, 2017],

software producing organisations will need to become less reactive to security and

much more proactive in nature (e.g. security should no longer be seen as ‘someone

else’s problem’ or just something which can be added towards the end of a project

in order to enter new markets so as to make some additional sales). Notably, we, like

others (e.g. [McGraw, 2006]), find that improving a product’s security posture does not

need to be cost prohibitive to an organisation, therefore, we believe it is realistic for

software SMEs to improve their security V&V practice. Given the insights obtained,

there is evidence to suggest that such improvements are necessary, which is further

supported when observing that the number of vulnerabilities being reported continues

to increase, with an evident trend that the same security-related mistakes continue to

be repeated [Piessens, 2002, McGraw, 2006, McGraw, 2008, Anderson, 2008, Jourdan,

2009, NIST, 2020].

In conclusion, although understanding how UK-based software SMEs perform se-

curity V&V was previously considered an empirical unknown (see Section 1.3.6 and
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[Kreeger and Harindranath, 2012]), we believe, after two phases of data collection and

analysis, that this is now less of an unknown (see Chapters 5 and 6 and [Kreeger and

Harindranath, 2017]).

7.4.2 The Influence of Information Security Culture on Security V&V

By establishing the security V&V maturity level within a software SME (see Section

7.4.1), and then complementing this with an understanding of the strength of their or-

ganisation’s information security culture - which we recall should impact an employee’s

daily activities [Schlienger and Teufel, 2003, Sánchez et al., 2010] - we are then able to

gauge whether such an organisational culture can reach, and pervade, an organisation’s

software development lifecycle. Effectively, we can determine whether an organisation’s

information security culture influences their security V&V practices, as well as whether

this influence is positive or negative.

Notably, we observe that an organisation’s information security culture has typi-

cally been considered in isolation from the products they produce. Further, many in-

formation security culture-based studies overlook the unique characteristics of SMEs,

especially within a national context [Dojkovski et al., 2007, Dojkovski et al., 2010].

However, although the specific organisational and technological contexts of this thesis

have not been explicitly addressed within the existing information security culture lit-

erature, there exist a variety of instruments and guides upon which to base our own

approach. Specifically, we developed our survey instrument, and interview guide (see

Appendices H and K respectively), around the OECD’s principles and guidelines for

developing a security culture within an organisation (i.e. [OECD, 2002, BIAC and ICC,

2003] - which are relevant to SMEs [BIAC and ICC, 2004]). We also made reference to

several other, relevant studies (e.g. [Schlienger and Teufel, 2003, Burns et al., 2006, Ngo

et al., 2009]) to ensure that the main elements of assessing information security culture

were covered (e.g. policies, awareness, training and education [Dojkovski et al., 2007],

see Appendix D).

Having identified the interactors involved with an organisation’s information secu-

rity more generally (Steps 1 and 2 within STIN), we were then able to identify who

was responsible for information security within an organisation, including the artefacts

supporting them (e.g. an organisation’s information security policy which, as we found,

could also be used to motivate the identified interactors - thereby also covering Step

3). Interestingly, and on comparison with [Dimopoulos et al., 2004] (who also focused

on information security culture within SMEs), we found a greater level of known, and

recognised, responsibility regarding information security governance within the SMEs

we studied (see Section 5.7.1). We also found that those responsible typically held
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other positions, therefore, supporting the view that employees within SMEs often wear

multiple hats [Murthy, 2009, Cruz-Cunha, 2010, Linares et al., 2018]. Additionally,

and even recognising the importance of possessing an information security policy [von

Solms, 2001b], other SME-focused studies have suggested that such organisations do

not typically have formally documented information security policies (e.g. [Dimopou-

los et al., 2004, Burns et al., 2006]). However, we find a somewhat healthier picture

(see Section 5.7.2), whereupon, we also find that organisations possessing an informa-

tion security policy are more likely to have processes governing their security V&V

activities (we recall that many maturity models consider a governing process as an

indication of a practice with a higher associated maturity level e.g. [CMMI Product

Team, 2010, Kollanus, 2011], see Section 5.8.2.2). These examples demonstrate the im-

portance of performing studies within specific contexts e.g. within software SMEs, since

many studies do not consider a specific industry sector (e.g. [Burns et al., 2006], who

consider a variety of Welsh SMEs) or national context (e.g. [Dojkovski et al., 2007, Do-

jkovski et al., 2010]). Thus we were also able to position our information security

culture findings within a software SME-focused, UK-based practitioner context.

In conclusion, we find that the presence of an organisation’s information security

culture does impact an organisation’s security V&V practice, specifically, in a positive

way (see Sections 5.8.2 and 6.4.2). This is particularly evident in terms of the resource

flows surrounding the associated activities (Step 6 within STIN), whereupon, we find

that there is a significantly greater level of support being afforded to the security

V&V activities when an information security culture is present within an organisation

(e.g. in terms of the tools used, the automation levels attained and the level of training

provision provided, see Sections 5.7.6 and 5.8.2.4). We recall that the purpose of an

organisation’s information security culture is to ensure that security becomes ingrained

in an employees’ daily activities [Schlienger and Teufel, 2003, Sánchez et al., 2010, Okere

et al., 2012]. This implies that a degree of awareness of security V&V is required by

employees, which is something that we identified is generally lacking within software

SMEs (see Section 7.3.2). However, where a strong information security culture is

found to exist, we find healthier levels of awareness and support given over to the

security V&V activities (certainly, relative to the organisations where there is a weak,

or a non-existent information security culture). Notably, the security V&V activities

are practiced with more regularity within the software SMEs reporting an information

security culture (see Section 5.8.2.1). Further, by encompassing the entire organisation,

we find that security is less likely to become ‘someone else’s problem’ (which was

something we, and others, observed e.g. [Gokhale and Banks, 2004], see Section 7.3.2)

since it becomes a shared responsibility. Additionally, and acknowledging the need for
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organisations to enforce their information security policies [von Solms and von Solms,

2004, von Solms and von Solms, 2009], we find that those which follow this practice

are more likely to report a stronger information security culture - which, as we also

found, positively influences security V&V practice. Therefore, we find that improving

an organisation’s information security culture helps support the continued development

of an organisation’s security V&V capability.

7.4.3 The Relationship Between Software and Security V&V

By examining how UK-based software SMEs practice, support, and perceive, software

and security V&V, we were in a stronger position to better understand the relationship

between the two sets of activities. In particular, we were able to see where a shared

heritage existed (e.g. a common set of tools applicable to both software and security

V&V), how organisations emphasised particular activities (to the potential detriment

of others), as well as whether maturity levels, across the two sets of activities, were

synchronised or not. Notably, and given the inherent resourcing constraints of SMEs

[Sitnikova et al., 2007, Cruz-Cunha, 2010], and the importance of security V&V (see

Section 1.3.6), it was important to determine whether organisations could achieve either

a comparable, or a more mature, security V&V practice than their existing software

V&V practice.

To achieve this, it was necessary to ensure that a consistent approach was taken to

establishing an organisation’s level of maturity across both sets of activities. As such,

we recall that a variety of existing maturity models were used in which to construct

an approach suitable for assessing an organisation’s V&V maturity levels. Specifically,

we utilised a combination of software V&V and software security maturity models

(i.e. [Koomen and Pol, 1999, de Vries et al., 2009, Kollanus, 2011, McGraw et al.,

2016, OWASP, 2017, TMMi Foundation, 2018], see Appendix M) which, collectively,

encompass our definitions of software and security V&V (see Sections 1.3.1 and 1.3.5

respectively). Significantly, several of these maturity models have also been employed

in other empirically-based software engineering studies e.g. [Koomen, 2002, Grindal

et al., 2006a, Grindal et al., 2006b, Park et al., 2008, Araújo et al., 2013, Camargo

et al., 2013, Camargo et al., 2015]. However, whilst several of these explicitly focus on

software V&V maturity within an organisation, they often overlook an organisation’s

security V&V practices (which, once again, helps emphasise that security V&V practice,

within software SMEs, is an empirical unknown, see Section 1.3.6 and [Kreeger and

Harindranath, 2012]). Or, they focus on software security - encompassing elements

of security V&V - but then avoid engaging much with software V&V more generally.

Also, and as before, we typically find that a mixture of organisations are included in
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these studies (thereby failing to account for the specific organisational and technological

contexts of this thesis, see Sections 1.2 and 1.3). It was thus necessary to create our

own survey instrument and interview guide (see Appendices H and K), but which were

based on established maturity models, and existing studies, and then tailored to address

our specific study context (see Appendix D).

Notably, and across the key themes of STIN, we found that the software V&V activ-

ities had typically reached a higher level of maturity within UK-based software SMEs

in contrast with the corresponding security V&V activities. For example, this was

exhibited in terms of interactor diversity (Steps 1 and 2 within STIN, which also em-

phasised the observed exclusivity associated with the security V&V activities, thereby

also encompassing Step 4), the communication ecology surrounding the activities (Step

5) and the surrounding resource flows (Step 6, which exhibited itself not just in terms

of increased levels of monetary support, but also in terms of expertise, associated tool

support and attained automation levels). Collectively, these helped show that the soft-

ware V&V activities had reached a higher level of maturity. Interestingly, and despite

their shared heritage, we find that the security V&V activities sit at a lower level of ma-

turity. For example, some tools are utilised across both sets of activities e.g. Coverity

is used for software and security-focused code reviews, JUnit for software and security-

focused test-based activities and Jira is used for capturing defects and vulnerabilities.

Further, and aside from sharing elements of surrounding infrastructure, in terms of

the activities themselves, we recall their similarities, for example, in terms of software

and security-focused testing, both require engineers to identify resources, prepare test

specifications, execute the tests, and then record and analyse the results.

However, and emphasising that the undesired interactions and resource flows within

the V&V socio-technical network generally have a greater impact on security V&V

(Steps 4 and 6 within STIN), we find that some of the tools which could be shared

between the activities are not applied as well in terms of the security V&V activities

(e.g. as observed, Jira is not employed as effectively in terms of tracking vulnerabilities,

see Section 6.3.7.3). It is also apparent that several tools which could be classed as

shareable between the two sets of activities are currently only employed in terms of

the software V&V activities (this was the case with some of the xUnit test frameworks

being utilised e.g. NUnit). Notably, the majority of the tools identified as being used

for the security V&V activities were either also found to be used for the software V&V

activities, or they were not transferable to such a context. This helps highlight the

specialised nature of security V&V and also supports the observed lack of surrounding

awareness and expertise (e.g. in some instances appropriate tools exist, but they are

not utilised, see Section 6.3.8.4). It can also be partially attributed to an organisation
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focusing on a product’s primary functionality (see Sections 6.4.1.1 and 6.4.1.2), which

implies a focus on software V&V over security V&V.

In conclusion, we did not find, across any of the organisations studied, one which

possessed a security V&V practice more mature than their software V&V practice.

Notably, within the majority of cases, there was a noticeable gap between the matu-

rity levels of these related, but distinct practices. This was the case regardless of the

type of organisation and their product focus (we recall the diversity of organisations

reached, see Section 5.4.1, as well as that many developed software intended for deploy-

ment within environments of high security criticality e.g. within a healthcare context).

Therefore, we found no evidence suggesting that organisations could possess a mature

security V&V practice without a similarly mature software V&V practice. Further, and

even given their shared heritage, with the current dearth of security V&V awareness

and expertise within software SMEs, it is unlikely that a mature security V&V prac-

tice could develop within an organisation without an existing mature software V&V

practice.

7.4.4 A Reflection on the Conceptual Model

Having performed two phases of data collection and analysis (Chapters 5 and 6), and

having synthesised the results and engaged with several underlying discussion themes

(Sections 7.2 and 7.3 respectively), we take the opportunity to revisit the developed

conceptual model (see Figure 3.2). The revised model is captured within Figure 7.1.

Notably, we find that we initially presented a view which suggested that only de-

velopers and test engineers were directly involved with the V&V activities. Whilst this

reflected the general day-to-day reality observed, it did not fully represent the situa-

tion encountered. Namely, we found much greater interactor diversity within the V&V

socio-technical network, with each interactor displaying differing levels of engagement,

and influence, across the V&V activities. We partially attribute this to our not fully

accounting for the prevalence of interactors, within SMEs, wearing multiple hats and

performing multiple roles (e.g. [Murthy, 2009, Cruz-Cunha, 2010, Linares et al., 2018],

see Section 6.3.8.2). However, it is also reflective of the narrow focus found within many

existing V&V studies (see Chapter 2). This demonstrates how easy it is to follow a

well-trodden path and to just focus on the prominent and powerful interactors encoun-

tered (others have indicated similar when adopting socio-technical approaches such as

ANT and SCOT e.g. [Winner, 1993, McLean and Hassard, 2004, Meyer, 2007, Mitev,

2009, Mwenya and Brown, 2017]). However, STIN, which focuses on the routine and

the ordinary, helped surface the lesser involved, and excluded, interactors, as well as the

surrounding undesired interactions [Kling et al., 2003, Meyer, 2007, Suri, 2013, Mor-
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rison, 2014, Taylor-Smith, 2016]. Thus, we became aware of our initial focus on the

primary interactors and, like [Mitev, 2009], acknowledge that some actors are ‘bigger’

than others (i.e. they are not all the same). Therefore, whilst the primary interactors

deserved significant treatment, it would have been unwise to have overlooked the influ-

ence of the other interactors within the V&V socio-technical network i.e. the identified

secondary and tertiary interactors. This not only helped convey greater interactor

diversity, it ultimately helped present a more complete picture. For example, by show-

ing that some of the interactors (e.g. the tertiary interactors), who were less directly

engaged with the V&V activities, actually had more influence over the activities than

many of the more directly engaged interactors, as well as the primary interactors them-

selves (e.g. see Sections 6.3.6.5 and 6.3.8.8).

Further, we found it necessary to differentiate between the different V&V activi-

ties within the revised model (e.g. software and security V&V, test and review-based

activities). This was necessary to capture the differing levels of engagement, support,

and awareness, which surround the individual activities. Additionally, and given the

evident popularity of Agile (e.g. [Clarke and O’Connor, 2013, Ryan and O’Connor,

2013, Rindell et al., 2015, Chóliz et al., 2015, Rindell et al., 2017], see Figure 5.4),

we had expected the distinction between the primary interactors to have become more

blurred [Meszaros and Aston, 2007, Crispin and Gregory, 2009], thereby lessening the

potential for interactor conflict. However, we found, within all organisations studied,

that the traditional role divide between these interactors continued to persist (even

in the face of Agile adoption, see Section 7.3.1) e.g. developers continue to focus on

review-based activities, whilst test engineers continue to focus on test-based activi-

ties. Notably, the distinction between these interactors is also reflected in how they

are viewed by other interactors within the V&V socio-technical network (see Section

6.3.6.4) which, once again, emphasises the importance of considering both technical

and non-technical interactors, as well as those directly and indirectly engaged with the

V&V activities.

The initial model also failed to account for an organisation’s external environment.

As we found (see Sections 7.3.3 and 7.3.4), this overlooked several important aspects.

For example, the influence of customers (see Sections 5.6.4.5, 6.3.5.4 and 6.3.5.5) and

the reliance organisations place on outsourced engineers (see Sections 5.6.2 and 6.3.2).

Specifically, whilst we found that customers help motivate organisations into perform-

ing V&V, outsourced engineers, due to a lack of awareness and expertise existing within

the organisations themselves, make it possible to perform these activities. This was

particularly evident in terms of security V&V (see Section 7.3.3). Therefore, by initially

adopting an organisation-centric focus (Meyer also reflects on the inherent organisa-
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tional bias of STIN [Meyer, 2006, Meyer, 2007]), we overlooked the influences and

resource flows which exist external to an organisation. However, as we analysed the

data - across both phases of data collection - it became readily apparent that organisa-

tions typically focus on their product’s primary functionality unless customers - either

directly or indirectly - required a focus on security (e.g. with the organisations having

to meet external standards, regulations, or certification, in order to be able to enter

new markets). Additionally, as software security has been considered a ‘market for

lemons’ [Anderson, 2001], it was, understandably, initially tempting to view customer

influence on an organisation’s security V&V practices as being somewhat limited at

best (and thus, like other less prominent interactors, potentially overlook them). How-

ever, we, like others (e.g. [Zabicki and Ellis, 2017]), have since found that customers

are becoming noticeably more interested in security.

In summary, we found that the impact - both positive and negative - from the inter-

actors situated external to an organisation (e.g. the outsourced engineers, customers,

standards, regulations and certification), was much greater than initially expected and

which was conveyed within the initial model developed. Because of the strength of

these external factors, it was necessary to revise the conceptual model in order to

distinguish, and to reflect, the relationships between an organisation’s internal and ex-

ternal elements it terms of its V&V practices. It was by including an organisation’s

external environment that we were in a position to develop a more holistic understand-

ing (thereby echoing [Griffith and Dougherty, 2002]).
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Chapter 8

Conclusions

Within this chapter we summarise the thesis contributions and the implications for

theory and practice. We then examine and discuss potential limitations and future

research directions. Specifically, this chapter provides:

Section 8.1: We reintroduce the thesis research question, associated research objectives

and the approach taken.

Section 8.2: The contributions of the thesis are stated.

Section 8.3: The theoretical and practical implications of the research are presented.

Section 8.4: Limitations and future research directions are discussed.

Section 8.5: A personal reflection is given.

We begin by providing an introduction.
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8.1 Introduction

Within this thesis we aimed to address the following research question: “Within UK-

based software SMEs, how is security V&V performed, and how, as a process, is it

influenced by the socio-technical characteristics of such organisations?” (see Section

1.4.1). This, in turn, was decomposed into three research objectives: firstly, “To exam-

ine how security V&V is practiced, supported, and perceived, within UK-based software

SMEs”; secondly, “To determine whether organisational information security culture

influences security V&V practice”; and, thirdly, “To establish whether organisations

can possess a mature security V&V practice without a correspondingly mature software

V&V practice” (see Section 1.4.2).

In order to address the above, and through acknowledging that V&V is a com-

plex socio-technical activity, it was necessary to adopt a socio-technical approach when

framing the study (see Chapter 3). We elected to use STIN (which has previously

been employed when studying aspects of software engineering e.g. [Scacchi, 2005, Am-

rit, 2008, Jensen, 2010]). Further, and given that the combined organisational and

technological contexts were an empirical unknown (see Section 1.3.6 and [Kreeger

and Harindranath, 2012]), a mixed methods approach to data collection was desirable

(e.g. [Mandić et al., 2009, Venkatesh et al., 2016], see Sections 4.2 and 4.6). In partic-

ular, adopting a sequential, explanatory design (an approach successfully employed in

other software engineering and V&V-related studies, see Section 4.2.3), proved invalu-

able when undertaking research into what is undoubtedly a highly sensitive subject

(this became evident as the research progressed, see Section 5.2).

In summary, having performed three phases of data collection and analysis (Chap-

ters 5, 6 and 7), we now highlight the resultant contributions.

8.2 Contributions

Within this section we summarise the resultant contributions, which span both theory

and practice.

8.2.1 Theoretical

Acknowledging the lack of socio-technical studies concerning software V&V practice in

general (for example, [Rooksby et al., 2009] indicate that the software testing literature

is too focused on the technical), and given the smaller number of security V&V-focused

studies in existence (see Section 1.3.6 and Chapter 2), it is, therefore, unsurprising that

little literature exists concerning the socio-technical realities of such practice. Specif-
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ically, and recalling the composition of a typical socio-technical system (see Figure

3.1), there is a tendency for many software engineering studies to focus almost exclu-

sively on the technical system (i.e. the tasks and the associated technologies). This

view is supported by many of the existing studies concerning V&V practice. However,

socio-technical theory stresses the inseparability of the social and the technical, thereby

ensuring that the social system (which includes people and structure e.g. the systems of

communication and authority) is also included [Griffith and Dougherty, 2002, Morris,

2009, Nelson and Quick, 2013]. This is important, since overlooking the social, and

the human aspects of software engineering, will result in only a partial understanding

forming (for example, just focusing on the tools used, as opposed to also seeking to

understand what impacts their use within an organisation).

Therefore, whilst this study reinforces the benefits of embracing a socio-technical

approach so as to derive a more holistic understanding of a situation - in this case, how

security V&V is practiced, supported, and perceived, within UK-based software SMEs,

and how the socio-technical characteristics of such organisations influence this practice

- it is the adoption and application of STIN to this specific context which provides

our main contribution to theory. Notably, whilst there is a growing body of literature

showing the application of STIN across a variety of ‘problem spaces’ (e.g. [Letch and

Carroll, 2007, Meyer, 2007, Reinert, 2009, Walker and Creanor, 2009, Urquhart and

Currell, 2010, Taylor-Smith, 2016, Bingham-Hall, 2017], see Section 3.3.6), in terms

of studying aspects of software engineering, the use of STIN is restricted to a few

existing studies (e.g. [Scacchi, 2005, Amrit, 2008, Jensen, 2010]), none of which focus

on V&V. However, having now applied STIN across three phases of data collection and

analysis (Chapters 5, 6 and 7), and having addressed the identified research objectives,

we highlight the value of framing an empirical V&V-focused study as a socio-technical

interaction network. Specifically, we found the balance between the social and the

technical systems (STIN stresses the inseparability of the social and the technical [Kling

et al., 2003, Urquhart and Currell, 2010]), the inclusion of undesired interactions and

the identification of excluded interactors, as well as the focus on routine use, particularly

well-suited to addressing an empirical unknown in the software engineering literature.

However, aside from helping reinforce the successfully application of STIN in terms of a

particular ‘problem space’ (i.e. our specific organisational and technological contexts),

we also contribute to the STIN literature more generally by discussing some of the

resulting implications from its use (see Section 8.3.1).
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8.2.2 Empirical

Although we discussed the growing maturity of empirical software engineering (see

Section 4.1), we found, after engaging with the existing literature, a lack of under-

standing concerning security V&V practice generally, as well as, specifically, within

UK-based software SMEs (see Section 1.3.6 and Chapter 2). In particular, we found

that the majority of existing V&V studies would either focus on the technical, to the

complete exclusion of the social (thus echoing, for example, [Rooksby et al., 2009] - we

recall that software engineering, and security, are complex social-technical disciplines

[Sawyer, 2004, Henry, 2005, Sjøberg and Grimstad, 2010, Sedano et al., 2017, Coles-

Kemp and Hansen, 2017], see Section 3.2), or they avoid engaging with any aspect of

security V&V (the importance of adopting a security perspective was justified within

Sections 1.3.4 and 1.3.6). However, even within the studies where there is some focus

on security V&V, this is usually in terms of a specific activity (for example, secu-

rity testing, but not security design or code reviews e.g. [Geras et al., 2004, Causevic

et al., 2009a, Causevic et al., 2009b, Garousi and Varma, 2010, Larusdottir et al.,

2010, Cruzes et al., 2017]) i.e. they fail to adopt a more encompassing and complete

definition of security V&V (whereas we base our definition on a series of established

software security maturity models i.e. [McGraw et al., 2016, OWASP, 2017]). They

also appear to avoid any coherent discussion in terms of SMEs, for example, either

by failing to distinguish between small and large organisations (even though such or-

ganisations have long been known to differ [Street and Meister, 2004]) or by adopting

non-standard definitions e.g. [Geras et al., 2004, Epstein, 2009, Garousi and Varma,

2010, Larusdottir et al., 2010, Cruzes et al., 2017]. Similarly, such practice within

the UK, in terms of national context, also appears to have been overlooked. Thus,

in summary, the extant literature fails to present a holistic account for how security

V&V is practiced, supported, and perceived, within UK-based software SMEs. Having

performed a three-phased approach to data collection and analysis, encompassing both

quantitative and qualitative data (see Section 4.2.4), we believe that our socio-technical

account of such practice contributes to the existing empirical software engineering liter-

ature. We believe this is achieved by highlighting a software engineering practice which

was, hitherto, an empirical unknown (see Section 1.3.6 and [Kreeger and Harindranath,

2012]); by providing a socio-technical account of such practice; and, more generally,

by offering a more complete account of such practice as found within software SMEs,

based within the United Kingdom, by virtue of framing security V&V practice as a

socio-technical network (i.e. by identifying the interactors involved and their complex

relationships). This forms the focus of the first research objective. In summary, we

found that security V&V is not performed with the regularity that we would have
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expected, especially given the types of software being developed and the contexts in

which they will be deployed. Aside from being performed less frequently, the activities

also suffer from a lack of inclusivity, as well as a lack of understanding and awareness -

thereby impacting the efficiency and confidence in which the activities are performed.

This results in organisations relying heavily on external interactors to both drive and

perform security V&V-related activities.

Further, and by extension, we also contribute to the existing literature on soft-

ware V&V practice more generally. This is important given its evident value (see

Section 1.3), as well as the repeated calls for additional V&V-focused empirical studies

e.g. [Ellims et al., 2004, Kollanus and Koskinen, 2006, Itkonen et al., 2009, Larusdottir

et al., 2010, Engström and Runeson, 2010, Gren and Antinyan, 2017]. However, in

this instance, it is less the understanding obtained regarding practice per se, but more

the socio-technical nature of the practice within a specific organisational and national

context (i.e. UK-based software SMEs) which forms the contribution. However, and

given the common understanding obtained of software and security V&V practice, we

are also able to understand the relationship between these related - but distinct - prac-

tices. This should be seen to form a further contribution to knowledge and encompasses

the third research objective. Specifically, we found no evidence to suggest that an or-

ganisation could possess a mature security V&V practice without a mature software

V&V practice.

Similarly, and acknowledging that many information security culture-based stud-

ies have overlooked the unique characteristics of SMEs, especially within a national

context [Dojkovski et al., 2007, Dojkovski et al., 2010], we believe that our study has

made a contribution to the existing empirical information security culture literature

by further exploring information security culture within SMEs and within a specific

national context. However, we have also focused on a specific type of SME, namely,

software SMEs. As such, and unlike many previous studies, we examine information

security culture within a specific industry sector (for example, whilst [Burns et al.,

2006] also focus on SMEs, based within a specific national context (i.e. Wales), they

do so within a variety of industry sectors which remain undistinguished within the

resulting analysis). Therefore, whilst we consider the organisational context (i.e. the

type of organisation, the national context and the industry sector), as defined within

Section 1.2, a contribution; more specifically, we posit the finding which shows that

a relationship exists between an organisation’s information security culture, and their

security V&V practice, as a further contribution i.e. we find that an organisation’s

information security culture does pervade their software development lifecycle. This

encompasses the second research objective.
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We discuss the implications of these findings within Section 8.3.2.

8.2.3 Methodological

Whilst surveys and interviews have long been applied to the study of various aspects of

software engineering (see Sections 4.2.4, 4.3 and 4.4), they have typically been employed

in isolation from one another. Therefore, and although the concept of mixed methods

has existed for a while (see Section 4.2.2), we acknowledge that their application, within

a software engineering context, appears a more recent phenomena e.g. [Mandić et al.,

2009, Di Penta and Tamburri, 2017]. As such, we, like others (e.g. [Storey et al.,

2008, Chung et al., 2010, Tahir and Ahmad, 2010, Larusdottir et al., 2010, Deak and

St̊alhane, 2013, Rungi and Matulevičius, 2013, Pham et al., 2017, Zheng et al., 2017]),

highlight the value in their being applied together when studying software engineering

empirically. However, we highlight this value in terms of conducting a socio-technical

study, focused on a specific aspect of software engineering - namely, security V&V

- when employing a sequential, explanatory design. In particular, we found that the

adopted research design (see Section 4.2.3), was essential for studying a highly sensitive

subject. Specifically, the anonymity afforded by the initial survey enabled us to identify

a number of themes, structured around the key themes within STIN, which could then

be further explored within the subsequent interviews. Given the inherent costs of

interviews, and the difficultly in arranging them [Ahrens and Dent, 1998, Qu and

Dumay, 2011] (which is something we also encountered), we venture that the access

obtained to the interviewees was only possible by virtue of having already established

contact with individuals in the previous phase of data collection (thus the survey acted

as a sampling frame for the interviews [Brannen, 2005]).

However, our study should not only be seen as contributing to the mixed methods

literature more generally (i.e. supporting its increasing application in terms of studying

aspects of software engineering empirically, as well as highlighting the value which

can be obtained through employing a sequential explanatory design when researching

a sensitive subject), it should also been seen to support its use when conducting a

STIN-based study. Notably, whilst Meyer indicates that there are not any specific

research methods tied to the adoption of STIN (although it is noted that the methods

which can be used to gather data for a STIN analysis are expansive), it is observed

that the research methods which should be used must be more clearly articulated

[Meyer, 2006, Meyer, 2007]. Meyer considers this a practical challenge still to be

overcome; and, whilst we observe that a similar approach to our study was taken within

[Kim, 2008] (although our organisational and technological contexts differ), the explicit

use of mixed methods was downplayed (however, they also began with a web-based
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survey and then employed semi-structured interviews). Therefore, and given that such

concrete guidance still does not exist, we can posit that the two well-tested approaches

to data collection, namely, a survey and semi-structured interviews, when employed

sequentially, worked well within our study context - bringing many of the benefits of

mixed methods (e.g. [Greene et al., 1989, Bryman, 2006, Zheng et al., 2017]) to a

STIN-framed study. We thus actively encourage other researchers to adopt a pluralist

paradigm approach when studying aspects of software engineering empirically since,

as we found, it is then possible to form a more complete picture of a given situation

(thereby echoing the findings of others e.g. [Mingers, 2001, Johnson and Onwuegbuzie,

2004, Ivankova et al., 2006, Creswell and Plano Clark, 2011, Teddlie and Tashakkori,

2012, Venkatesh et al., 2013, Venkatesh et al., 2016]).

8.3 Implications

As many empirical software engineering studies “fail to do anything with their results”,

it is important to relate what has been learned to theory and practice [Perry et al.,

2000, p. 349]. Thus we now detail the implications for theory and practice.

8.3.1 Implications for Theory

Having acknowledged the lack of socio-technical studies concerning software V&V prac-

tice in general, and given the smaller number of security V&V studies, it is understand-

able that little literature exists concerning the socio-technical nature of such activities

(see Section 1.3.6 and Chapter 2). However, it was through embracing a socio-technical

approach that we were able to obtain a more holistic view in how security V&V is prac-

ticed, supported, and perceived, within UK-based software SMEs. Thus, and referring

back to Figure 3.1, we find that the concept of the socio-technical system applied well

to the study of security V&V. Specifically, we find that people (the human interac-

tors, including developers, test engineers and managers, all of whom interact with one

another), utilise technology (the non-human interactors and resource flows within the

network, thus including a variety of tools, techniques and knowledge), to perform a

set of tasks (the V&V activities) within an organisational context (thereby introducing

elements of structure e.g. systems of communication and authority). However, and

given the observed organisational bias of STIN [Meyer, 2007], we feel that the influence

of an organisation’s external environment may have initially been downplayed by its

adoption. As discussed in Section 7.4.4, when revisiting the conceptual model, analysis

of the data showed the impact of an organisation’s external environment on its security

V&V practice. Thus we recall the noted difficultly of identifying what belongs within
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a network [Kling et al., 2003, Meyer, 2007] (“[t]he STIN analyst does not open up all

network nodes recursively; some must necessarily be left unexamined if any conclu-

sions are ever to be drawn!” [Kling et al., 2003, p. 56]). Whilst this is a universal

problem (i.e. regardless of the adopted framework), researchers must consider their

data carefully and react accordingly since, in our case, it transpired that the external

environment was a stronger influence on the tasks being performed within an organi-

sation than initially expected. Similarly, Suri initially felt that the use of STIN would

have led them “towards some pre-conceived notions” [Suri, 2013, p. 291], which may

have negatively impacted their research, however, they indicate that their resulting

analysis confirmed that this did not happen i.e. the data obtained was not limited by

the themes within STIN.

Although the prescriptive nature of STIN has previously been acknowledged [Meyer,

2006, Meyer, 2007], but which has also been viewed as a benefit [Reinert, 2009], we

encountered, a number of times during our analysis, a sense of ‘does this bit of anal-

ysis go here, rather than there’. Namely, we encountered a sense of pigeonholing. For

example, a discussion on undesired interactions could involve a resource flow, and re-

source flows could lead into a discussion concerning communication (which, in terms

of STIN, is a step before resource flows). Similarly, how does one structure a discus-

sion on the communication tools which exist within a socio-technical network i.e. what

takes precedence? Should the tools themselves be discussed in the context of non-

human interactors (thus forming part of a study’s interactor analysis), or should they

be discussed under the network’s existing communication forums (thereby comprising

part of the analysis of a network’s relationships)? Or should they come under both?

Specifically, how does one present, and structure, a coherent narrative based around

the key themes of STIN without introducing redundancy in the analysis or, in turn,

potentially overlooking aspects of an analysis? This has not been adequately addressed

for all study contexts, and we observe that whilst several STIN-based studies success-

fully structure their analyses across the key themes of STIN e.g. [Meyer, 2007, Reinert,

2009], others follow a less prescriptive approach e.g. [Crowston, 2015, Taylor-Smith,

2016] (although both map sections of their analyses to the STIN themes).

Whilst the use of STIN did not preclude the presenting of our analysis in another

form i.e. we did not have to structure our discussion by STIN’s individual themes, we

welcomed the structure afforded by STIN. For example, mapping questions to specific

STIN themes ([Taylor-Smith, 2016] adopts a similar approach), assisted the initial

process of data analysis by helping categorise findings by theme. Given the amount

of data obtained - across both phases of data collection - a means of structuring it for

analysis was required. Without this structure we feel that we would have soon been
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“drowning in a sea of data” [Rowley, 2012, p. 263] (especially within the early stages of

analysis). However, more often than not, when analysing the data structured by theme,

we found that the findings would sit comfortably within a single theme (and which could

then be further decomposed into sub-themes); although, as above, there were several

occasions when we had to decide where best a finding should be positioned within our

analysis. Ultimately, how best to structure an analysis will become apparent as the

data is categorised and a narrative takes shape. Whilst we have observed a variety of

approaches to structuring the results of a STIN analysis, we find, like the adoption of

STIN itself (see [Kling et al., 2003]), that a flexible approach should be taken to result

presentation.

As with others adopting STIN (e.g. [Shachaf and Rosenbaum, 2009]), we also felt

that it was necessary to explicitly demark the technical and non-technical stakehold-

ers (e.g. developers and marketing). This forced us to look beyond the technical -

thus avoiding a solely technical focus which, in a V&V context for example, helped

counter the finding of [Rooksby et al., 2009] concerning the software testing literature

more generally i.e. that it is too focused on technical issues. Further, and in addition

to the type of interactors, we also felt that it was important to actively distinguish

between an interactors’ level of engagement with a task (in this case, a V&V activ-

ity). Whilst [Letch and Carroll, 2007] attempted this visually, we opted to categorise

groups of interactors as primary, secondary and tertiary interactors to help show their

level of engagement with the activities. Although this proved adequate in this specific

context, we feel, in turn, that future studies employing STIN should not just reflect

upon the identified interactors’ relationships with the underlying task, in the form of

their engagement (like [Letch and Carroll, 2007]), but that they should also actively

include, and distinguish, between an interactors’ level of engagement and their level of

influence. Since, as we found, some interactors - especially those within the tertiary

group - although indirectly involved with the V&V activities (thereby showing limited

engagement with a task), actually had considerably more influence over the activities

than many of the other interactors who were more directly engaged with the activities

(e.g. see Section 6.3.8.8). We feel this is an important distinction - especially when

attempting to visualise a STIN.

However, whilst STIN models can be used to further help explain the relationships

within a socio-technical network we, like [van der Merwe, 2010], found that the result-

ing complexity was too difficult to visualise, and thus elected to forgo their use (others

have also questioned their value e.g. [Walker and Creanor, 2009]). Therefore, whilst we

did not utilise them in terms of communicating our analysis, we did utilise them when

constructing our analysis e.g. after an interview was held, we attempted to visualise
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the V&V socio-technical network as found within that organisation. Although often

fragmentary, they assisted in the preparation of our analysis (thereby echoing [Walker

and Creanor, 2009]), rather than in presenting a complete analysis. This is potentially

attributable to the inherent complexity of the topic under study (i.e. the encountered

diversity in terms of both human and non-human interactors, as well as their rela-

tionships), thus the visualisation would likely have ended up obscuring, rather than

clarifying and presenting, the overall situation. However, this appears dependent on

context: whilst [Meyer, 2007] did not engage with such visualisations, [Taylor-Smith,

2016] did. Specifically, Taylor-Smith presented STIN models at a level of analysis com-

parable to our focus on a single organisation. In this instance, the models provided a

concise overview of the interactors, their motivations, the excluded actors and undesired

interactions and resource flows. Whilst this proved useful, and feasible, for the three

case studies conducted by Taylor-Smith, we recall our intent to understand security

V&V practice within software SMEs more generally, therefore, presenting a series of

models per organisation would not have helped in our quest of being able to generalise

our findings concerning such practice within our context. Thus, a researcher employing

STIN should consider the communication intent of the STIN models, namely, either

in terms of highlighting a single case study, or in attempting to generalise a series of

findings overall (with the acknowledgment that, dependent on complexity, the model

may soon become unwieldy, thereby defeating the purpose of the visualisation). As

noted by Walker and Creanor: “different levels of resolution will be appropriate to

different analyses” [Walker and Creanor, 2009, p. 306].

Although we acknowledged the nebulous nature of STIN [Meyer, 2007], as well as

its continued uptake (see Section 3.3.6), we recall that many variations exist as to how

best to study the relationship between the social and the technical [Aidemark, 2007].

Therefore, and in addition to STIN, we also examined ANT and SCOT (which is also

where STIN draws influence, see Section 3.3). Whilst all of these offer the opportu-

nity for studying technology, we observe that ANT and SCOT “are more commonly

used to understand how new technologies are socially constructed during their cre-

ation, and relatively infrequently focus on their subsequent regular use” [Meyer, 2007,

p. 262] (similar is echoed in [Orlikowski and Iacono, 2001]). We recall that one of the

fundamental assumptions underlying STIN is that a focus on routine use is critical

[Kling et al., 2003]. Meyer provides the example that whilst marine mammal scientists

use photo-identification, they do not create the digital cameras involved. Similarly,

many of the tools and technologies we found being utilised by developers and test en-

gineers, so as to perform security V&V, were not created by them. Further, as our

study context was effectively an empirical unknown (see Section 1.3.6 and [Kreeger
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and Harindranath, 2012]), and that people within small organisations “are always busy

with their daily routines” [Wong and Aspinwall, 2004, p. 54], understanding routine

use, within a normal, everyday setting [Meyer, 2007], has obvious value.

This focus on the routine, and the ordinary, also helped provide a more grounded,

and complete, analysis. Further, we highlight, like others (e.g. [Meyer, 2007, Suri, 2013,

Morrison, 2014, Taylor-Smith, 2016]), the value in STIN’s surfacing, and bringing into

focus, excluded actors and undesired interactions (Kling was known for making “the

unobvious, the taken-for-granted, and the ignored explicit, problematic, and visible”

[Robbin, 2007, p. 245]). However, whilst it is difficult to state with certainty that

the adoption of either ANT or SCOT would not have identified these aspects, we

feel that the chances of their doing so - in comparison with STIN - would have been

reduced. Specifically, in terms of SCOT, we find that the focus on ‘relevant social

groups’ can lead to groups who have no voice, or have been suppressed - but who

will, nonetheless, be impacted - becoming overlooked [Winner, 1993]. As Meyer states:

“[t]his bias results in telling the stories of technology from the point of view of powerful

players at the expense of the less powerful and the excluded” [Meyer, 2007, p. 44] (a

similar focus on the prominent and the powerful has been identified in terms of ANT

[McLean and Hassard, 2004, Mitev, 2009, Mwenya and Brown, 2017]). We recall, for

example, that test engineers, and test-based activities, have been considered second-

class [Bertolino, 2003, Juristo et al., 2006]. Thus, unlike ANT, it would have been

unwise to have considered all actors as being equal [Walsham, 1997, Mitev, 2009, Sayes,

2017]. Therefore, by including questions which helped surface excluded actors (in our

case, in terms of interactors participating in individual V&V activities), we were able

to obtain a more complete picture (as [Meyer, 2014] found, such questions helped

uncover richer information). However, rather than just focusing on excluded actors

in their entirety, we found it useful to differentiate between desired and undesired

actor exclusions (see Section 5.6.5). As we found, some actors were excluded, but

should not have been; whereas, in some instances, it was felt that actors should be

excluded. This distinction has further implications on an interactor’s relationships

with other interactors in the socio-technical network (these can then be explored under

the associated undesired interactions).

In summary, we find STIN well suited to the study of V&V (although there is

evidence of its uptake - across a variety of areas - we find that its application to

software engineering is limited to a few existing studies e.g. [Scacchi, 2005, Amrit, 2008,

Jensen, 2010]). Specifically, we found its focus on undesired interactions appropriate

for studying a set of activities known to involve conflict between the primary interactors

involved (e.g. [Sawyer, 2001, Cohen et al., 2004, Juristo et al., 2006, Vogel, 2011, Zhang
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et al., 2014]). Further, we were able to successfully conceptualise V&V as a STIN,

showing the importance of striking equilibrium between the social and technical realities

surrounding such practice. Notably, reinforcing that if we are to improve practice,

it is necessary to focus on both the social and technical aspects (e.g. organisations

cannot simply invest in new tools or the adoption of new methodologies without being

cognisant of the surrounding social factors, see Section 8.3.2.1). Our findings, through

the application of STIN, help confirm the complex socio-technical nature of V&V.

However, whilst STIN, overall, contributed and imparted value when applied to our

specific study context, we also acknowledge that although time has elapsed since it

was considered as being somewhat nebulous (see [Meyer, 2007]), we find there is still

limited discussion concerning its adoption and application. Specifically, like [Taylor-

Smith, 2016], we had to review a variety of existing STIN-based studies to determine

how STIN had been employed, and within what contexts, in order to increase our

understanding of how STIN could be operationalised. Our study contributes to the

STIN literature by identifying another ‘problem space’ suited to its application, as

well as by demonstrating the research methods which could be employed within such a

context (thereby helping address some of the challenges identified within [Meyer, 2006],

see Sections 8.2.1 and 8.2.3). Notably, when undertaking future empirical software

engineering research (e.g. see Section 8.4), we would continue to elect to employ STIN.

8.3.2 Implications for Practice

Within this section we present several implications for practice. We structure these

resulting implications across three different groups of interactors: an organisation’s

management, those performing the V&V activities (i.e. the practitioners), as well as

those in academia (who can also contribute towards improving practice).

8.3.2.1 Management

Given the importance of an organisation’s management being seen to support the

V&V activities (whether in terms of enforcing processes [Testa, 2009], or ensuring that

test engineers remain motivated [Perry, 2006]), we recall our findings showing that

management is not a strong motivator in this regard (see Sections 5.6.4.2, 5.6.5.2 and

6.3.5.3). Therefore, it is clear that an organisation’s management must establish a

greater presence in terms of these activities. In particular, engineering management

(e.g. a head of engineering) should visibly be seen to support the improvement and

practice of security V&V within an organisation. We find that this is most likely to

gather momentum if they are directly engaged with the activities. However, in terms
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of an organisation’s management in general (e.g. a CEO or CTO), and acknowledging

that they are less likely to have the time to directly engage with the activities; they,

at the very least, should be seen to endorse the activities, thereby helping gather

traction (assigning this as a formal objective to the head of engineering, or equivalent,

would further help cement this). Specifically, one of the primary changes management

could make is the appointment of a security V&V champion (we discuss this further in

Section 8.3.2.2). However, it is not just the appointment of such an individual where

management can help, it is in bestowing them with the authority necessary to drive

change throughout an organisation (this could further be reinforced, for example, by

their reporting (potentially just a dotted line) into engineering management).

Additionally, and acknowledging the reluctance of developers in performing any

form of test-based activity, management should ensure that all developer-focused role

descriptions, and responsibilities, include an element of testing. This is clearly necessary

given the continued focus of developers on code and review-based activities (this was

observed within organisations regardless of their adoption of Agile, see Sections 5.6.1

and 6.3.1, i.e. we find that the traditional role divide between developers and test

engineers continues to persist), as well as how developers view test-based activities (see

Section 6.3.6.2). Further, we recall that developers are probably the most suited of the

primary interactors to perform security-focused testing given their intimate product

knowledge (effective security testing requires such a level of knowledge [Thompson

et al., 2002, Potter and McGraw, 2004]) - a view echoed by [Rindell et al., 2015] -

however, the obvious benefits of this knowledge will remain unused unless developers

are either given the time or the incentive to perform these activities. Effectively, an

organisation’s management should actively help instil a degree of respect for the test-

based activities (e.g. by not immediately treating the activities as dispensable as we, and

others, have observed e.g. [Rodrigues et al., 2010], see Section 5.6.5.2). Notably, when

developers become responsible for testing, their levels of test-awareness increase [Talby

et al., 2006] which, in turn, is likely to improve their perception of test-based activities.

Similarly, test engineers should be encouraged, and developed within an organisation,

so that they can embrace review-based activities (we recall the value of code reviews

as a means of communicating key product information [Coram and Bohner, 2005]). By

targetting both primary interactors, and attempting to bring them closer together in

terms of the activities they perform, not only is a stronger relationship likely to result

between them, but they will become more effective in terms of performing V&V.

Further, whilst we found that Agile is practiced somewhat inconsistently within

organisations, we feel that the Agile concept of pairing engineers (in this case a de-

veloper and test engineer on a security V&V task) could offer a potential solution,
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or compromise, to the observed traditional role divide e.g. the test engineer benefits

from the developer’s product knowledge, the developer benefits from the test engi-

neer’s knowledge on how to construct tests and how to break software. However, this

requires a strong working relationship between the two types of interactor - although

we recall that their relationship is fraught with difficulties (see Section 6.3.6.3) - there-

fore, this comes back to an organisation’s management helping ensure that test-based

activities, and test engineers, are not viewed negatively (e.g. that they are no longer

perceived as being second-class [Bertolino, 2003, Juristo et al., 2006]). Notably, and

given the inconsistency in Agile adoption (even within the context of a single organi-

sation), organisations should strive for a degree of consistency in practice, since this is

likely to improve the relationship between developers and test engineers through the

transparency of tasks, common objectives (at a scrum team level), as well as through

frequent communication between interactors (thereby helping address the identified

awareness issues, see Section 7.3.2). Given the differing skill sets and mindsets between

the primary interactiors [Pettichord, 2000, Sawyer, 2001, Cohen et al., 2004, Dhaliwal

et al., 2011, Zhang et al., 2014, Zhang et al., 2018], it should be considered imperative

for an organisation’s management to seek every opportunity to strengthen the relation-

ship between the primary interactors since, a failure to do so, will ultimately impact

product quality [Zhang et al., 2018].

Finally, and given the impact of an organisation’s information security culture on

security V&V practice (see Sections 5.8.2 and 6.4.2), organisations should continue to

strengthen their information security culture. This is likely to be the most optimal way

of instilling a security-focused mindset into the non-technical interactors which exist

within the V&V socio-technical network (who, we recall, can significantly impact the

V&V activities, particularly in terms of resource flows, see Section 6.3.6.5).

8.3.2.2 Practitioners

We discussed above the nominating of a security V&V champion - this individual

should be (but does not necessarily have to be) someone from within the organisation

itself. This is for two reasons. Firstly, from a technical perspective, it ensures that

the individual has an appropriate amount of product domain knowledge (others have

echoed the importance of this when performing security V&V e.g. [McDermott, 2000]).

Secondly, from a social perspective, we imagine that such an individual is likely to be a

senior engineer with established tenure within their organisation. This will help estab-

lish trust and respect with other employees (which is necessary as the individual will

be providing guidance and instruction to multiple teams). This is especially important

given our findings, as well as those of others e.g. experienced reviewers are known to
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resist adapting their approach when receiving external suggestions [Kelly and Shepard,

2002] and the attitudes of senior engineers can shape those of junior members in terms

of test-based activities [Shah and Harrold, 2010]. Thus an organisation should carefully

consider who they nominate to such a position.

Significantly, the security V&V champion should focus on helping reduce the ob-

served ‘someone else’s problem’ view when it comes to security V&V (see Section 7.3.2).

To be successful in this aim, it will be necessary for this individual to be technically

astute enough to engage with both developers and test engineers (and to be able to

deal with their differing skill sets and mindsets [Pettichord, 2000, Sawyer, 2001, Dhali-

wal et al., 2011, Zhang et al., 2014, Zhang et al., 2018]), as well as non-technical

stakeholders. Notably, the nominated individual does not necessarily need to be dedi-

cated in role (i.e. we acknowledge employees wear multiple hats within SMEs [Murthy,

2009, Cruz-Cunha, 2010, Linares et al., 2018] and also recall that the Security Test

Engineer [O:RV-I:BM], from within one medium-sized organisation, also performed

non-security-focused testing when required). However, as above, such an individual

will also need the authority and support of an organisation’s management to be able

to add value (otherwise there is a danger that they would just become overlooked and

become viewed as no more than a nuisance). Additionally, whilst we have discussed

nominating a champion, within some organisations it might be necessary to nominate

more than one. Although our findings support [Beznosov and Kruchten, 2004], namely,

that a single security-focused engineer can support multiple teams (thereby suggesting

one such individual is sufficient in an SME context), we feel, especially given the differ-

ent skill sets and mindsets which exist between the primary interactors, and which we

encountered, that it might be necessary to nominate a security V&V champion from

each discipline (i.e. development and test). To a large extent, this is dependent on the

individuals within an organisation (whilst [Rindell et al., 2015] indicate that developers

are the most appropriate interactor to assume such a security specialist role, we found

evidence showing that a test engineer could just as well fulfil the role of security V&V

champion).

Further acknowledging the importance of a security V&V champion, we find that

such an individual can directly benefit others within an organisation. In particular,

and observing the limited training afforded within software SMEs, this individual,

when training opportunities do become available, can help propagate this amongst

the wider team (as we found, see Section 5.6.7.3, mentoring was one of the primary

forms of training encountered). This reflects the view of others in terms of spreading

security engineering knowledge more generally e.g. [Wäyrynen et al., 2004]. However,

and regardless of whether a security V&V champion is nominated, and given the ever-
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evolving nature of security [Khan and Parkinson, 2018], organisations should actively

ensure that their knowledge remains up to date (as found, the majority of training

received, regardless of mechanism, occurred over 12 months ago). We recall that one of

the easiest ways to improve security is to learn from our mistakes [Pfleeger and Pfleeger,

2012]; given the tendency to continually repeat the same security-related mistakes

[Piessens, 2002, McGraw, 2008, Anderson, 2008], demonstrates that organisations need

to increase their level of security V&V knowledge within the organisation itself. This

is important, since whilst a level of reliance on outsourced engineers might, and should

be, expected, in order to ensure that the communication between an organisation’s

engineering team (i.e. it should involve both developers and test engineers) and the

outsourced engineers engaged is productive, it is important that the organisation’s

engineers understand the information being conveyed, as well as how to respond to it

(for example, within one organisation we found that the developers did not understand

the security risks communicated within the report from the outsourced agency; within

another organisation we found that the test engineers were excluded from seeing the

resulting report, see Section 6.3.7.4).

Many of our findings also demonstrate the necessity of improving the inclusivity of

the security V&V activities. This can be achieved without a security V&V champion,

but requires improvement in the communication between the interactors - both human

and non-human - within the V&V socio-technical network. For example, and given the

evident reliance on outsourced engineers for the security V&V activities (see Sections

5.6.2 and 6.3.8.7), we find that widening the communication between the outsourced

engineers, and an organisation’s engineering team, will not only help improve the as-

sociated levels of awareness, and potentially help guide and develop the engineers, it

would also help reduce the encountered ‘someone else’s problem’ view. Similarly, but in

a non-human context, organisations should ensure that vulnerabilities are appropriately

- and consistently - labelled within their defect tracking systems. A failure to adopt

such practice reduces the ability for an organisation to communicate vulnerability in-

formation internally and externally i.e. they can become lost amongst defects [Peters

et al., 2017]. However, most notably, it impacts their ability to identify the scope of the

security problem within a product, in turn, preventing their ability to identify other

vulnerable areas of code (see, for example, [Neuhaus et al., 2007]). Given the limited

resources of software SMEs, such information is essential in helping determine where

interactors should focus their security V&V efforts.

In summary, improving an organisation’s internal security V&V practice will only

be possible if the inclusivity of the associated activities improves. This can be assisted

by increasing the levels of communication surrounding such practice which, in turn,
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will further improve awareness levels. Identifying a security V&V champion to drive

this change appears necessary. It is only by becoming less reactive to security that we

may start to see a reduction in the number of vulnerabilities being reported - especially

those which demonstrate that, as practitioners, we have failed to learn our lessons.

8.3.2.3 Academia

Although we did not explicitly explore the role of the academic within the V&V socio-

technical network, it is clear that there are implications, resulting from this study,

that are also pertinent to such a group of interactors. Specifically, although we had

already noted that there exists a lack of university-based training around the security

V&V activities (e.g. [Kreeger, 2009]), given the prominence afforded to security-related

failures, and with customers becoming more security aware [Abawajy, 2014, Zabicki

and Ellis, 2017], we had expected some level of improvement in this regard. However,

neither phase of data collection and analysis either alluded to, or demonstrated, that

any security V&V knowledge had been obtained during a respondent’s or interviewee’s

university education. The implication of this is that practitioners do not have a strong

base on which to develop their knowledge. Whilst this would not be such a problem

if software SMEs actively addressed such knowledge gaps, as we found, software SMEs

are unlikely to provide much in the way of training - especially in terms of the security

V&V activities (see Section 5.6.7.3).

Therefore, security V&V should become a more emphasised component within

university-based software engineering courses. This would also help counter the ap-

parent ‘not for me’ attitude expressed by developers in terms of test-based activities

(see Section 6.3.6.2). Notably, we are not suggesting that a dedicated course is required,

but affording V&V equal importance in a university’s curricula may help reduce the

encountered bias (as observed within Section 2.6, test is an underemphasised element

in university curricula). Further, by having a strong base on which to build an em-

ployee’s security V&V knowledge, employees are also more likely to continue to learn,

and develop, through the forms of training which software SMEs appear more comfort-

able in supporting e.g. through on-the-job and self-directed learning (which, as both we

and others found, e.g. [Lethbridge, 2000, Sung and Paynter, 2006], reflects the training

patterns observed within software SMEs, see Section 5.6.7.3). Ultimately, by instill-

ing an appreciation for security V&V, throughout a university’s software engineering

curriculum, will further help increase the associated awareness levels of, and an appre-

ciation for, the activities themselves for when a graduate enters the workforce. Given

that the majority of software producing organisations are small, and are developing

significant products [Fayad et al., 2000], it is important that we adequately prepare
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future employees for the challenges ahead.

Aside from this, and more generally, academics should continue to ensure that the

results from their research are accessible to practitioners, as well as that the realities

faced by practitioners do not become overlooked [Parnas and Lawford, 2003]. These are

more general problems which, ultimately, also require practitioners to become aware of

the work of researchers. We recall the importance of improving the level of awareness

surrounding security V&V (see Section 7.3.2) - this is applicable to both researchers

and practitioners.

8.3.3 Summary of Recommendations

Given the implications discussed above, we distil these into the following set of recom-

mendations:

• An organisation’s management should be visibly proactive in their support of

security V&V: this should encompass both the development and enforcement of

processes, as well as investment in the activities and the interactors performing

them. A failure to obtain such support is likely to result in the activities being

considered less important, ‘someone else’s problem’ and dispensable.

• The traditional role-divide between developers and test engineers must continue

to be eroded: in order to strengthen the working relationship between the primary

interactors, it is important that they are encouraged, and developed, so as to

be able to perform both test and review-based activities. A stronger working

relationship, between the interactors - and the activities - will result in V&V being

performed more effectively within an organisation, in turn, improving product

quality. Additionally, improving on how Agile is adopted and applied within an

organisation may further assist in the building of this relationship.

• Organisations should continue to strengthen their information security culture:

it is important, throughout an organisation, to increase employee awareness of

security more generally. This will result in a greater appreciation for the need to

support, and further mature, an organisation’s security V&V practice - especially

by those interactors who, although less directly engaged with the activities, hold

considerable influence over them.

• Software SMEs should appoint a recognised security V&V champion: such an

individual should be technically astute, able to engage with both developers and

test engineers, and capable of propagating security V&V knowledge and aware-

ness throughout their organisation. Notably, they must also be empowered -
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and seen to be supported by - their organisation’s management, so as to be able

to drive effective change throughout their organisation, thereby improving the

encountered levels of security V&V inclusivity, awareness and support.

• Organisations must invest in security V&V training: given the ever-evolving na-

ture of software security, it is important that employee knowledge remains up to

date. This is necessary not only when communicating internally within an organ-

isation, but also externally (for example, when relying on outsourced engineers

for performing an organisation’s security V&V activities).

• Communication surrounding security V&V must become more inclusive and con-

sistent: this is necessary to further reduce the encountered ‘someone else’s prob-

lem’ view and in terms of helping improve the awareness levels surrounding the

security V&V activities being performed more generally. This includes com-

munication between human interactors and communication between human and

non-human interactors (for example, adopting a consistent approach to vulnera-

bility labelling, within a defect tracking system, increases the ability to identify

vulnerable areas of code, thereby helping focus an organisation’s security V&V

efforts).

• Academics should ensure that security V&V becomes a more emphasised compo-

nent within university-based software engineering courses: this will help ensure

that software SMEs have a stronger base on which to build, and address, knowl-

edge gaps - particularly in the forms with which such organisations appear to be

the most comfortable in supporting. Additionally, emphasising these activities

at the university-level will further help socialise them, in turn, helping improve

the associated awareness levels and the encountered bias exhibited by the various

interactors towards specific V&V activities.

• Security V&V should be considered a socio-technical discipline, with its research

addressing the needs of practitioners: security V&V research should address, and

reflect, the socio-technical realities faced by practitioners. Therefore, a socio-

technical approach, employing both quantitative and qualitative research meth-

ods, should be taken to its study. Further, it is important to ensure that the

results being generated are accessible to practitioners, thereby helping close the

gap between V&V research and practice.

We now discuss the limitations of the research performed, as well as some future

research directions.
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8.4 Limitations and Future Research Directions

All works of this nature suffer from some form of limitation; thus, whilst we justified

our survey response rate - specifically, by observing the impact of researching a highly

sensitive subject, especially within the elected organisational and technological contexts

of this thesis (see Section 5.2) - we also acknowledge that the number of responses, and

the response rate attained, although comparable to other empirical software engineering

studies (e.g. [Singer et al., 2008, Thörn and Gustafsson, 2008, Thörn, 2010]), could be

perceived as being one such limitation. Similarly, and by extension, the number of

interviews conducted could also be viewed as a limitation (however, it was within this

phase of the study that we aimed to acquire a depth of understanding as opposed to

breadth, see Appendix L).

Therefore, and given the importance of study replication, particularly within an

empirical software engineering context [Seaman, 1999, Shull et al., 2008], we believe that

replicating this study, initially within a different set of organisations, but employing

the same survey instrument and interview guide (Appendices H and K respectively),

would further help improve the generalisability of the findings obtained (although we

recall the diversity of the organisations reached during this study, see Section 5.4.1).

Notably, study replication improves reliability (i.e. it would increase the confidence in

our results), helps address threats to validity and also enables us to explore the impact

of contextual variations [Krein et al., 2014]. For example, replicating the study within a

different national context would clearly be beneficial in furthering our understanding of

both V&V practice and the influence of an organisation’s information security culture

on such practice. Since, in terms of the former, we find examples of such replication

(e.g. [Dias-Neto et al., 2017] replicate a survey of software testing practice within a

different geographical area) and, in terms of information security culture, we find that

the national context has often been overlooked [Dojkovski et al., 2007, Dojkovski et al.,

2010]. Therefore, across both aspects, we find utility in replicating the study in order

to confirm or challenge our current findings. In addition, and whilst we acknowledged

throughout this thesis the importance of addressing the research objectives within a

software SME context (see Section 1.2), we feel that it would be a useful, and a logical

extension, to conduct a similar study within larger software organisations as well. Aside

from enabling an interesting comparison to be drawn, and the identification of common

problems, as well as potential solutions, it would also further help reinforce the findings

obtained during this study (including confirming the differences which exist between

the two types of organisation in terms of a specific set of practices). Also, and given the

greater likelihood of such organisations having geographically dispersed development
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teams, this would be an interesting study to conduct so as to understand the impact of

national cultures mixing together on a shared activity, namely, that of security V&V.

Additionally, replicating the study within the same set of organisations, but following

the passage of some time, would allow us to gauge the level of change. For example,

whether things have improved or declined and the reasons behind this change.

Further, and in terms of corroboration and triangulation at the organisational level,

as opposed to the study level (where the findings are corroborated and triangulated

across the survey, the interviews and the existing literature), it would be desirable,

when replicating, to interview at least two individuals, preferable three, from within

each organisation studied. Thus, and given the focus of any future study, this might

encompass both a developer and a test engineer (especially if wanting to further explore

their relationship in order to obtain ‘both sides of the picture’), as well as ensuring that

a non-technical stakeholder is interviewed (thereby helping obtain a broader organisa-

tional view). Such interactor diversity is important since, as an example, whilst we

were able to confirm the view in which developers hold test engineers and test-based

activities (see Sections 6.3.6.2 and 6.3.6.3), we also found evidence showing a similar

view is harboured by other interactors within an organisation (see Section 6.3.6.4). In

particular, we found that non-technical stakeholders also exhibited this view. Given

the observed impact by interactors outside of engineering (see Section 6.3.6.5), and the

importance of test engineers remaining motivated and supported in their activities, it

becomes necessary to fully explore these relationships by also directly engaging with

these interactors.

Additionally, whilst we did not explicitly limit, or exclude, any factor from the

process of data collection and analysis, given the nature of the study, as well as the

research questions themselves, we found that such an approach inherently led to some

factors receiving greater treatment than others. However, we readily acknowledge the

value of increasing the focus given to some of these lesser examined factors. For ex-

ample, although the concept of trust was touched upon (e.g. in terms of the reliance

being placed on outsourced engineers, see Section 6.3.6.7), we recognise that additional

avenues for further exploration exist e.g. by specifically examining the developer-test

engineer relationship in order to understand how the levels of trust, between the pri-

mary V&V interactors, become cultivated and/or degraded over time. Similarly, whilst

we explored aspects of process improvement, we found no evidence to show that the

interactors displayed a resistance to such organisational initiatives. Notably, a specific

focus on resistance to change would further help support, or challenge, other V&V-

focused studies that have previously alluded to its impact e.g. [Kelly and Shepard,

2002]. In summary, our analysis, and thus the resultant focus of the thesis, was driven
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by the data itself.

Finally, and aside from replicating the study and varying the contexts, a number

of additional avenues to explore surfaced during the course of the research, which we

believe warrant further study. For example, it is apparent, even given the evident pop-

ularity of Agile (e.g. [Clarke and O’Connor, 2013, Ryan and O’Connor, 2013, Rindell

et al., 2015, Chóliz et al., 2015, Rindell et al., 2017], see Figure 5.4), that its relation-

ship with security V&V needs to be further explored (a similar call has been expressed

in terms of security more generally e.g. [Rindell et al., 2017]). However, a specific area

concerning Agile, which we are keen to pursue, is based on our finding that product

owners appear to have limited, direct engagement with any V&V activity (see Sections

5.6.2 and 6.3.2). Given the importance of their role, and their ability to influence

and shape the focus of their team, it would be sensible to explore their influence fur-

ther, in particular, to determine whether their background shapes the software and

security V&V focus within their team e.g. although we, and others, have observed

that developers typically take on this role within an organisation (e.g. [Diebold et al.,

2015, Jovanović et al., 2017], see Section 6.3.2), do we find their preference for review-

based activities (see Section 5.6.1), and their view of test-based activities (see Section

6.3.6.2), being exhibited when performing this role? Similarly, and like in [Shah and

Harrold, 2010], we found evidence to suggest that senior engineers can impact the atti-

tudes of junior engineers (see Section 6.3.6.3), we feel that this is an important aspect

to further explore in terms of cultivating security V&V practice within an organisation.

8.5 Personal Reflections

Although the author of this thesis is a practising software engineer, it is important to

observe, in order to demonstrate a reduced subjective bias - especially since reference

has been made to previous experiences - that the author, since embarking on this

research, has worked for a large organisation and predominately in a role straddling

both developers and test engineers. Therefore, over time, an appreciation for both

roles has been cultivated. This was important to help prevent any pre-disposition to a

particular role surfacing during the process of data collection and analysis. However,

it should also be noted that this experience not only assisted with the construction of

the survey instrument and the interview guide, but that it also helped immeasurably

in terms of building rapport with the interviewees (as evidenced by their openness and

honesty). This relationship may have otherwise been unattainable without the shared

knowledge and understanding which existed between researcher and interviewee.

Further, and although straddling both industry and academia, we were genuinely
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surprised to find the gap, between the state-of-the-art in terms of research, and that

concerning practice, being exhibited on such a wide scale. We were also surprised, more

generally, by the lack of security V&V responsibility, knowledge, and awareness, which

was found to exist within the organisations. If nothing else is taken from this thesis,

we would hope that the ‘call to arms’ is taken to heart in terms of software SMEs ac-

tively improving their security V&V capability. Given our reliance on software, much

of which originating from within SMEs, we need to ensure they are conscious of the

need to improve and are given guidance on how best to achieve this. As academics, it

is in our interest to ensure that the tools, technologies and methodologies we develop

are both accessible and useful to practitioners i.e. that they take into account the sur-

rounding socio-technical realities and solve real-world problems. Therefore, and given

the importance of software, SMEs, and security, we intend to continue to explore their

intersection; initially by building upon the knowledge already obtained, and through

addressing, and exploring, the areas identified in Section 8.4.

We look forward to continuing this journey.
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Better by Exploring: Harnessing Human Skills and Knowledge. IEEE Software,

33(4):90–96.

[Ivankova et al., 2006] Ivankova, N. V., Creswell, J. W., and Stick, S. L. (2006). Using

Mixed-Methods Sequential Explanatory Design: From Theory to Practice. Field

Methods, 18(1):3–20.

[Ivarsson and Gorschek, 2011] Ivarsson, M. and Gorschek, T. (2011). A Method for

Evaluating Rigor and Industrial Relevance of Technology Evaluations. Empirical

Software Engineering, 16(3):365–395.

332



[Iyamu and Sehlola, 2012] Iyamu, T. and Sehlola, P. (2012). The Impact of Risk on

Information Technology Projects. In ICMIT ’12: Proceedings of the 2012 Inter-

national Conference on Management of Innovation and Technology, pages 678–683.

IEEE Computer Society.

[Jaatun et al., 2011] Jaatun, M. G., Jensen, J., Meland, P. H., and Tøndel, I. A. (2011).

A Lightweight Approach to Secure Software Engineering. In Mjølsnes, S. F., editor,

A Multidisciplinary Introduction to Information Security, chapter 10, pages 183–216.

CRC Press.

[Jacobs and Trienekens, 2002] Jacobs, J. and Trienekens, J. (2002). Towards a Metrics

Based Verification and Validation Maturity Model. In Anderson, S., Felici, M.,

and Bologna, S., editors, Computer Safety, Reliability and Security, volume 2434 of

Lecture Notes in Computer Science, pages 175–185. Springer.

[James and Busher, 2006] James, N. and Busher, H. (2006). Credibility, authenticity

and voice: dilemmas in online interviewing. Qualitative Research, 6(3):403–420.

[Janczewski, 2000] Janczewski, L. (2000). Managing Security Functions Using Security

Standards. In Janczewski, L., editor, Internet and Intranet Security Management:

Risks and Solutions: Risks and Solutions, chapter 4, pages 81–105. IGI Global.

[Jawadekar, 2004] Jawadekar, W. S. (2004). Software Engineering: Principles and

Practice. McGraw-Hill.

[Jeffery and Votta, 1999] Jeffery, D. R. and Votta, L. G. (1999). Empirical Software

Engineering. IEEE Transactions on Software Engineering, 25(4):435–437.

[Jensen, 2010] Jensen, C. J. (2010). Discovering and Modeling Open Source Software

Processes. PhD thesis, University of California, Irvine.

[Jick, 1979] Jick, T. D. (1979). Mixing Qualitative and Quantitative Methods: Trian-

gulation in Action. Administrative Science Quarterly, 24(4):602–611.

[Johnson and Weller, 2001] Johnson, J. C. and Weller, S. C. (2001). Elicitation Tech-

niques for Interviewing. In Gubrium, J. F. and Holstein, J. A., editors, Handbook of

Interview Research: Context and Method, chapter 24, pages 491–514. SAGE Publi-

cations.

[Johnson and Goetz, 2007] Johnson, M. E. and Goetz, E. (2007). Embedding Infor-

mation Security into the Organization. IEEE Security & Privacy, 5(3):16–24.

333



[Johnson and Tjahjono, 1998] Johnson, P. M. and Tjahjono, D. (1998). Does Every

Inspection Really Need a Meeting? Empirical Software Engineering, 3(1):9–35.

[Johnson and Onwuegbuzie, 2004] Johnson, R. B. and Onwuegbuzie, A. J. (2004).

Mixed Methods Research: A Research Paradigm Whose Time Has Come. Edu-

cational Researcher, 33(7):14–26.

[Johri, 2011] Johri, A. (2011). Sociomaterial bricolage: The creation of location-

spanning work practices by global software developers. Information and Software

Technology, 53(9):955–968.

[Jones, 2012] Jones, C. (2012). A Short History of the Cost Per Defect Metric. https:

//www.ifpug.org/content/documents/Jones-CostPerDefectMetricVersion4.

pdf. Retrieved: 16th of January, 2020.

[Jones, 2000] Jones, E. L. (2000). Software Testing in the Computer Science Curricu-

lum – A Holistic Approach. In ACSE ’00: Proceedings of the Australasian Conference

on Computing Education, pages 153–157. ACM Press.

[Jones and Chatmon, 2001] Jones, E. L. and Chatmon, C. L. (2001). A Perspective on

Teaching Software Testing. Journal of Computing Sciences in Colleges, 16(3):92–100.

[Jones, 2011] Jones, M. (2011). Structuration Theory. In Galliers, R. D. and Currie,

W. L., editors, The Oxford Handbook of Management Information Systems: Critical

Perspectives and New Directions, chapter 5, pages 113–136. Oxford University Press.

[Jones, 2014] Jones, M. (2014). A Matter of Life and Death: Exploring Conceptualiza-

tions of Sociomateriality in the Context of Critical Care. MIS Quarterly, 38(3):895–

925.

[Jones and Karsten, 2008] Jones, M. R. and Karsten, H. (2008). Giddens’s Structura-

tion Theory and Information Systems Research. MIS Quarterly, 32(1):127–157.

[Jourdan, 2009] Jourdan, G.-V. (2009). Securing Large Applications Against Com-

mand Injections. IEEE Aerospace and Electronics Systems Magazine, 24(6):15–24.
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[Tödtling and Kaufmann, 2001] Tödtling, F. and Kaufmann, A. (2001). The Role of

the Region for Innovation Activities of SMEs. European Urban and Regional Studies,

8(3):203–215.

[Tomayko and Hazzan, 2004] Tomayko, J. E. and Hazzan, O. (2004). Human Aspects

of Software Development. Charles River Media.

[Torkar and Mankefors, 2003] Torkar, R. and Mankefors, S. (2003). A Survey on Test-

ing and Reuse. In Proceedings of the IEEE International Conference on Software-

Science, Technology and Engineering, pages 164–173. IEEE Computer Society.

[Tosun et al., 2009] Tosun, A., Bener, A., and Turhan, B. (2009). Implementation of a

Software Quality Improvement Project in an SME: A Before and After Comparison.

In SEAA ’09: Proceedings of the 35th Euromicro Conference on Software Engineering

and Advanced Applications, pages 203–209. IEEE Computer Society.

[Tourangeau et al., 2000] Tourangeau, R., Rips, L. J., and Rasinski, K. (2000). The

Psychology of Survey Response. Cambridge University Press.

[Tourangeau and Yan, 2007] Tourangeau, R. and Yan, T. (2007). Sensitive Questions

in Surveys. Psychological Bulletin, 133(5):859–883.

[Trew, 2007] Trew, T. (2007). Chasing Rainbows: Improving Software Testing in the

Real World. In ISSTA ’07: Proceedings of the 2007 International Symposium on

Software Testing and Analysis, pages 95–96. ACM Press.

370



[Trist and Bamforth, 1951] Trist, E. L. and Bamforth, K. W. (1951). Some Social and

Psychological Consequences of the Longwall Method of Coal-Getting: An Examina-

tion of the Psychological Situation and Defences of a Work Group in Relation to the

Social Structure and Technological Content of the Work System. Human Relations,

4(1):3–38.

[TUAC, 2001] TUAC (2001). TUAC Comment on Job Tenure. https://old.tuac.

org/News/njobtenure.htm. Retrieved: 16th of January, 2020.

[Turner, 2005] Turner, F. (2005). Actor-Networking the News. Social Epistemology: A

Journal of Knowledge, Culture and Policy, 19(4):321–324.

[Türpe, 2008] Türpe, S. (2008). Security Testing: Turning Practice into Theory. In

ICSTW ’08: Proceedings of the 2008 IEEE International Conference on Software

Testing Verification and Validation Workshop, pages 294–302. IEEE Computer So-

ciety.

[Uffen and Breitner, 2015] Uffen, J. and Breitner, M. H. (2015). Management of Tech-

nical Security Measures: An Empirical Examination of Personality Traits and Be-

havioral Intentions. In Standards and Standardization: Concepts, Methodologies,

Tools, and Applications, volume 2, pages 836–853. IGI Global.

[Umbach, 2004] Umbach, P. D. (2004). Web Surveys: Best Practices. New Directions

for Institutional Research, 2004(121):23–38.

[Urquhart and Currell, 2010] Urquhart, C. and Currell, R. (2010). Home uterine mon-

itoring: A case of telemedicine failure? Health Informatics Journal, 16(3):165–175.

[Urquhart and Currell, 2016] Urquhart, C. and Currell, R. (2016). Systematic Re-

views and Meta-Analysis of Health IT. In Ammenwerth, E. and Rigby, M., editors,

Evidence-Based Health Informatics: Promoting Safety and Efficiency through Scien-

tific Methods and Ethical Policy, pages 262–274. IOS Press.

[Uwano et al., 2008] Uwano, H., Monden, A., and Matsumoto, K. (2008). Are Good

Code Reviewers Also Good at Design Review? In ESEM ’08: Proceedings of the

2nd International Symposium on Empirical Software Engineering and Measurement,

pages 351–353. ACM Press.

[Valtanen and Ahonen, 2008] Valtanen, A. and Ahonen, J. J. (2008). Big Improve-

ments with Small Changes: Improving the Processes of a Small Software Company.

371



In Jedlitschka, A. and Salo, O., editors, PROFES ’08: Proceedings of the 9th In-

ternational Conference on Product-Focused Software Process Improvement, pages

258–272. Springer.

[van der Merwe, 2010] van der Merwe, R. (2010). Investigating direct deliberative gov-

ernance in online social media. Technical report, The Open University.

[van Genuchten and Hatton, 2013] van Genuchten, M. and Hatton, L. (2013). Quan-

tifying Software’s Impact. IEEE Computer, 46(10):66–72.

[van Selm and Jankowski, 2006] van Selm, M. and Jankowski, N. W. (2006). Conduct-

ing Online Surveys. Quality and Quantity, 40(3):435–456.

[van Wyk, 2013] van Wyk, K. (2013). Adapting Penetration

Testing for Software Development Purposes. https://www.

us-cert.gov/bsi/articles/best-practices/security-testing/

adapting-penetration-testing-software-development-purposes. Retrieved:

16th of January, 2020.

[Venkatesh et al., 2013] Venkatesh, V., Brown, S. A., and Bala, H. (2013). Bridging

the Qualitative-Quantitative Divide: Guidelines for Conducting Mixed Methods Re-

search in Information Systems. MIS Quarterly, 37(1):21–54.

[Venkatesh et al., 2016] Venkatesh, V., Brown, S. A., and Sullivan, Y. W. (2016).

Guidelines for Conducting Mixed-methods Research: An Extension and Illustration.

Journal of the Association for Information Systems, 17(7):435–495.

[Vermaas et al., 2011] Vermaas, P., Kroes, P., van de Poel, I., Franssen, M., and

Houkes, W. (2011). A Philosophy of Technology: From Technical Artefacts to So-

ciotechnical Systems. Morgan & Claypool.

[Vieira et al., 2006] Vieira, F. E., Martins, F., Silva, R., Menezes, R., and Braga, M.

(2006). On the Idea of Using Nature-Inspired Metaphors to Improve Software Test-

ing. In Maglogiannis, I., Karpouzis, K., and Bramer, M., editors, Artificial Intel-

ligence Applications and Innovations, volume 204 of IFIP International Federation

for Information Processing, pages 541–548. Springer.

[Vijayasarathy and Butler, 2016] Vijayasarathy, L. R. and Butler, C. W. (2016).

Choice of Software Development Methodologies: Do Organizational, Project, and

Team Characteristics Matter? IEEE Software, 33(5):86–94.

372



[Villar-Onrubia and Rajpal, 2016] Villar-Onrubia, D. and Rajpal, B. (2016). Online

international learning: Internationalising the curriculum through virtual mobility at

Coventry University. Perspectives: Policy and Practice in Higher Education, 20(2-

3):75–82.

[Villela et al., 2014] Villela, K., Silva, A., Vale, T., and de Almeida, E. S. (2014). A

Survey on Software Variability Management Approaches. In SPLC ’14: Proceedings

of the 18th International Software Product Line Conference - Volume 1, pages 147–

156. ACM Press.

[Voas and Miller, 2012] Voas, J. and Miller, K. W. (2012). Software Testing: What

Goes Around Comes Around. IT Professional, 14(3):4–5.

[Vogel, 2011] Vogel, D. A. (2011). Medical Device Software Verification, Validation

and Compliance. Artech House.

[von Solms, 2001a] von Solms, B. (2001a). Corporate Governance and Information

Security. Computers & Security, 20(3):215–218.

[von Solms, 2001b] von Solms, B. (2001b). Information Security - A Multidimensional

Discipline. Computers & Security, 20(6):504–508.

[von Solms and von Solms, 2004] von Solms, B. and von Solms, R. (2004). The 10

deadly sins of information security management. Computers & Security, 23(5):371–

376.

[von Solms and von Solms, 2009] von Solms, S. H. and von Solms, R. (2009). Infor-

mation Security Governance. Springer.

[Votta, Jr., 1993] Votta, Jr., L. G. (1993). Does Every Inspection Need a Meeting?

ACM SIGSOFT Software Engineering Notes, 18(5):107–114.

[Vrhovec et al., 2015] Vrhovec, S. L. R., Hovelja, T., Vavpotič, D., and Krisper, M.
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[Würsch et al., 2013] Würsch, M., Giger, E., and Gall, H. C. (2013). Evaluating a

Query Framework for Software Evolution Data. ACM Transactions on Software

Engineering and Methodology, 22(4):38:1–38:38.

[Wurster and van Oorschot, 2008] Wurster, G. and van Oorschot, P. C. (2008). The

Developer is the Enemy. In NSPW ’08: Proceedings of the 2008 New Security

Paradigms Workshop, pages 89–97. ACM Press.

[Wysopal et al., 2006] Wysopal, C., Nelson, L., Zovi, D. D., and Dustin, E. (2006).

The Art of Software Security Testing: Identifying Software Security Flaws. Addison-

Wesley.

[Xiao et al., 2007] Xiao, M., El-Attar, M., Reformat, M., and Miller, J. (2007). Em-

pirical evaluation of optimization algorithms when used in goal-oriented automated

test data generation techniques. Empirical Software Engineering, 12(2):183–239.

377



[Xiong, 2011] Xiong, J. (2011). New Software Engineering Paradigm Based on Com-

plexity Science. Springer.

[Yang et al., 2016] Yang, R., Li, G., Lau, W. C., Zhang, K., and Hu, P. (2016). Model-

based Security Testing: An Empirical Study on OAuth 2.0 Implementations. In

ASIACCS ’16: Proceedings of the 11th ACM Asia Conference on Computer and

Communications Security, pages 651–662. ACM Press.

[Yeo, 2013] Yeo, J. (2013). Using penetration testing to enhance your company’s secu-

rity. Computer Fraud & Security, 2013(4):17–20.

[Yilmaz and Phillips, 2006] Yilmaz, L. and Phillips, J. (2006). Organization-Theoretic

Perspective for Simulation Modeling of Agile Software Processes. In Wang, Q., Pfahl,

D., Raffo, D. M., and Wernick, P., editors, Software Process Change, volume 3966,

pages 234–241. Springer.

[Zabicki and Ellis, 2017] Zabicki, R. and Ellis, S. R. (2017). Penetration Testing. In

Vacca, J. R., editor, Computer and Information Security Handbook, chapter 75, pages

1031–1038. Elsevier, third edition.

[Zangooei et al., 2012] Zangooei, T., Mansoori, M., and Welch, I. (2012). A Hybrid

Recognition and Recall Based Approach in Graphical Passwords. In OzCHI ’12: Pro-

ceedings of the 24th Australian Conference on Computer-Human Interaction, pages

665–673. ACM Press.

[Zelkowitz and Wallace, 1998] Zelkowitz, M. V. and Wallace, D. R. (1998). Experi-

mental Models for Validating Technology. IEEE Computer, 31(5):23–31.

[Zelkowitz et al., 1984] Zelkowitz, M. V., Yeh, R. T., Hamlet, R. G., Gannon, J. D.,

and Basili, V. R. (1984). Software Engineering Practices in the US and Japan. IEEE

Computer, 17(6):57–66.

[Zhang et al., 2014] Zhang, X., Stafford, T. F., Dhaliwal, J. S., Gillenson, M. L., and

Moeller, G. (2014). Sources of conflict between developers and testers in software

development. Information & Management, 51(1):13–26.

[Zhang et al., 2018] Zhang, X. P., Nickels, D., Poston, R., and Dhaliwal, J. (2018).

One World, Two Realities: Perception Differences between Software Developers and

Testers. Journal of Computer Information Systems, 58(4):385–394.

[Zheng et al., 2017] Zheng, X., Julien, C., Kim, M., and Khurshid, S. (2017). Per-

ceptions on the State of the Art in Verification and Validation in Cyber-Physical

Systems. IEEE Systems Journal, 11(4):2614–2627.

378



[Zhu et al., 2006] Zhu, H., Horgan, J. R., Cheung, S. C., and Li, J. J. (2006). The First

International Workshop on Automation of Software Test. In ICSE ’06: Proceedings of

the 28th International Conference on Software Engineering, pages 1028–1029. ACM

Press.

[Zowghi et al., 2015] Zowghi, D., da Rimini, F., and Bano, M. (2015). Problems and

Challenges of User Involvement in Software Development: An Empirical Study. In

EASE ’15: Proceedings of the 19th International Conference on Evaluation and As-

sessment in Software Engineering, pages 9:1–9:10. ACM Press.
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Appendix A

SME Size Thresholds

Table A.1 details the value thresolds, defined within [European Commission, 2015],

showing the differing sizes of small and medium-sized enterprises.

Table A.1: SME size thresholds

Size Headcount Annual Turnover Annual Balance Sheet Total

Medium < 250 ≤ AC50 million ≤ AC43 million

Small < 50 ≤ AC10 million ≤ AC10 million

Micro < 10 ≤ AC2 million ≤ AC2 million
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Appendix B

Literature Review Search

Strategy

Within this appendix we detail the search strategy employed when conducting the

literature review and background analysis (as presented within Chapter 2). Specifically,

we detail the search terms employed and the data sources used (Section B.1), as well

as the adopted inclusion and exclusion criteria (Section B.2).

B.1 Search Terms and Data Sources

Given the technological context of this thesis, we structure our search terms around

the activities associated with security V&V (see Section 1.3.5). These activities were

determined by examining a series of software security maturity models (see Appendix

M). Therefore, we target these specific activities and also employ the more encompass-

ing terms of “V&V” and “verification and validation”. Further, alongside the use of

“empirical” (a search term employed by others when performing reviews of the soft-

ware engineering literature e.g. [Brereton et al., 2007]), we elected to expand on this by

also targetting the research methods typically employed within empirical software en-

gineering research i.e. surveys and interviews [Daly et al., 1995, Seaman, 1999, Pfleeger

and Kitchenham, 2001, Singer and Vinson, 2002, Punter et al., 2003, Hove and Anda,

2005, Cater-Steel et al., 2005, Smith et al., 2013]. Table B.1 details the search terms

employed.

However, and acknowledging the inconsistencies encountered when searching (this is

echoed by others e.g. [Brereton et al., 2007] highlight that it was impossible to utilise

the same set of search terms across both the ACM and IEEE digital libraries; we

also found that only Springer offered the ability to filter by a paper’s language and
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whether it was accessible based on the digital library subscription held), the search

terms captured within Table B.1 were rendered as appropriate across each data source

used e.g. “security testing” AND empirical became (+“security testing” +empirical)

when searching within ACM and ((“security testing”) AND empirical) in IEEE. Table

B.1 also captures the number of papers returned, per search term employed, before

application of the defined inclusion and exclusion criteria. The devised search terms

were executed through the search interfaces presented by the following digital libraries:

ACM Digital Library [ACM, 2020], IEEE Xplore Digital Library [IEEE, 2020] and

Springer Link [Springer, 2020].

Table B.1: Search terms employed during literature review

Search Term ACM IEEE Springer

“security testing” AND empirical 13 28 177

“security testing” AND survey 5 13 277

“security testing” AND interviews 2 4 80

“penetration testing” AND empirical 8 6 839

“penetration testing” AND survey 7 12 812

“penetration testing” AND interviews 1 4 103

“security code review” AND empirical 0 0 3

“security code review” AND survey 0 0 3

“security code review” AND interviews 0 0 3

“security design review” AND empirical 0 0 2

“security design review” AND survey 0 0 3

“security design review” AND interviews 0 0 0

“security V&V” OR “security verification and validation” 1 5 12

As discussed within Section 2.1, whilst we started our initial literature search within

the ACM, IEEE and Springer digital libraries, it was necessary - given the limited

results - to broaden our search strategy and employ Google Scholar [Google, 2020] and

the university’s LibrarySearch [RHUL, 2020]. However, we soon encountered the issue

that “initial electronic searches results in large numbers of totally irrelevant papers”

[Kitchenham and Charters, 2007, p. 20]. For example, whilst the Springer numbers

within Table B.1 appear “healthier”, the wider set of publications encompassed by this

digital library alone meant that papers within other disciplines were also being included

e.g. of the 839 papers matching “penetration testing” AND empirical, 450 fell under

“Earth Sciences” and 190 under “Engineering”. It was thus important to set, and

adhere to, the defined inclusion and exclusion criteria [Shafique and Labiche, 2015].

382



B.2 Inclusion and Exclusion Criteria

When reviewing existing literature, it is necessary to specify the inclusion and exclusion

criteria used [Budgen and Brereton, 2006]. As captured by [Kitchenham and Charters,

2007], the literature selected is governed by this criteria which, in turn, is based on the

research question being addressed. Given our research question and focus (see Section

1.4), we ensure that the activities associated with security V&V are captured; that the

literature presents some form of empirical data; and that it also provides some level

of socio-technical insight within an industrial context. Based on this, our inclusion

criteria consisted of the following:

• The literature covered one or more of the activities defined within Sections 1.3.1

and 1.3.5.

• The literature provided some form of empirical data: either quantitative, qual-

itative or a combination of both (given the socio-technical nature of V&V, see

Chapter 3, it was important to embrace all data, regardless of its underlying

type).

• The literature was both in English and accessible given the terms of any digital

library subscription constraints.

Our exclusion criteria consisted of:

• The literature failed to provide any form of empirical data (this was important

since, as reported by [Mäntylä et al., 2015]: “we found many papers that men-

tioned our search terms, but lacked actual empirical data”).

• The literature provided limited insight into industrial practice (given the distinc-

tion between theory and practice, see Section 2.6, it was important to ensure that

the papers demonstrated actual relevance to industry practice).

• The literature provided limited insight into the socio-technical nature of the activ-

ities defined within Sections 1.3.1 and 1.3.5 i.e. the studies predominately focused

on the technical (e.g. benchmarking security testing tools [Pashchenko et al.,

2017]).

Aside from the specific technological focus of the research question, and the associated

research objectives of this thesis, the inclusion and exclusion criteria utilised above is

reflective of that which is found within other software engineering-focused literature

reviews e.g. [Dyb̊a et al., 2007, Mäntylä et al., 2015].
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Appendix C

Summary of the Reviewed

Empirical V&V Literature

This appendix summarises the empirical V&V literature reviewed within Chapter 2.

Specifically, Table C.1 summarises the organisational and technological contexts of the

studies reviewed, as well as their focus (i.e. it helps identify whether a study focuses

on security V&V within UK-based software SMEs, thereby helping emphasise the gaps

present within the existing literature).
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Appendix D

Question Themes

Within this appendix we present a series of question themes, structured around the

key themes of STIN (see Section 3.4), in order to address the research objectives.

D.1 Addressing Research Objectives 1 and 3

Within Sections 4.5.1 and 4.5.2 we indicated the models used to derive a series of

question themes (QT) to address Research Objectives 1 and 3. These are presented

and discussed below.

QT1: Which V&V activities are performed within software SMEs?

We begin by establishing whether the activities encompassed by our adopted defi-

nitions of software and security V&V (see Sections 1.3.1 and 1.3.5 respectively) are

performed. These activities are covered, to varying degrees, in SAMM, BSIMM,

TPI, BDTPI, TMMi and ICMM. Similar to [Larusdottir et al., 2010], we also

aim to understand the extent an activity is employed.

In addition, we intend to understand at what point in the software development

lifecycle the V&V activities are performed (which is reflected within both TPI

and BDTPI, where earlier involvement suggests a higher level of maturity). We

also intend to understand whether the security testing performed is functional

(BSIMM: ST1.3), risk-based (BSIMM: ST3.3), or both. We view organisations

practising some form of risk-based testing as being more mature (due to the

increased complexity e.g. [Potter and McGraw, 2004]).

QT2: Why are the V&V activities performed?

Having established whether an activity is performed, we then intend to under-

stand the incentives and motivations for performing the activity. Runeson used
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a survey to examine developer motivation when performing unit testing by ask-

ing developers to indicate “very good”, “good”, “neutral”, “bad”, “very bad” or

“not applicable” [Runeson, 2006] and Kollanus and Koskinen utilised interviews

to determine the motivation around conducting reviews [Kollanus and Koskinen,

2006]. BSIMM indicates that code reviews should become mandatory for all

projects (BSIMM: CR1.5). With regards to STIN, this will enable an under-

standing to develop in terms of an interactors’ incentives and their motivation

for performing an activity.

QT3: Who performs and owns the V&V activities?

It is important to establish who is responsible for performing and owning each

activity (especially when recalling that people are more likely to wear multiple

hats within SMEs [Murthy, 2009, Cruz-Cunha, 2010, Linares et al., 2018], as well

as the views surrounding test-based activities, see Section 2.6). For example,

the TPI model views unit testing and integration testing as being predominately

performed by developers [Koomen and Pol, 1999]. Whilst developers are gener-

ally associated with performing unit testing [Andersson and Runeson, 2002], they

reportedly lack motivation in this regard [Runeson, 2006] and typically perform

a limited set of positives tests [Hunt et al., 2007]. The TMMi model stresses

the importance of an independent test group [TMMi Foundation, 2018], thus

indicating developer and test engineer independence. The concept of assigning

responsibility is covered heavily within TMMi. Within BSIMM there is refer-

ence to having either an organisation’s software security group leading the code

or design reviews (BSIMM: CR1.2 and AA1.3) or software architects (BSIMM:

AA3.1). In addition, we seek to understand whether external resources are relied

upon e.g. for penetration testing (BSIMM: PT1.1 and PT3.1). Larusdottir et

al. aimed to understand who performed security testing, but not security design

and code reviews [Larusdottir et al., 2010]. In the context of STIN, this will

help establish the interactors, the activities they perform, as well as where any

potential signs of conflict exist.

QT4: Who should perform and own the V&V activities?

We aim to understand where a respondent believes responsibility for the activities

should reside. This, in terms of STIN (and in conjunction with QT3), will enable

the interactors excluded from the V&V activities to be identified.

QT5: Are automation technologies and tools used to support the V&V activities?

The value of test automation, and the use of tools, was discussed in Section 2.4.
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Their adoption is generally encouraged throughout BSIMM and SAMM e.g. us-

ing automated tools alongside manual review (BSIMM: CR1.4); incorporating

black-box security tools into the quality assurance process (BSIMM: ST2.1); au-

tomating security tests (BSIMM: ST2.5, SAMM: IR3.1 and SAMM: ST2.1) and

using penetration testing tools in-house (BSIMM: PT1.3). Unsurprisingly, one

of the key areas of focus of the TPI model concerns test automation, and whilst

TMMi does not have a specific area of focus regarding tools and automation,

where such technology can provide support, this is detailed e.g. the use of per-

formance testing tools under non-functional testing.

Aside from understanding where automation is applied, and to what extent, we

also intend to understand whether tools are utilised (e.g. are automated code

analysis tools to find security problems accessible (SAMM: IR2.1)) and whether

they are developed in-house, are proprietary, are open source, or a combination

of these (there is an indication that SMEs utilise open source tools to reduce

software development costs [Sitnikova et al., 2007], however, in terms of V&V-

related tools this is unclear). In addition, we aim to understand whether they are

customised to an organisation’s environment (customisation, within BSIMM for

example, is a sign of higher maturity e.g. customising penetration testing tools

and scripts (BSIMM: PT3.2), using automated tools with tailored rules (BSIMM:

CR2.6) and customised fuzz testing (BSIMM: ST2.6)). In terms of STIN, this

will assist in the identification of non-human interactors.

QT6: How are the results from the V&V activities communicated?

Successful V&V requires good interactor communication and collaboration (see

Section 3.2). Both BSIMM and SAMM focus on communicating the results from

the security V&V activities performed e.g. for security testing (BSIMM: ST2.4,

SAMM: ST1.3 and SAMM: ST2.2) and security code reviews (SAMM: IR2.2);

as well as ensuring that the results are captured within a defect tracking system

(BSIMM: PT1.2) - with such centralised reporting being used “to close the knowl-

edge loop and drive training” (BSIMM: CR1.6). The TPI model also covers com-

munication and reporting (with maturity tied to the different types of information

being reported) and emphasises the importance of not only communicating the

results, but the communication between different types of interactors e.g. test

engineers, developers and customers. These are also covered within BDTPI and

TMMi. Therefore, we intend to understand not only which activities are com-

municated, and through what mechanism, but also to who the information is

circulated. In the context of STIN, this involves understanding the communica-
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tion forums in place, as well as the relevant interactors and who they interact

with.

QT7: Do the V&V activities have a governing process?

A defined and documented process typically denotes a more mature organisation

(e.g. the CMMI model [CMMI Product Team, 2010]). Both BSIMM and SAMM

aim to establish whether processes exist for some of the security V&V activities

e.g. for undertaking, and requesting, security design reviews (BSIMM: AA2.1

and SAMM: DR2.2 respectively), as well as following a consistent process when

performing and reporting on security testing (SAMM: ST2.2). The TMMi model

also views organisations with defined and documented processes as being more

mature where, at the lowest level, “testing is a chaotic, undefined process” [TMMi

Foundation, 2018, p. 10]. Therefore, we intend to establish, if a process exists,

whether this is based upon a process generated in-house or upon an existing

standard. We also intend to understand whether the organisation is undergoing

any form of process improvement and, if so, which approach they are utilising

e.g. BSIMM or TPI, as well as whether they are familiar with these (Rodrigues

et al., within seven small organisations (however, “small” is not defined within

their study), reported on the use, and knowledge of the existence of, two test

process models - including TPI [Rodrigues et al., 2010]). This enables non-human

interactors, in the form of processes, to be identified and adds additional support

as to whether their presence acts as an incentive to perform a V&V activity.

QT8: Are the V&V activities performed well? What could be improved?

We aim to understand the respondent’s perception of how the activities associ-

ated with software and security V&V are performed within their organisation.

Dependent on the response received, it will either permit an understanding to

develop regarding the respondent’s capabilities, and thus whether the respondent

should be viewed as a credible authority, or it will lead, in a STIN context, to un-

covering the undesired interactions (and possibly resource flows) which surround

the activities.

QT9: How much is spent on the V&V activities?

Understanding the proportion of a project’s budget dedicated to the activities of

software and security V&V is necessary, in the context of STIN, for understanding

resource flows i.e. by “following the money” [Kling et al., 2003, p. 58] (it also helps

identify the value an organisation places on a particular activity). The concept

of a budget is covered in the BDTPI model (BDTPI: Stakeholder Commitment,
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Level C, Checkpoint 2) and the TPI model (under the area of “commitment and

motivation”, which includes the assignment of budget and time to testing).

QT10: Should there be more investment in the V&V activities?

Following on from QT9, we aim to understand whether the respondent believes

more investment is required in software and security V&V. Without suitable levels

of investment, the activities will, of course, suffer.

QT11: What impacts the V&V activities?

To identify what impacts different aspects of testing (including security testing,

but not penetration testing), Larusdottir et al. provided the following options:

“Lack of training/knowledge”, “Lack of budget”, “Lack of time”, “Other” and

“N/A” [Larusdottir et al., 2010]. These options should also include lack of re-

source and management support (which are issues which have resulted in infor-

mation security challenges within SMEs e.g. [Dojkovski et al., 2006, Dojkovski

et al., 2007, Williams, 2009]). It is also sensible to understand whether an ac-

tivity is deemed “dispensable”, since test-based activities have previously been

viewed in such a light e.g. [Nguyen et al., 2006, Rodrigues et al., 2010] (Rodrigues

et al. include this, and a lack of tool support, when examining the barriers to

test process implementation within small organisations). In addition, we intend

to understand which aspects of V&V are most likely to get squeezed when a

project faces a shortage of time (Torkar and Mankefors posed such a question

when conducting a survey on testing and code reuse, but just consider V&V in

its entirety and not by individual activity [Torkar and Mankefors, 2003]). In

terms of STIN, this will lead to understanding the undesired interactions faced

within an organisation.

QT12: What V&V related training has been received?

Within Chapter 1 we indicated that software engineering is complex and that

finding vulnerabilities is difficult [Austin and Williams, 2011]. However, whilst

other studies have aimed to identify whether training is provided e.g. [Baharom

et al., 2005, Wicks, 2005, Kollanus and Koskinen, 2006, Garousi and Varma,

2010], the focus is typically on software engineering more generally, or software

V&V - there is relatively little information regarding security V&V training,

especially within an SME context. The “correct composition of a test team is

very important” [Koomen and Pol, 1999, p. 38] (both technical and social skills

are required, see Section 3.2), therefore, we also intend to understand whether
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training has been provided across the activities associated with software V&V

(BDTPI: Tester Professionalism, Level C, Checkpoint 1).

In addition, we intend to understand through what medium the training has

been received e.g. formal training courses, mentoring (which is touched upon in

BSIMM: AA2.3 and CR2.5), reading or conference attendance (BDTPI: Tester

Professionalism, Level O, Checkpoint 1), as well as how often and when such

training was last provided. Aspects of training are also covered within TMMi

and ICMM. Whilst expertise, in a STIN context, is considered a resource flow

[Meyer, 2007, Taylor-Smith, 2016], understanding V&V training within SMEs

will also help support findings regarding undesired interactions i.e. the inability

to perform an activity due to a lack of training/knowledge.

The above twelve question themes were developed through reference to a number of

software V&V and software security maturity models, namely: [Koomen and Pol, 1999,

de Vries et al., 2009, Kollanus, 2011, McGraw et al., 2016, OWASP, 2017, TMMi

Foundation, 2018] and to a number of existing, relevant studies e.g. [Runeson, 2006,

Kollanus and Koskinen, 2006, Larusdottir et al., 2010, Rodrigues et al., 2010]. We

note that the sole adoption of any one of these models, or existing studies, would

have been insufficient in terms of addressing the research objectives of this thesis.

For example, either by not encompassing all of the V&V activities as defined within

Sections 1.3.1 and 1.3.5, or by overlooking important aspects (e.g. although both SAMM

and BSIMM touch upon automation, there is no understanding to what extent it

is employed within an organisation). Within Appendix H we present the resulting

survey questions, formulated around these question themes and, within Appendix K,

we present the corresponding interview guide.

D.2 Addressing Research Objective 2

Examining a number of the relevant questions stated within [BIAC and ICC, 2003], we

devise a series of question themes (QT) in order to assess information security culture

within SMEs. These are presented below and are supported through reference to other

relevant information security culture studies.

QT1: Do you have written information security policies that everyone knows and un-

derstands?

The possession of an information security policy is considered fundamental [von

Solms, 2001b] - certainly, in terms of an organisation having a basis on which

398



to build an information security culture. Small organisations should have a rel-

evant, “simple and clear” information security policy, which is distributed to all

employees [BIAC and ICC, 2004, p. 21]. However, we extend the question as

found within [BIAC and ICC, 2003] to capture both whether the respondent

is aware of such a policy themselves and whether the respondent believes that

their organisation’s employees, in general, are aware of the policy’s existence. If

a respondent is unable to indicate whether such a policy exists, it is clear that

the organisation does not have a strong basis for developing an information se-

curity culture. If a respondent cannot provide a definitive answer i.e. “yes” or

“no” to such a question we, like in [Dimopoulos et al., 2004], interpret this as

being effectively equivalent to a “no”, since: “even if the organizations concerned

do actually have a policy, they are evidently not promoting it to their staff in

an [sic] successful manner” [Dimopoulos et al., 2004, p. 79]. Therefore, under-

standing how updates to the information security policy are communicated to

the organisation’s employees should form a separate question (in the context of

STIN, this concerns the identification of existing communication forums). Fur-

ther, we intend to differentiate between knowledge of an information security

policy’s existence and knowledge of the actual content. We also observe that

senior management should visibly support an organisation’s information security

policy [Thomson et al., 2006] - QT4 covers management responsibility - therefore,

we include this as an additional question which, in the context of STIN, will help

identify incentives and resource flows.

QT2: Are your personnel security aware and security educated?

There is a need, within organisations, to foster a security culture whereupon em-

ployees are aware of the issues that are relevant to them, as well as enabling them

to act appropriately - this can be achieved through training and education [Fur-

nell, 2007]. Awareness is a “cornerstone of a security culture” [Williams, 2009,

p. 52], with security training and education considered essential in developing

and maintaining such a culture. For example, Kruger and Kearney indicate that

the “key to success in awareness is keeping the messages relevant and consistent”

[Kruger and Kearney, 2006, p. 290] - thus implying that the development and

maintenance of an information security culture is ongoing. Educating employees,

with regards to their roles and responsibilities, requires continual reinforcement

when it comes to security [Ruighaver et al., 2007] (QT5 concerns roles and re-

sponsibilities). We modify the question - as originally stated within [BIAC and

ICC, 2003] - to elicit a response in terms of an individual, and the individual’s
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belief across their organisation as a whole (this approach has previously been

adopted when assessing information security culture e.g. [Schlienger and Teufel,

2003, Ngo et al., 2009]). In addition, it is sensible to understand whether train-

ing is performed only during a respondent’s induction or on a more continual

basis (too many organisations only provide limited induction training [Ruighaver

et al., 2007] - unfortunately, Ruighaver et al. do not elaborate upon the type of

organisations or industry sectors in this regard). However, according to [BIAC

and ICC, 2003], everyone “should understand their roles and responsibilities in

relation to security assurance, as well as those of the people they deal with” - this

implies that an individual should understand whether an information security

function exists within their organisation - this is covered by QT4.

QT3: What do you do to raise security awareness across your partners, suppliers and

users?

This question, as it stands within [BIAC and ICC, 2003], is modified to ask:

“What have you done, or do, to raise security awareness within your organisa-

tion”? Understanding what a respondent does, or has done, to increase security

awareness, within an organisation, will provide some indication as to whether an

individual has embraced security-related practices. Namely, if a respondent has

actively participated in raising the level of information security awareness within

their organisation, we would consider this indication that they have started to

move to the “competent” stages on Thomson and von Solms Information Security

Competence Maturity Model [Thomson and von Solms, 2006]. As noted by Talib

et al.: “simply undertaking training or having an awareness of an issue does not

necessarily imply practice” [Talib et al., 2010, p. 200]. Further, understanding

what a respondent’s organisation does to raise security awareness forms a sec-

ondary component to this question which will, in the context of STIN, also help

identify incentives and resource flows.

QT4: Do you have an information security function (person or group) that reports to

senior management, such as the Board or executive committee?

Ensuring that information security has representation that reports to an organ-

isation’s senior management is essential. Observing that an organisation’s infor-

mation is critical to its success, von Solms indicates that as an organisation’s

board of directors is accountable for the organisation’s success they are, there-

fore, responsible for ensuring information security [von Solms, 2001b]. The role

of senior management, in terms of developing and maintaining an organisation’s

information security culture, cannot be overstated (we also recall that senior
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management can influence V&V within an organisation [Perry, 2006]). For ex-

ample, information security is considered, in general, a management problem,

therefore, the “security culture reflects how management handles this problem”

[Ruighaver et al., 2007, p. 56]. Ruighaver et al. state that an organisation’s

senior management has responsibility to support and embed information secu-

rity within an organisation. In addition, we explore whether an individual, or

group of individuals, are responsible for information security and whether this is

a shared responsibility across the organisation’s employees or not. Dimopoulos

et al. found, within a survey of SMEs, that “the majority of organisations do

employ someone who is assigned this task, and the proportion increases with the

size of the organisation” [Dimopoulos et al., 2004, p. 76]. In the context of STIN,

these questions will help identify the interactors involved.

QT5: Are your employees aware of their responsibilities to help maintain security?

It is important to ensure that an organisation’s employees are both dedicated and

knowledgeable with regards to their roles and responsibilities when it comes to

information security [Thomson and von Solms, 2006]. Thomson and von Solms

conclude that this “could be the strongest link in the information security in-

frastructure”. Failure to ensure this understanding can result in an organisation

unable to protect the confidentiality, integrity and availability of its information

assets [Thomson et al., 2006] (see Section 1.3.3 for a discussion of these terms).

Notably, even if an organisation has implemented an information security aware-

ness campaign, this does not imply that all employees understand their role in

terms of ensuring information security [Kruger and Kearney, 2006]. Further, it

has previously been reported that “[s]ecurity can become to be seen as the role

of ‘others’ rather than the role of all members of the organisation” [Gokhale and

Banks, 2004, p. 178]. However, this is another question that should be posed in

the context of an individual, and in terms of the individual’s view across their

organisation. Employee responsibility does not remove the need for senior man-

agement support [Ruighaver et al., 2007] (QT4 concerns management support),

however, although responsibility is typically associated with layers of manage-

ment, to become part of an organisation’s “cultural fabric”, responsibility must

be adopted by all employees [Williams, 2009, p. 51]. Failure to appropriately as-

sign responsibility, within SMEs, could lead to “serious difficulties if an incident

occurred, as there would be no clear point of contact” [Dimopoulos et al., 2004,

p. 76]. That some SMEs appear to include acceptance of responsibility within

an employee’s contract of employment (thus stipulating that an employee must
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follow the organisation’s information security policy) e.g. [Burns et al., 2006],

we include this as a separate question, since it implies that the organisation’s

management is actively “encouraging” employees to follow the organisation’s in-

formation security policy. Such an approach can influence employee motivation

[Dojkovski et al., 2007] which, in a STIN context, relates to identifying incentives

and resource flows.

The above five question themes were devised around the questions within [BIAC and

ICC, 2003] - which are relevant to SMEs [BIAC and ICC, 2004] - and were expanded

upon based on a number of existing, information security culture studies e.g. [Schlienger

and Teufel, 2003, Burns et al., 2006, Ngo et al., 2009]. Appendix H presents the survey

questions, developed from these question themes, with the associated interview guide

detailed within Appendix K.
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Appendix E

Survey Instrument Pre-Testing

This appendix details the approach (Section E.1), the respondents (Section E.2) and

the survey instrument pre-testing sessions conducted (Section E.3).

E.1 A Concurrent and Retrospective Approach

As captured within Section 5.1.1, we employed two approaches when pre-testing the

survey instrument:

• A concurrent approach [Drennan, 2003]: where we sat with a respondent whilst

they completed the survey and encouraged them to think aloud. Utilised during

cognitive interviewing, respondents verbalised their thought processes as they

completed the survey [DeMaio et al., 1998]. This allowed prompting when either a

problem was observed, or when a decision had been made (notably, such personal

interviews allow reactions and hesitations to be identified [Hunt et al., 1982]).

We also employed paraphrasing i.e. respondents were asked to paraphrase certain

survey questions in order to help remove comprehension problems [Collins, 2003].

• A retrospective approach [Drennan, 2003]: where a respondent completed the

survey in their own time, by themselves, with the simple advice of recording any

comments or concerns as they went. This helped reduce any bias being intro-

duced by being present during survey completion. On completion, the comments

captured and circulated by the respondent were discussed. This approach also

ensured that different online environments were utilised whilst completing the

survey and ultimately was more closely aligned to when the survey went live

[DeMaio et al., 1998].

Although the former approach enables information to be collected as it first becomes
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available, it might lead to bias [DeMaio et al., 1998]. However, the latter approach pro-

vides an unbiased means of collecting information - but at a point where a respondent’s

thought processes might not be accurately recalled [DeMaio et al., 1998] (it also helps

address the issue of respondents being unable to verbalise their thought processes as

they completed the survey [Drennan, 2003]). Clearly, there is a trade-off between both

approaches, however, they can be combined [Drennan, 2003]. Notably, when following

a personal interview approach, subsequent pre-testing “should be conducted by means

of the administration method to be used in the ultimate research” [Hunt et al., 1982,

p. 270]. Therefore, employing the two approaches in combination was sensible. In

addition, both approaches may result in different types of information being collected

[DeMaio et al., 1998].

E.2 Respondent Profiles

As respondents should be purposively identified [DeMaio et al., 1998], we highlight that

the subject matter experts involved were all practising software engineers, based within

industry, and who had performed V&V activities on average for at least eight years

within both SMEs and large organisations. Noting that respondents should “match the

characteristics of the proposed sample” [Drennan, 2003, p. 59], this helped ensure that

both the relevant technical and organisational nuances of the survey had been tested

by an appropriate set of respondents. Also, three of the respondents had English

as a second language, which further helped ensure question accessibility. Finally, we

revisited the survey with the first two respondents (respondents 1 and 2 during phases

three and four respectively) to ensure that their comments had been addressed to their

satisfaction, and that changes resulting from the feedback of subsequent sessions had

not adversely affected the instrument. This was an important step, since it is noted that

revisions resulting from instrument pre-testing are not usually retested [DeMaio et al.,

1998]. Table E.1 details the respondents involved in the survey instrument pre-testing.
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E.3 Pre-Testing Session Information

The pre-testing sessions were conducted over four phases:

• We began by sitting with a subject matter expert and walking through the survey.

Adopting a think aloud approach, this was a very useful session, resulting in a

number of revisions simplifying the survey and ensuring that the questions had an

appropriate set of options. Of the 16 comments received, 11 were implemented.

• The second phase involved sitting with another subject matter expert and walking

through the revised survey. Once again, a think aloud approach was adopted.

Sixteen comments were received, 13 of which were implemented. These resulted

in additional options being added to a number of questions, as well as a few

changes to the survey’s appearance.

• During the third phase, three sessions (two retrospective, one think aloud) were

conducted with subject matter experts and one session (retrospective) with a

former software practitioner turned academic who has an interest in surveys.

Collectively, the four sessions resulted in 29 comments, 6 of which were addressed.

• Within the fourth phase, five sessions (three think aloud walkthroughs and two

retrospective sessions) were conducted and involved four subject matter experts

and one technical author (who has worked in the software industry for over 10

years). In total, 72 comments were received, 42 of which were addressed. We

highlight that 34 of those addressed resulted from the session held with the tech-

nical author, the majority of which concerned minor improvements to the survey

text.

After spending just over 15 hours sitting with the respondents, a total of 133 comments

were received, 72 of which were addressed. The comments not addressed typically fell

into the following categories: the respondents proposed new options or questions, or

sought some form of clarification. In all cases we ensured that an understanding was

reached with the respondent before discounting any comment. In addition, many pos-

itive comments were received that required no further action, or were identified as

duplicates. This feedback was obtained following six concurrent and five retrospective

pre-testing sessions. We observe that the number of cognitive interviews required when

pre-testing a survey is small (typically 20 or under) [DeMaio et al., 1998]. DeMaio

et al. also indicate that respondents should be purposively identified. As an exam-

ple, Wildy and Clarke opted for five cognitive interviews when utilising a convenience
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sample [Wildy and Clarke, 2009]. Table E.2 details the survey instrument pre-testing

sessions conducted.

Table E.2: Survey instrument pre-testing: session information

ID
Method Session Length Comments Survey Completion

Employed (Hours) Raised Addressed Time (Minutes)

1 Concurrent 1 16 11 30

2 Concurrent 1.5 16 13 -

3 Retrospective 1 10 1 -

4 Retrospective 0.75 7 1 25

5 Retrospective 1.5 5 1 20 - 30

6 Concurrent 1 7 3 20 - 30

7 Retrospective 1.5 3 0 25

8 Retrospective 1 4 0 35

9 Concurrent 0.75 5 1 -

10 Concurrent 2 25 7 -

11 Concurrent 3 35 34 -
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Appendix F

FAME Search Strategy

The Financial Analysis Made Easy (FAME) database [Bureau van Dijk, 2020] was

used to derive our study sample (such an approach is consistent with other SME-

focused studies e.g. [Duan et al., 2002, Wong and Aspinwall, 2005, Mart́ınez-Caro and

Cegarra-Navarro, 2010, Chang et al., 2011, Sinkovics et al., 2013, Ramdani et al.,

2013, Dyerson et al., 2016, Mawson and Brown, 2017]). Therefore, based upon the

defined organisational scope (see Section 1.2), we formulated our search strategy as

follows:

• Firstly, we restricted by industry sector. Within Section 1.2.2, we defined software

enterprises as organisations falling under SIC class 62.01 (specifically, encompass-

ing the two sub-classes 62.01/1 and 62.01/2).

• Secondly, we restricted by number of employees and turnover. Based on our

adopted SME definition (i.e. [European Commission, 2015], see Section 1.2.1), we

stipulated that an organisation must not exceed 249 employees and a turnover

of AC50 million. We disregarded any organisations exceeding these upper bounds

(i.e. we did not utilise the “use estimates” option available within FAME). We

observe that only ∼3.6% of the active companies listed within FAME detail the

number of employees (similar has been observed e.g. [Rogers et al., 2007]).

Table F.1 details the employed FAME search strategy.
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Table F.1: FAME search strategy

Search Step Step Result Search Result

1. All active companies (not in receivership nor

dormant) and companies with unknown situation

3,212,721 3,212,721

2. UK SIC (2007): All codes: 6201 - Computer

programming activities, 62011 - Ready-made in-

teractive leisure and entertainment software de-

velopment, 62012 - Business and domestic soft-

ware development

39,986 30,807

3. Number of Employees: Last available year,

max=249

190,530 737

4. Turnover (th EUR): Last available year,

max=50,000

609,950 682

Boolean search : 1 And 2 And 3 And 4 TOTAL 682
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Appendix G

Respondent Communication

Communication with the respondents was predominately based on the templates pre-

sented within Sections G.1 and G.2. These adhere to the recommendations detailed

within Sections 4.3.1 and 5.1.3. For example:

• We indicated that through completing the survey researchers’ would be better

placed to improve upon current V&V practice. Smith et al. found, when surveying

software developers, that higher response rates may be achieved when indicating

a benefit to society [Smith et al., 2013].

• University affiliation was stated so as to appear as a credible, legitimate authority

- thereby helping engender trust [Singh et al., 2009] - which, in turn, helped

when providing assurance that any published data (the publishing of data is also

considered as benefiting society [Smith et al., 2013]) would “only be presented in

non-identifiable statistical format”.

• We indicated, on survey completion, that a report could be made available show-

ing how the respondent’s organisation compared with similar organisations. Ob-

serving the importance of motivating respondents, Punter et al. adopt such an

approach [Punter et al., 2003].

In some instances, especially in terms of the interviews, communication was much more

“free-form” and, alongside emails simply expressing our gratitude for participating in

the study and acquiring a respondent’s telephone number for example, are not detailed

here.
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G.1 Initial Contact Template

Dear <Title and Name>,

Please allow me to introduce myself: I am a researcher, based at Royal Holloway, University of London

and I am exploring how small and medium sized organisations perform software verification and validation

both in general, and when focussing on security.

As the <Position> at <Company> (and as someone <Why respondent was selected>), this project would

be greatly aided by understanding your views on this topic. As such, would you kindly be willing to help

with this research by participating in a short online survey (please note that all collected data would only

be presented in non-identifiable statistical format)?

Your participation will help address a gap in our knowledge, thereby enabling researchers to better improve

upon current practice. It would also enable you to see how your organisation compares with similar

organisations.

Thank you for your time and, hopefully, your help - it is greatly appreciated.

I look forward to hearing from you.

With best wishes,

Matthew Kreeger

Technology and Information Management Research Group

Royal Holloway, University of London

P.S. If you feel that someone else is perhaps better placed to complete the survey, would you kindly be

able to suggest who I should contact within your organisation?
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G.2 Subsequent Contact Template

Dear <Title and Name>,

Thank you for your email. The survey can be accessed via: <Unique Qualtrics link>.

<Address any specific questions from respondent>. If you are kindly able to complete the survey by the

<Date> that would be much appreciated. Please note that you can revisit the survey as time allows as

your progress will be saved.

Once again, thank you - I greatly appreciate your taking the time to help with this project.

With best wishes,

Matthew Kreeger

Technology and Information Management Research Group

Royal Holloway, University of London
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Appendix H

Survey Instrument

The survey instrument used for the first phase of data collection (see Chapter 5) is

presented within this appendix (with the questions being devised from the question

themes presented in Appendix D). The survey, which was developed and distributed

through the use of Qualtrics [Qualtrics, 2020], underwent a series of pre-testing (see

Section 5.1.1) and was generated following the design considerations detailed within

Chapter 4. It is sensible to note, however, that this appendix presents the survey in

the form of static text and thus does not capture the dynamic and interactive elements

offered by the survey, for example: it does not reflect the underlying display logic

(which determines the questions to pose to a respondent based upon their answers

as they progress through the survey) and nor does it convey how the questionnaire is

displayed to a respondent when utilising elements such as drop-down menus and sliders.

In addition, and to avoid repetition, each page presented to a respondent contained the

following:

• A header, which encompassed the university logo in order to convey authority and

to build trust (essential for when conducting research into a sensitive subject).

• A footer, which included a back and next button as appropriate, as well as a

progress bar.

We now present the survey instrument.
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H.1 Front Page

Software Verification and Validation Practice within SMEs

The purpose of this survey is to understand how SMEs perform software verification and validation both

in general, and when focussing on security.

To the best of our knowledge, this is the first study of its kind that specifically focuses on organisations

such as your own, when studying this critical area of software development.

Survey structure:

This survey is made up of three sections:

- A software verification and validation practice section: which is where we aim to build up a picture of

how software verification and validation is carried out within your organisation.

- An information security culture section: which is where we aim to understand what type of information

security culture exists within your organisation.

- A set of demographic questions.

There is a minimum of 30 questions and a maximum of 62 depending on your responses. This should

require no more than approximately 12 - 26 minutes of your time to complete (please note that if you leave

the survey at any point your progress will be saved, it is then possible to return to the survey).

This study has received ethical approval by Royal Holloway, University of London. All survey responses

are anonymous, and the collected data will be presented in non-identifiable statistical format.

How your participation helps:

Firstly, your feedback will help contribute much needed data about a gap in our empirical knowledge. By

virtue of this, researchers will be significantly better placed to improve upon current levels of software

verification and validation practice.

Secondly, it will provide you and your organisation with the opportunity to see how your organisation

compares with similar organisations.

Thank you very much for your participation and for helping contribute to an important area of research.

Please click the “NEXT” button to begin this section.
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H.2 Section One: Software Verification and Validation

Practice

Section 1: Software Verification and Validation Practice

In this section we aim to build up a picture of how software verification and validation is carried out within

your organisation.

Please click the “NEXT” button to begin this section.

Section 1: Which of the following activities are carried out?

Question 1: Please indicate the extent to which the following activities are currently carried out within

your organisation.

Section 1: Why are these activities carried out?

Question 2: Why are the following activities carried out within your organisation? (please select all that

apply)

Question 3 (optional): Can you please elaborate on your selection of “other” for the following activities?
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Section 1: Why are these activities not carried out?

Question 4: Why are the following activities not carried out within your organisation? (please select all

that apply)

Question 5 (optional): Can you please elaborate on your selection of “other” for the following activities?
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Section 1: Who performs and owns these activities?

Question 6: Who performs and who owns the following activities within your organisation? (please select

all that apply)

Question 7 (optional): Can you please elaborate on your selection of “other” for the following activities?
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Section 1: Who should perform and own these activities?

Question 8: Regardless of whether the activities are carried out within your organisation, who do you

believe should perform and who should own the following activities within your organisation? (please select

all that apply)

Question 9 (optional): Can you please elaborate on your selection of “other” for the following activities?
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Section 1: Do you utilise tools with these activities?

Question 10: Are tools (for example, static code analysis tools, code review systems, test management

software, test code generators and so on) used to help with the following activities? (please select all that

apply)

Section 1: Which tools?

Question 11 (optional): Which tools are used?
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Section 1: Are the tools customised?

Question 12: Are these tools customised to your particular environment?

Section 1: Why are tools not utilised with these activities?

Question 13: Can you please elaborate on why tools are not used for the following activities? (please

select all that apply)

Question 14 (optional): Can you please elaborate on your selection of “other” for the following activi-

ties?
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Section 1: How well is automation employed with these activities?

Question 15: As a percentage, approximately how much of the following activities are automated within

your organisation?
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Section 1: How do you communicate the results of these activities?

Question 16: How are the results from the following activities communicated? (please select all that

apply)

Question 17 (optional): Can you please elaborate on your selection of “other” for the following activi-

ties?

Section 1: Who do you communicate the results of these activities to?

Question 18: Who receives the results of the following activities within your organisation? (please select

all that apply)
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Question 19 (optional): Can you please elaborate on your selection of “other” for the following activi-

ties?

Section 1: Do you have processes which cover these activities?

Question 20: Are there processes in place for the following activities?

Section 1: What are the origins of these processes?

Question 21: Are the processes in place based upon an existing standard?
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Section 1: Which standards?

Question 22 (optional): Which standards are the processes based upon?

Section 1: Have you received training in these activities?

Question 23: Regardless of whether the activities are carried out within your organisation, have you

received training related to the following activities within your organisation?

Section 1: How was the training delivered for these activities?

Question 24: Can you please elaborate on the type of training you have received? (please select all that

apply)
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Question 25 (optional): Can you please elaborate on your selection of “other” for the following activi-

ties?

Section 1: How often are you trained in these activities?

Question 26: Can you please describe how often you have received training in the last two years?
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Section 1: How much is spent on these activities?

Question 27: As a percentage, approximately how much of a typical project’s budget is spent on the

following activities within your organisation?

Section 1: Should there be more investment in these activities?

Question 28: Regardless of whether the activities are carried out within your organisation, do you believe

that there should be more investment in the following activities within your organisation?

Section 1: What resourcing constraints impact these activities?
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Question 29: What resourcing constraints impact the following activities within your organisation?

(please select all that apply)

Question 30 (optional): Can you please elaborate on your selection of “other” for the following activi-

ties?

Section 1: What social factors impact these activities?

Question 31: What social factors impact the following activities within your organisation? (please select

all that apply)
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Question 32 (optional): Can you please elaborate on your selection of “other” for the following activi-

ties?

Section 1: Do you believe these activities are carried out well?

Question 33: Do you believe that the following activities are carried out well within your organisation?

Section 1: How do you perceive the importance of these activities?

Question 34: How would you rank the importance of the following activities? (with 1 being the most

important and 7 the least important - left-click and hold your mouse button on any activity, then drag it

up or down to change its rank)
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Question 35 (optional): Please feel free to elaborate on your choices above.
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H.3 Section Two: Information Security Culture

Section 2: Information Security Culture

In this section we aim to understand what type of information security culture exists within your organi-

sation.

Please click the “NEXT” button to begin this section.

Section 2: Is there an information security policy?

Question 1: Does your organisation have an information security policy?

Section 2: Is this information security policy understood and followed?

Question 2: Do you understand the information security policy?

Question 3: Do you believe that your fellow employees are aware of the information security policy’s

existence?

Question 4: Do you believe that your fellow employees understand the information security policy?

Question 5: Do you believe that your organisation’s senior management follows the information security

policy?
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Section 2: Are you notified of updates to the information security policy?

Question 6: When updates are made to the information security policy are you notified of these updates?

Section 2: How are you notified of updates to the information security policy?

Question 7: How are you notified? (please select all that apply)

Section 2: Have you received any information security training?

Question 8: Did you receive information security training during your induction?

Question 9: Have you received any subsequent information security training?

Section 2: How often do you receive information security training?

Question 10: On average, how often do you receive information security training per year?
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Section 2: Are you and your fellow employees security aware?

Question 11: Do you consider yourself to be security aware?

Question 12: Do you consider your fellow employees to be security aware?

Section 2: Have you attempted to improve security awareness?

Question 13: Have you attempted to raise the level of security awareness within your organisation?

Question 14: Apart from you has anyone else within your organisation attempted to raise the level of

security awareness?

Section 2: What have you done to raise security awareness?

Question 15 (optional): What have you done, or do, to raise security awareness within your organisa-

tion?
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Question 16 (optional): What motivated you to do this?

Question 17: Was this effective in raising security awareness?

Question 18 (optional): Why was this effective?

Question 19 (optional): Why was this ineffective?

Question 20 (optional): Why was this not as effective as it could have been?

Section 2: What have others done to raise security awareness?

Question 21 (optional): What have others done, or do, to raise security awareness within your organi-

sation?
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Question 22: Was this effective in raising security awareness?

Question 23 (optional): Why was this effective?

Question 24 (optional): Why was this ineffective?

Question 25 (optional): Why was this not as effective as it could have been?

Section 2: Who is responsible for information security?

Question 26: Who is responsible for information security within your organisation?

Section 2: How is this individual placed within the organisation?

Question 27: Is this individual dedicated to this function or do they hold other roles within the organi-

sation?
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Question 28: Do they report to senior management?

Section 2: How is this group placed within the organisation?

Question 29: How many people hold this responsibility within your organisation?

Question 30: Is this group of individuals dedicated to this function or do they hold other roles within

the organisation?

Question 31: Is there at least one member of this group who reports to senior management?

Section 2: Are you aware of your information security responsibilities?

Question 32: Are you aware of your responsibilities within the organisation to help maintain security?
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Question 33: Does your contract of employment incorporate these responsibilities?

Question 34: Are you aware of your organisation’s responsibilities to help maintain security?

Section 2: Does your organisation have an information security culture?

Question 35: Do you believe an information security culture exists within your organisation?

Section 2: How strong is the information security culture?

Question 36: Do you consider the security culture to be weak or strong?
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H.4 Section Three: Demographics

Section 3: Demographics

In this section we ask a small number of demographic type questions.

Please click the “NEXT” button to begin this section.

Section 3: Information on your organisation

Question 1: What type of organisation do you currently work for?

Question 2: What is the industry sector at which your organisation’s software is mainly targetted?

Question 3: How old is your current organisation?

Question 4: What software development methodologies do you use within your organisation? (please

select all that apply)
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Section 3: Information about your role

Question 5: Which of the following categories best describes your current occupation?

Question 6: Which of the following levels best reflects your position within your organisation?

Question 7: How long have you worked for your current organisation?

Question 8: Which country is your primary location?
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Section 3: Information about your previous experience

Question 9: What types of role have you previously carried out? (please select all that apply)

Question 10: How long have you worked within the software industry?

Question 11: What types of organisations have you previously worked for? (please select all that apply)

Section 3: Contact information

Question 12: Would you like to receive a copy of the results when made available? (this would enable

you to identify your organisation’s position amongst similar organisations)

Question 13: Would you be willing to participate in a short follow-up interview?
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Question 14: Please enter your email address. (your email address will only be used to contact you to

arrange an interview or to send you the results of the survey)

Question 15: How would you like to be contacted? (please select all that apply)
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H.5 End Page

Thank you very much for your time

If you have any additional comments, either concerning your answers, or the survey itself, please indicate

these below:
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Appendix I

Survey Respondent Information

This appendix provides context to the respondents involved with the first phase of

data collection and analysis. Specifically, providing information on their organisations

(Table I.1), roles (Table I.2) and experience (Table I.3). The findings of the first phase

of data collection are provided within Chapter 5.
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Appendix J

Interview Guide Pre-Testing

This appendix details the interview guide pre-testing performed. The pre-testing ses-

sions took the following format:

• We spent approximately 40 minutes conducting the interview during the first

session. A further 20 minutes were spent discussing the questions and reflecting

upon the interview.

• Almost 70 minutes were spent on the interview during the second session, and

approximately 50 minutes on subsequent discussion and reflection.

Whilst it was acknowledged, during both sessions, that the questions flowed well, it

became apparent, during the first session, that the interviewee appreciated the elabo-

ration given on a number of questions. In particular, it was suggested that we define

V&V, and thus the various activities encompassed, at the start of the interview. This

feedback resulted in the expansion of the interview introduction to include some addi-

tional, relevant definitions. The only change resulting from the second session was that

we should explicitly seek clarification on whether the security testing being performed

within an organisation is “[m]ore black-box or white-box”. This was a sensible sugges-

tion and demonstrates the importance of involving engaged subject matter experts and,

more generally, for pre-testing an interview guide (see Section 6.1). Table J.1 details

the interviewees involved in the interview guide pre-testing.
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Appendix K

Interview Guide

The interview guide used for the second phase of data collection (see Chapter 6) is

presented within this appendix, with the pre-testing performed captured within Section

6.1. The guide was developed on the basis of the survey (including the question themes

presented in Appendix D) and through analysis of the data obtained during the first

phase of data collection (see Chapter 5). In addition, before conducting an interview,

the following items were discussed with the interviewees:

• A high-level overview of the research was given (reiterating much of what was

captured in the initial communication, see Appendix G).

• A definition of terms was provided to ensure a common understanding (encom-

passing both the V&V activities and information security culture).

• The interview format was detailed.

• That ethical approval for conducting the study had been obtained was stated.

• Approval for recording the interview was sought.

The interview guide comprises two sections: an initial set of demographic questions

(Section K.1) and the main questions (Section K.2).
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K.1 Demographic Questions

Question 1: Which of the following categories best describes your current occupation?

- Developer

- Test Engineer

- Other: <specify>

Question 2: Which of the following levels best reflects your position within your organisation?

- Junior

- Senior

- Lead

- Manager

- Senior Manager

Question 3: How long have you worked for your current organisation?

- Less than 1 year

- 1 - 2 years

- 3 - 5 years

- 6 - 10 years

- 11 - 20 years

- Over 20 years

- Specify time if known: <specify>

Question 4: What types of role have you previously carried out?

- Developer

- Test Engineer

- Other: <specify>

- N/A

Question 5: How long have you worked within the software industry?

- Less than 1 year

- 1 - 2 years

- 3 - 5 years

- 6 - 10 years

- 11 - 20 years

- Over 20 years

- Specify time if known: <specify>

Question 6: What types of organisations have you previously worked for?

- Very Small (< 10 employees)

- Small (< 50 employees)

- Medium (< 250 employees)

- Large (250 employees or more)

- N/A
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K.2 Interview Questions

Structure of Engineering Team

Question 1: What is the structure of the engineering team?

• What are the distinct groups of engineers by role/discipline?

• How do these groups report into the “head of engineering”?

Question 2: Does the “head of engineering” influence the engineering team?

• Is the “head of engineering” more a developer or a tester?

• Does this influence the level of software V&V being performed and the support for the activities?

• Are they security focused?

• Does this influence the level of focus on security activities, including security V&V, and the support for

the activities?

Question 3: Do any of the software or security V&V activities practiced within your organisation have a

recognised champion?

• If “yes”: Which activities and where do they sit?

• If “no”: Why not?

• Is any one dedicated to performing security V&V within your organisation?

Developers and Testers

Question 4: Are developers happy to perform test-related activities?

• If “yes”: Why?

• If “no”: Why not?

• Which test-related activities are developers most likely to want to perform: software or security and

why?

Question 5: What is the relationship like between developers and testers?

• If positive: How was this relationship cultivated?

• If negative: Why is this and how does this exhibit itself?

• If positive or negative: How does this relationship influence the software and security V&V activities

practiced within your organisation?

• What is the communication like between developers and testers?

- How do they feel when testers raise bugs against their code?

• Who has more power and how does this exhibit itself?

Question 6: Are developers and testers perceived as being equal within your organisation?

• If “yes”: Why?

• If “no”: Why not?

• If “no” and respondent is a test engineer: Does this bother you?
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Role Conflict

Question 7: Has role conflict influenced the software and security V&V activities practiced within your

organisation?

• If “yes”: How?

• If “no”: Why?

• As an SME, do you think you are impacted by multiple-hat syndrome?

Stakeholders Outside of Engineering

Question 8: What is the relationship like between engineering and the rest of the organisation?

• Do those outside of engineering see the importance in the following activities:

- Software V&V?

- Software security?

- Security V&V?

• Do those outside of engineering respect the engineering team?

- If “yes”: Why?

- If “no”: Why not?

• Who do they respect the most within engineering and why?

Question 9: Who are the stakeholders outside of engineering?

• Do they have more power than the engineering team?

Security V&V and Software Security

Question 10: At what point in the software development lifecycle is software V&V and security V&V

applied?

Question 11: Is your security testing more functional or risk-based in nature? More black-box or white-

box?

Question 12: How are the software and security V&V activities supported within your organisation?

Question 13: How is the communication surrounding the software V&V and security V&V activities?

Question 14: What are the incentives and the motivation within your organisation for achieving a secure

product?

• Internal or external to your organisation?

• Are people motivated to perform security V&V? Why is this?

Question 15: Does your organisation follow any secure development process?
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Impact of Release Deadlines and Vulnerabilities

Question 16: Who determines when the product is ready to be released?

Question 17: Do software and security V&V activities get squeezed as release deadlines loom?

• Who enforces/applies this pressure?

• Which activities are most likely to get squeezed?

• How do you feel when facing this pressure?

Question 18: Would finding a vulnerability in your product hold up a release?

• If “yes”: Why?

• If “no”: Why not?

• How are vulnerabilities tagged in your bug tracking system?

• Are they given more or less priority than other bugs?

• Who reports the majority of the vulnerabilities?

• What activities find the majority of the vulnerabilities?

What Impacts Security V&V

Question 19: What impacts the software V&V and security V&V activities within your organisation?

• What could be done to improve security V&V within your organisation? More money? Training?

• Is support available to improve and do you think it would be successful?

• Which is the most important point to improve upon?

Question 20: Is security perceived as “just another” software quality attribute within your organisation?

People Excluded from Security V&V

Question 21: Is there anyone within your organisation who should be involved with security V&V and

is not?

• If “yes”: Who and why?

Use of Outsourcing

Question 22: Should software and security V&V activities be outsourced?

• Which activities should be outsourced and why?

• Which activities should not be outsourced and why?
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Software Process Improvement

Question 23: Is your organisation currently undergoing any form of software process improvement?

• For:

- Software development activities?

- Software V&V activities?

- Security V&V activities?

• If undertaking some form of software process improvement:

- What form does this take?

- Who is driving this improvement?

- Do you think it will be successful?

∗ If “yes”: Why?

∗ If “no”: Why not?

• If not undertaking some form of software process improvement:

- Why?

- Has your organisation previously invested in any form of software process improvement?

Software Engineering Maturity

Question 24: How mature is your organisation’s software engineering practice?

• For:

- Software development activities?

- Software V&V activities?

- Security V&V activities?

• If “Software V&V” and “Security V&V” differ: Why is this?

• Do you think your security V&V practice can be improved separate to improving your software V&V

practice?

Question 25: Since the time of the survey, has the situation changed within your organisation regarding

software V&V and/or security V&V? If so, how?

• Has your view of the importance of the various software V&V and security V&V activities changed? Is

this view reflected by your organisation?

Information Security Culture and Security V&V

Question 26: People typically define an information security culture as when security has become “a

natural aspect of all the organization’s employees’ daily activities”. Do you believe this is the case within

your organisation?

• How has this influenced the security V&V being performed within your organisation?

• Do you think improving your organisation’s information security culture would help improve your security

V&V practice?

• Which do you think is easier to improve, your organisation’s information security culture or security

V&V practice? Why?
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Appendix L

Interview Respondent

Information

This appendix provides context to the interviewees involved with the second phase

of data collection and analysis (Table L.1). Whilst we acknowledge that “qualitative

interviews cannot study a very large or random sample of people, due to the large

amount of time and effort involved and limitation of access” [Qu and Dumay, 2011,

p. 244], we note that “the number of interviewed experts can be rather low, as long as

they were selected carefully” [Overhage et al., 2011]. We believe that our interviewees

were carefully selected, thereby continuing our theme of selecting experienced, senior

employees (see Section 5.4). Similarly, others have also identified that due to the

inherent richness afforded by qualitative data, a small number of interviews can be

sufficient e.g. [Ammenwerth, 2010, Braun and Clarke, 2013]. This is particularly the

case when interviewing a small number of well-selected individuals [Cleary et al., 2014]

from a relatively homogeneous population [Boddy, 2016] (since, as captured by Boddy:

qualitative research often aims to develop a depth of understanding rather than a

breadth). Notably, Guest et al. posit that “[f]or most research enterprises, however, in

which the aim is to understand common perceptions and experiences among a group

of relatively homogeneous individuals, twelve interviews should suffice” [Guest et al.,

2006, p. 79]. The findings of the second phase of data collection are provided within

Chapter 6.
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Table L.1: Interview respondent information

ID Reference Title
Organisation Survey

Participant

Interview

MechanismSize Age (Years)

1 [O:RW-I:RL] Test Manager Medium 11 - 20 X Telephone

2 [O:SS-I:RD]
Product Development

Manager
Small 20+ X Telephone

3 [O:CT-I:DS] Software Tester Small 6 - 10 X Face-to-face

4 [O:CD-I:KS] QA Test Lead Medium 6 -10 X Email

5 [O:KD-I:MF] Head of Engineering Medium 11 - 20 X Email

6 [O:VS-I:GH]
Scrum Master and

Lead QA Engineer
Medium 11 - 20 X Email

7 [O:AG-I:DS]
Lead Integration

Engineer
Small 6 - 10 X

Face-to-face

and email

8 [O:RV-I:SK]
Lead Software Test

Engineer
Medium 11 - 20 5 Face-to-face

9 [O:RV-I:ML]
Lead Software Test

Engineer
Medium 11 - 20 5 Face-to-face

10 [O:RV-I:BM] Security Test Engineer Medium 11 - 20 5 Face-to-face

11 [O:SP-I:WS]
Product Development

Director
Medium 11 - 20 X Email

12 [O:DF-I:JR] Senior Test Engineer Small 20+ X Email
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Appendix M

Software Security and Software

V&V Maturity Models

This appendix details the software security maturity models (Section M.1), and the

software V&V maturity models (Section M.2), used to devise, and support, the de-

velopment of the questions used within the survey instrument (Appendix H) and the

interview guide (Appendix K).

M.1 Software Security Maturity Models

Table M.1 details the software security maturity models referenced in Section 4.5.1.

Table M.1: Software security maturity models

Model Description

Building Security In Matu-

rity Model (BSIMM) [Mc-

Graw et al., 2016]

Allows an organisation to assess its maturity across a series

of software security practices. Evolved from studying soft-

ware security initiatives within 95 organisations, the model

describes 113 distinct activities, spread across four domains,

each containing three software security practices. The per-

tinent practices are: architecture analysis (including design

reviews), code review, security testing and penetration test-

ing. These activities encompass our definition of security

V&V (see Section 1.3.5).
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Table M.1: Software security maturity models (continued)

Model Description

Software Assurance Ma-

turity Model (SAMM)

[OWASP, 2017]

Enables organisations to evaluate, and measure, their exist-

ing software security practices and can be used by both SMEs

and large organisations. The framework contains four busi-

ness functions, with each containing three software security

practices. The verification business function encompasses

“the processes and activities related to how an organiza-

tion checks and tests artifacts produced throughout software

development”, which: “typically includes quality assurance

work such as testing, but it can also include other review

and evaluation activities”. This definition encapsulates our

focus on security V&V, specifically, test and review-based

activities.

M.2 Software V&V Maturity Models

Table M.2 details the software V&V maturity models referenced in Section 4.5.2.

Table M.2: Software V&V maturity models

Model Description

Test Process Improvement

(TPI) Model [Koomen and

Pol, 1999]

A means of assessing software test maturity within an or-

ganisation. The model contains 20 different areas of focus,

including: test strategy, moment of involvement, test au-

tomation, commitment and motivation, communication and

training. Each area of focus has a number of levels, com-

prising a number of checkpoints, which need to be satis-

fied for an organisation to meet a particular maturity level.

TPI has been utilised in a number of studies e.g. [Koomen,

2002, Grindal et al., 2006a, Grindal et al., 2006b, Park et al.,

2008].

Business Driven Test Pro-

cess Improvement (BDTPI)

Model [de Vries et al., 2009]

An updated version of the TPI model, including changes

to some of the key areas of focus (with some areas being

removed and some new areas being introduced).
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Table M.2: Software V&V maturity models (continued)

Model Description

Test Maturity Model in-

tegration (TMMi) [TMMi

Foundation, 2018]

Created as a complementary model to CMMI (due to the

“limited attention” given to software testing) to help address

issues deemed important to test managers, test engineers

and software quality professionals [TMMi Foundation, 2018,

p. 6]. Five maturity levels are defined: “Initial”, “Managed”,

“Defined”, “Measured” and “Optimization”. Each contains

a set of process areas, comprising a set of goals and prac-

tices which, when met, allow an organisation to be rated

at a particular level of maturity. TMMi has been adapted

as a framework for assessing software test maturity within

SMEs [Araújo et al., 2013] (although employed within four

SMEs, the developed questionnaire contained 261 questions

which, unsurprisingly, was considered an issue by respon-

dents). TMMi has also formed the basis of other studies

e.g. [Camargo et al., 2013, Camargo et al., 2015]; with one

questionnaire (constructed in line with TMMi and provid-

ing a view on organisational test maturity) containing just

32 questions [Experimentus Ltd, 2012, Experimentus Ltd,

2020].

Inspection Capability Matu-

rity Model (ICMM) [Kol-

lanus, 2011]

A model for analysing an organisation’s software review prac-

tices. Kollanus notes the similarity with both the CMM and

CMMI models, however, rather than focusing on the entirety

of the software development process, ICMM focuses solely

upon software review practices. The model contains five ma-

turity levels (“Initial” through to “Optimizing”), with each

level including a series of key process areas and requirements

which must be satisfied to meet that particular maturity

level.
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