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In machine translation (MT), the classical ap-
proach to evaluation is to compare system transla-
tion y′ against reference y using a metric m:

m(y, y′)

Historically, the metric m was (a variant of) the
BLEU score, which strictly counts the exact n-
gram matches between y and y′. Our recent
work (Zhao et al., 2019) has shown that a soft-
matching metric named MoverScore, combining
contextualized word embeddings and Earth Mover
Distance (Rubner et al., 2000), correlates substan-
tially better with human assessments of translation
quality than BLEU, as it allows for lexical varia-
tion in y and y′. This is a fundamental step towards
better MT evaluation.

While our proposed metric still requires paral-
lel data (y,y′), metrics that instead use source sen-
tence x and system translation y′ as arguments:

m(x, y′)

would be more desirable, as they (a) do not re-
quire references to assess the quality of systems,
(b) therefore allow evaluation in any domain.

In our ongoing work, we investigate reference-
free metrics with soft-matching approaches to
compare MT systems. One obvious solution is
to encode x and y′ using cross-lingual embed-
dings and measure the distance between them with
MoverScore or cosine similarity.

The intriguing finding so far (see Table 1) is
that metrics m(x, y′) built from cross-lingual rep-
resentations perform substantially below lexical-
matching metrics m(y, y′) like BLEU, while em-
bedding based metrics computed on y and y′ can
clearly outperform the latter. We speculate that
two reasons may explain our findings:

(i) Mismatch between evaluation scores
m(x, y′) and human ratings, which are
instead based on y and y′.

(ii) Current cross-lingual embeddings do not ad-
equately capture cross-lingual similarity be-
tween source sentences and system transla-
tions.

Our experiments We obtain source sentences,
system and reference translations from the WMT
2017 news translation shared task (Bojar et al.,
2017). The compared metrics are: Sent-
BLEU (Koehn et al., 2007), LASER (Artetxe
and Schwenk, 2018), XLM (Lample and Con-
neau, 2019), MoverScore (Zhao et al., 2019) and
XMoverScore1.

Setting Metrics Type de-en ru-en zh-en

m(y, y′)
SENTBLEU X 0.432 0.484 0.511
MOVERSCORE ♠ 0.708 0.738 0.744

m(x, y′)

XLM ♥ 0.330 0.279 0.259
LASER ♥ 0.402 0.363 0.466
XMOVERSCORE ♠ 0.343 0.222 0.360

Table 1: Pearson correlations with segment-level hu-
man judgments. ♠ and ♥ denote cross-lingual word
and sentence embeddings, respectively. For sentence
embeddings, we compute the cosine similarity between
the embeddings of x and y′ as metric score m(x, y′)
and for word embeddings we use MoverScore as met-
ric, which integrates contextualized (cross- or mono-
lingual word embeddings) into unigram-based Word
Mover Distance.

In Table 1, we observe that the best correla-
tion is achieved by our embedding-based metric
MoverScore, computed from y and y′. Interest-
ingly, no m(x, y′) metric produces an even mod-
erate correlation with human judgments; in fact,
XMoverScore’s correlation with humans is about
half of the correlation of MoverScore. We will
investigate modifications to current cross-lingual
embeddings for the little explored task of cross-
lingual metric induction from system translations

1XMoverScore is a cross-lingual variant of MoverScore
without finetuning on MNLI.



against source sentences.
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