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Violations may learn artifacts, such as old vs new APIs.
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CV and (biased) timeline evaluation.

Violations produce unrealistic results.
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