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# Abstract

Drawing on identity theory and privacy research, this paper argues that the need for self-identity is a key factor affecting people’s privacy behavior in social networking sites. I first unpack the mainstream, autonomy-centric discourse of privacy, and then present a research model that illustrates a possible new theorization of the relationship between self-identity and information privacy. An empirical study with Facebook users confirms the main hypotheses. In particular, the data show that the need for self-identity is positively related to privacy management behaviors, which in turn result in increased self-disclosure in online social networks. I subsequently argue that the so-called “privacy paradox” is not a paradox per se in the context of online social networking; rather, privacy concerns reflect the ideology of an autonomous self, whereas social construction of self-identity explains voluntary self-disclosure.
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The Privacy Paradox in the Context of Online Social Networking: A Self-Identity Perspective

As people leave more digital footprints in this highly connected world, privacy has become “the issue of our times” (Acquisti, Brandimarte, & Loewenstein, 2015, p.509). Information science scholars have been studying people’s privacy perceptions and behaviors in various contexts such as e-commerce (Lowry et al., 2012), e-health (Clarke & Steele, 2015), and online social networking (Wisniewski, Xu, Lipford, & Bello-Ogunu, 2015). A widely adopted conception across different contexts is that privacy means “selective control of access to the self” (Altman, 1975, p. 18). Numerous studies have examined how to protect one’s autonomous self by minimizing the risk of privacy violation by others (Kobsa, Cho, & Knijnenburg, 2016; Smith, Dinev, & Xu, 2011; Vasalou, Oostveen, Bowers, & Beale, 2015).

Although the concept of “self” appears to be central to privacy research, there are surprisingly few studies focusing on the relationship between psychological selfhood and information privacy. While the self is generally defined as a unitary awareness of who one is (Baumeister, 1999), social science scholars have long recognized that social interactions with others contribute a great deal to the formation of self-identity (Jenkins, 2008; Mead, 1967). If the self is indeed an inter-subjective entity being constructed in the presence of others, privacy as a notion of protecting an autonomous self only represents one side of the story. The other side, I contend, lies in the argument that individuals manage their privacy in the process of constructing self-identity through disclosing personal information in social interactions.

Hence, in contrast to the autonomy-protecting view of privacy, I introduce the self-identity concept into privacy research, highlighting the dialectics between one’s *need for self-identity* and his or her self-disclosure behavior. The dialectic relationship between protecting and constructing the self in social interactions suggests new possibilities in theorizing privacy in today’s media-rich information environment. I believe that the need for self-identity provides a theory-informed explanation to the so-called “privacy paradox”, a puzzling phenomenon that people say they are concerned about privacy but act as if they are not (Kokolakis, 2017). I argue that the “privacy paradox” in the context of online social networking might not be a paradox per se; rather, privacy concerns reflect the ideology of an autonomous self, whereas self-disclosure answers the innate need for a socially constructed self-identity.

# Theoretical Background

Social network sites (SNS) such as Facebook build their business models on collecting and monetizing the user data. In order to receive “free” information and communication service, a SNS user must release some of their personal information to the SNS company and advertisers. For example, the user needs to create an account with a verifiable email address and, increasingly, a valid phone number. He or she is often required to provide date of birth, gender, city of residence, and a photo of him/herself. Moreover, the user’s daily activities and personal thoughts shared with friends in the network are visible at least to the SNS platform company. All this personal information will be used to serve commercial purposes such as targeted advertising. As most SNS users are aware of the fact that their personal data are being exploited by commercial entities, the privacy calculus theory contends that people make privacy-related decisions based on weighing the anticipated benefits of the decision against its perceived privacy consequences (Dinev & Hart, 2006; Min & Kim, 2015). Similarly, some researchers draw upon social exchange theory and liken self-disclosure as an exchange of information as goods between individuals and corporates (Krasnova, Spiekermann, Koroleva, & Hildebrand, 2010).

 Hence, privacy in SNS is an art of balancing between autonomy and disclosure, or an act of exchanging bits of “self” for the SNS services. This type of theorization of privacy assumes an existing “true self”. Privacy settings in social information systems, therefore, are designed in such a way that a user’s vulnerable “true self” is shielded from external invasions (Posey, Lowry, Roberts, & Ellis, 2010). The “selective access” conceptualization is in consistent with Altman and Taylor’s (1973) social penetration theory, which likens self as an onion with many layers: The outer layers contain superficial and non-sensitive information that protects an intimate, central core representing the true self. In the progression of social penetration, the protective outer layers are gradually peeled off as one discloses more and more information about oneself in interacting with others. In his later writings, Altman (Altman, Vinsel, & Brown, 1981) moved beyond social penetration theory by emphasizing that social relationships involved both openness and closedness among people. Openness reflects a willingness to expose the self to another person, and closedness means shutting oneself off or withdrawing from others. In this sense, privacy control is a set of mechanisms that regulate interaction with others: people choose how open or closed we are in response to changes in our internal states and external conditions.

But it is possible that people act on a more complex set of mechanisms than the simple trade-off or open-close principle when it comes to privacy. An intriguing observation in some privacy studies is that there is little evidence of correlation between perceived privacy risk and the overall amount of self-disclosure (Taddicken, 2014; Tufekci, 2008). Research has also shown that people can be uncertain about their own privacy preferences even when they are aware of the consequences of their privacy decisions. For instance, in a series of experiments, Brandimarte, Acquisti, and Loewenstein (2013) demonstrated that giving people more control over the publication of their personal information decreases their privacy concerns and increases their willingness to share, even when the risk probabilities remain the same or even increase. To this end, I agree with Nissenbaum’s (2011) view that the “notice-and-consent” (p.34), or “transparency-and-choice” (p.34), approach to addressing privacy issues has failed. Nissenbaum advocates a contextual approach to privacy online, emphasizing the importance of contextual integrity as personal information moves across heterogeneous online contexts. Her theory of contextual integrity offers a critical perspective in analyzing current privacy practices of Internet companies and why those practices are inadequate or misleading. Although not taking a psychological angle, Nissenbaum’s theory points out the urgency of studying privacy as a concept “thickly integrated with social life” (p. 43).

In line with Nissenbaum’s emphasis on social context, my understanding of privacy is rooted in the belief that the self is never “autonomous”. According psychology literature, self-identity is constructed *by oneself and others* about how one is defined and regarded in social life (Jenkins, 2008). Selfhood can be viewed from the perspective of the actor, in which case it refers to how one thinks oneself should be defined and regarded, or from the perspective of others, in which case it refers to how the others define and regard the actor. Identity theorists consider the self as a reflective existence that can categorize itself in relation to other social categories (Stets & Burke, 2000). Through this process of “self-categorization” (a key concept of social identity theory) or “identification” (a key concept of identity theory) [[1]](#footnote-1), self-identity comes into being. Because social categories for each individual vary, identity theorists place a great emphasis on the interconnected individuality in interaction contexts. Therefore, the self does not merely exist at the level of one’s unique individuality (as is usually assumed in autonomy-based view of privacy); rather, the self is always an inter-subjective entity that implies the presence of others. Through a cyclical and negotiating process, individuals come to find self-understanding and be able to express the self-identity (Floridi, 2011).

This socio-psychological understanding of selfhood raises interesting questions about the relationship between privacy and the self. Following the apparent connection between privacy and selfhood, I contend that *the need for self-identity* is an important, but overlooked, factor that could help explain privacy-related inconsistencies and contradictions. Past studies have investigated related concepts such as self-esteem in the context of online privacy. For instance, Schwaig et al. (2013) examined the influence of self-esteem on consumers’ attitude toward information privacy. In their study, self-esteem referred to a person’s belief and feeling of his or her own worth, but the authors considered self-esteem as one of the “individual differences” rather than a more fundamental psychological factor. Xu (2007) applied the concept of self-construal to privacy study and argues that individuals view themselves either as a separate individual (independent self) or as part of a group (interdependent self). Although Xu’s work builds on the notion of self-identity, the two selves were still considered as dichotomous personality and/or cultural traits. James et al. (2016) included self-ego and environment as two separate factors in their interpersonal privacy identity (IPI) model. They rightly point out that privacy involves both information control and social interaction management. Yet, like most other privacy researchers, James et al. hold the view that a “self-ego” independent from environmental influences is the foundation for autonomy and privacy.

In the next section, I adopt a socio-psychological lens of self-identity to investigate how the need for self-identity influences people’s self-disclosure and privacy management in SNS. I propose a set of hypotheses and empirically test a theoretical model to explore possible connections between self-identity and privacy.

# Hypotheses and Research Model

*The need for self-identity* refers to an individual’s need to have a clear sense of self (Schlenker, 1980). The psychological need for self-identity has been well documented in psychology and impression management literature (e.g., Leary, 1996). Most prior studies measure satisfaction of related needs such as self-esteem (Ellison, Steinfield, & Lampe, 2007), or observable behaviors for fulfilling the need for self-identity (e.g., Ma & Agarwal, 2007), rather than the psychological need itself. Drawing on Pierce, Kostova, and Dirks’s (2001, 2003) psychological ownership framework, I decompose the need for self-identity into three aspects: *coming to know the self* (a need to define and learn about the self), *expressing self-identity* (a need to communicate self-identity to others), and *maintaining continuity of self-identity* (a need to maintain an emotional connection between self-identity and one’s past). I postulate that the three aspects of need for self-identity motivate people’s privacy management behaviors. In the context of SNS use, *privacy management* refers to behaviors such as tweaking privacy settings, pruning online personal profiles, and various measures of removing one’s digital footprints (Madden, 2012). I further explain how the three needs relate to privacy management below.

SNS provide people ample opportunities to satisfy their need for self-identity. SNS help define the self through creating user names, choosing avatars, displaying personal interests, and forming social relationships. For example, in creating personal profiles on SNS, individuals contemplate the question – “who am I?” and gather information that represents one’s self-identity. SNS platforms afford various types of feedback (e.g., number of followers, “likes”, comments) that help users see the self through the eyes of others. Hence, an individual *comes to know the self* from contemplating elements that could define his/her self-identity as well as learning about others’ perceptions of his/her self-identity (Min & Kim, 2015).

At the same time, people feel understood and satisfied when their self-presented identities are confirmed in social interactions (Goffman, 1967). The sense of self must be validated and constantly adjusted through *expressing to others*. Evidences of identity expression in online social networks have been documented in the literatures of information science and related fields. Ma and Agarwal (2007) analyzed how technology artifacts in online communities afford identity expression and verification in the process of knowledge sharing. Bumgarner (2007) described Facebook as a place for establishing shared identities through exhibitionism and gossip. boyd and Heer (2006) analyzed millions of Friendster profiles to explore how users express their identities through crafting their profiles. Similar self-presentation and audience management strategies are seen in Twitter networks, where users maintain their self-image through self-censoring their tweets (Marwick & boyd, 2011).

The profiles and posts created in SNS are essentially digital repositories of memories and actions, which helps individual users to *maintain continuity of self-identity* and connect with their past. For example, Facebook Timeline provides the reverse-chronological display of a user's history on Facebook and other life events. A recorded history of one’s past events and actions enables the person to reflect on how the self has been expressed in long-term and therefore helps to construct a coherent sense of self. Moreover, social networking facilitates users’ emotional connection with the self’s past through discovering weak ties and maintaining strong ties (Haythornthwaite, 2002).

Contemplating, expressing, and reflecting on self-identity in the context of social networking require the user to manage privacy options afforded by the SNS platform. From a self-identity perspective, I argue that the very purpose of privacy management is to define the parameters of social comparison (e.g., who can see my profiles and posts), manipulate perceived identity verification (e.g., which side of me should be seen by my friends, co-workers, parents), and therefore satisfy the need for self-identity. Evidences from the literature also support the potential linkage between the need for self-identity and engaging in social media. For instance, Child, Pearson, and Petronio (2009) found that online bloggers with higher levels of internal self-consciousness were more likely to enact blogging privacy management practices. Therefore, I hypothesize that:

**H1**: The need for self-identity is positively related to privacy management activities in SNS.

The need for self-identity is also likely to motivate more self-disclosure of personal information in SNS. It is widely accepted in psychology literature that the sense of self comes into being through the collective experiences of interacting with others (Jenkins, 2008). From this perspective, the three needs of self-identity (need for knowing the self, need for expressing the self, and need for continuity of self-identity) can only be fulfilled through disclosing the self to others. An individual comes to know the self through evaluating implicit and explicit feedback from others on their behaviors, which must be first performed/expressed in the social space. Of course, in order to maintain a coherent self-image in the eyes of others, one needs to continuously release more information about the self over time. Social media researchers have touched upon the connection between self-identity and self-disclosure in their empirical studies. Christofides, Muise, and Desmarais (2009) linked the issue of self-identity to people’s desire for popularity. They postulate that the people who are most popular in SNS are likely to be those whose identity is most actively constructed in social interactions. Therefore, limiting self-disclosure of information in SNS also limits the potential for identity construction and greater popularity. Ellison et al. (2007) described a strong correlation between students’ self-esteem and intensity of Facebook activities among college students. At the same time, SNS companies in general promote the idea of “transparent identity” (van Dijck, 2013, p.200) and encourage users to disclose behavioral data and personal information in the process of socializing. Hence, it is logical to hypothesize:

**H2**. The need for self-identity is positively related to self-disclosure of information in SNS.

When disclosing personal information to satisfy the need for self-identity, SNS users usually picture either a very broad notion of a general audience or more targeted audiences in specific social groups. They rely on privacy management tools to define when to disclose what information with which “imagined audience” (Marwick & boyd, 2011). One would expect that the more a person manages these parameters, the less information the person discloses. The problem is that information often flows across social boundaries and a piece of information intended for a specific social group can find its way into the general audience (Stutzman, Gross, & Acquisti, 2013). As a result, past research shows a much more nuanced reality in terms of how SNS users behave. For instance, in a four-year longitudinal study, Lewis (2011) followed the evolution of privacy behavior on Facebook and discovered an interdependence between friendship decisions and privacy behavior: on one hand, more college students chose to have a private profile over time, although each individual’s network size also increased; on the other hand, students with larger networks are more likely to have a private profile. In other words, there seem to be a strangely positive correlation between the act of keeping things private and the act of making more friends.

These observations corroborate with findings from another stream of privacy research that focused on effectiveness of privacy management mechanisms on SNS platforms. Mondal, Druschel, Gummadi, and Mislove’s (2014) study on social access control lists (SACLs) (e.g., Facebook “Friends Lists” and Google+ “Circles”) reveal the complexity of identifying subsets of friends when sharing. Their findings raise the question about the extent to which those SACLs capture the users’ real privacy preferences. Combining survey and Facebook log data analysis, Bernstein, Bakshy, Burke, and Karrer (2013) discovered that the users’ estimation of their Facebook audience was only 27% of its true size. This mismatch, they argue, might have encouraged more information sharing because some users might not be comfortable broadcasting to a large audience. In Liu, Gummadi, Krishnamurthy, and Mislove’s (2011) sample of Facebook accounts, the privacy settings matched users’ expectations only 37% of the time, and when incorrectly configured, the settings almost always caused more self-disclosure to unexpected audience. These findings lead us to propose:

**H3.** Privacy management activities are positively related to self-disclosure of information in SNS.

Stutzman et al. (2013) provided a plausible explanation for the increased self-disclosure on Facebook: access to increasingly granular privacy settings have increased users’ feeling of control and encouraged high level of self-disclosure. In a series of studies by Xu and her collaborators, the researchers found that privacy management technology and privacy-assurance policies can increase perceived control and subsequently ease people’s privacy concerns (Hoadley, Xu, Lee, & Rosson, 2010; Xu, 2007; Xu, Dinev, Smith, & Hart, 2011). Specifically, they advocate the importance of conceptualizing privacy control as a psychological perception that reflects “an individual’s beliefs in his or her ability to manage the release and dissemination of personal information” (Xu et al., 2011, p. 804). Interestingly enough, in a case study of Facebook News Feed privacy outcry in 2006, Hoadley et al. (2010) acknowledge that the belief that one has control over privacy “may be nothing more than an ‘illusion’” (p.56). The study shows how an “illusory loss of control” triggered users’ perceptions of increasing information accessibility and thus higher privacy concerns, which led to significant changes to privacy management mechanisms by Facebook in response to the outcry. This implies that a proper privacy management mechanism would allow Facebook users to regain a sense of control and be willing to share information again. Hoadley et al. did not empirically test the connection between perceived privacy control and self-disclosure, but I can follow their line of argument by proposing:

**H4**. Privacy management activities have a positive effect on perceived privacy control. The more a SNS user manages his or her privacy settings, the more the user feels in control of privacy.

**H5**. Perceived privacy control has a positive effect on self-disclosure of information. The more a user feels in control of privacy in SNS, the more likely he or she will disclose information.

Like prior studies of online privacy, I also took into consideration some demographic characteristics of SNS users as control variables, including: age, gender, and the intensity of SNS use. These variables may have certain effects on people’s information behavior in SNS ((Ellison et al., 2007; Litt, 2013). The conceptual relationships among the need for self-identity, privacy management, perceived privacy control, and self-disclosure are illustrated in a research model shown in Figure 1.

|  |
| --- |
|  |
| *Figure 1. Research Model* |

# Empirical Study and Results

**Measurement and Pilot Study**

In order to develop a survey instrument to collect data for hypothesis testing, I searched the information science, psychology, and related literatures to identify rigorously validated survey items to measure the constructs specified in the research model. Karahanna, Xu, and Zhang (2015) conducted a literature review on psychological ownership and found no available measurment scales for the needs for self-identity. They then develped a new scale and modeled *the need for self-identity* as a second-order construct with three underlying aspects as its formative first-order constructs. I followed Karahanna et al.’s approach and adapted their scales for measuring the need for knowing the self, the need for expressing the self, and the need for maintaining continuity of self-identity. Each construct is measured by three items (e.g., “I feel a need to discover what kind of person I am.”) and anchored with 1 = strongly disagree and 7 = strongly agree. To gauge *privacy management* behaviors, I used five items from Debatin, Lovejoy, Horn, and Hughes’s (2009) survey of Facebook users’ privacy practices and Madden’s (2012) Pew Internet report on privacy management on social media sites. The scale included statements about common privacy control behaviors across social media platforms, such as adjusting default privacy settings and removing privacy sensitive information in SNS. For online *self-disclosure*, Min (2016) argues that self-presentational information disclosure in SNS is more relevant to user privacy than personally identifiable information disclosure (e.g., name and date of birth). Hence, I adapted survey items from Taddicken’s (2014) Self-Disclosure on the Social Web scale, which assesses the extent to which a person reveals “personal photos”, “personal experiences”, “daily activities”, “thoughts and opinions”, and “feelings, and concerns” in SNS. Lastly, I adapted four *perceived privacy control* measurement items developed by Xu et al. (2011).

I assessed the survey instrumentation’s content validity, construct validity, and reliability. Content validity is usually established through literature review and domain expert review. In this case, all survey items were adapted from previously validated instruments in the literature, and an early version of the questionnaire was sent to three senior academics for review. Additional comments about the questionnaire design were gathered through a free-text question at the end of an online pilot survey (detailed below). After carefully considering both the experts’ and the pilot study respondents’ suggestions, I made minor changes to the instrument, including rephrasing certain items, reordering the blocks of questions, and improving the online interface.

To assess the instrumentation’s construct validity and reliability, I conducted a pilot study with workers on Amazon Mechanical Turk (MTurk). MTurk is an online labor marketplace where registered workers volunteer to perform small tasks. Past research has shown that MTurk has the advantage of reaching a more diversified research population than college students and the quality of data collected on MTurk is as good as that collected in conventional survey environments (Buhrmester, Kwang, & Gosling, 2011). To ensure the quality of the data, I set the prescreening criteria on MTurk to restrict the survey access to workers who had a high task approval rate (greater than 95%), lived in the United States, and were active SNS users. Once a worker accepted the “Human Intelligence Task” or HIT, he or she was then directed to a Web-based survey platform (Qualtrics) where the survey was hosted. Qualtrics was also configured to allow only one survey response from each IP address and the IP must be located in the US. 175 MTurk workers accepted the HIT and 173 responses were complete and usable.

I built a measurement model using SmartPLS and conducted confirmatory factor analysis to assess the validity (convergent validity and discriminant validity) and reliability of the instrument. Convergent validity is the degree to which the measurement items for a theoretical construct are correlated with one another, whereas discriminant validity is the degree to which the measures of each construct differ (Gefen & Straub, 2005). Upon examining the variable loadings and cross-loadings on each construct, I found high variable loadings (greater than 0.70) on their measured construct, with no cross-loadings above 0.40. Reliability is usually assessed by two criteria: Cronbach’s alpha and composite reliability. In this case, Cronbach’s alphas ranged from 0.82 to 0.89 and the composite reliability 0.82 to 0.91, both indicating good reliability of the instrumentation. In summary, the pilot study established the validity and reliability of the construct measures.

**Main Study**

Given the target population of the present study (i.e., active SNS users), I decided to recruit my participants on the most popular SNS platform – Facebook. Conducting the empirical study with Facebook users also helps create a direct dialogue between this study and many previous SNS studies that focused on the same platform. I posted the survey invitation on an American university’s unofficial alumni Facebook Page. The university is a large, public research university located in the East Coast and enrolls more than 37,000 students. The unofficial alumni Page attracted visits from both alumni and some of the current students. At the time I started the survey, the page had accumulated nearly 45,000 “likes” and 139,000 “visits”.

The online survey (hosted on Qualtrics) had been active for approximately two months and I received 274 responses in total. I discarded 25 responses that were either incomplete or had obvious validity issues (for example, identical answers to almost all questions). Therefore, my statistical analysis is based on 249 data points (N = 249). Among the respondents, 137 (55%) were female, 110 (44.2%) male, and two (0.8%) did not reveal their gender. The majority of the respondents were in the age groups of 25-34 (41.8%) and 35-44 (27.7%). This is unsurprising given the fact that most of the visitors to the Page were people graduated from the university in recent years. According to data I extracted from Facebook Insights (facebook.com/ads/audience\_insights) at the time of this writing, the sex distribution in the survey sample is very similar to that of Facebook user population (54% female and 46% male), but I oversampled the 25-44 year olds (Facebook population: 25-34 26% and 35-44 19.5%). Although the sample might not be a representative sample of the Facebook population, I believe it is still a more diverse sample than the college student samples used in previous studies (e.g., Wisniewski et al., 2015).

I examined the validity criteria in SmartPLS to confirm the validity of the measurement model (Table 1). All items loaded higher on their respective constructs than on the other constructs and the cross-loading differences were much higher than the suggested threshold of 0.1 (Gefen & Straub, 2005). The square root of average variance extracted (AVE) for each latent construct is greater than the correlation between the construct and any other construct, which is an important indication of adequate discriminant validity of the measures (Fornell & Larcker, 1981). To test for common method variance (CMV), I followed Craighead, Ketchen, Dunn, and Hult’s (2011) suggestion to use a confirmatory factor analysis (CFA) approach in Harman’s single-factor test. If the covariance among measures is mainly due to common method bias, a one-factor CFA model would fit better than the measurement model. In this case, the one-factor model (*Χ2* =1675.76, CFI =0.49) yielded a considerable worse fit than the measurement model (*Χ2* = 337.45, CFI = 0.94). In addition, I examined the correlation matrix of the factors and found no highly correlated factors (highest *r* = 0.502). Therefore, there is little evidence that common method bias would pose a serious threat to my analysis and interpretation of the data.

| Table 1 *Reliability and Validity of Constructs* |
| --- |
| Constructs | Cronbach’s α | CompositeReliability | AVE |
| *KSLF* | 0.823 | 0.894 | 0.738 |
| *ESLF* | 0.882 | 0.927 | 0.809 |
| *CSLF* | 0.829 | 0.898 | 0.746 |
| *PMGMT* | 0.865 | 0.908 | 0.713 |
| *PCTL*  | 0.874 | 0.914 | 0.727 |
| *SDIS* | 0.925 | 0.941 | 0.728 |

*Note: KSLF = the need for knowing the self; ESLF = the need for expressing the self; CSLF = the need for continuity of self-identity; PMGMT = privacy management; PCTL = perceived privacy control; SDIS = self-disclosure.*

I then examined the structural paths in the research model with all constructs modeled as being reflective, except for the second-order construct of the need for self-identity. I tested the hypotheses by examining the sign and significance of the path coefficients. A bootstrapping technique in SmartPLS was applied to estimate the significance of the path coefficients. Of five hypotheses I assessed, only H5 was not supported by the data. The data analysis results are summarized in Table 2 and illustrated in Figure 2.

| Table 2 *Hypothesis Testing Results* |
| --- |
|  | Path coefficients | *T* value | *P* value | Hypothesissupported? |
| H1: The need for self-identity 🡪 Privacy management (+) | 0.588 | 12.143 | <0.001\*\* |  Yes |
| H2: The need for self-identity 🡪 Self-disclosure (+) | 0.170 | 2.490 | <0.05\* | Yes |
| H3: Privacy management 🡪 Self-disclosure (+) | 0.352 | 5.347 | <0.001\*\*\* | Yes |
| H4: Privacy management 🡪 Perceived privacy control (+) | 0.191 | 2.786 | < 0.01\*\* | Yes |
| H5: Perceived privacy control 🡪 Self-disclosure (+)  | 0.050 | 0.796 | Not significant | No |
| Age 🡪 Self-disclosure | -0.033 | 0.600 | Not significant |  |
| Sex 🡪 Self-disclosure | -0.047 | 0.870 | Not significant |
| Intensity of SNS use 🡪 Self-disclosure | 0.185 | 2.773 | < 0.01\*\* |

|  |
| --- |
|  |
| *Figure 2*. *Model Analysis Results* |

### Discussion of Results

The motivation of this study is to explore a self-identity perspective of privacy in the context of SNS use. My research model presents a possible theorization of the relationships between people’s need for self-identity and their privacy behaviors in SNS. More specifically, the empirical study conducted with Facebook users demonstrates how the need for self-identity is related to behaviors of privacy management and self-disclosure.

The survey data strongly support H1 in that the need for self-identity has a positive effect on people’s privacy management behaviors in SNS (*β* = 0.588, *p* < 0.001). The need for self-identity also explains a significant amount of variance in privacy management (R2 = 0.345). Although the literature on self-identity rarely touches upon the issue of privacy, this result is consistent with psychology research in that individuals high in the need for self-identity are more concerned about what other people think of them and therefore likely to engage in impression management behavior (Reno & Kenny, 1992). In the context of SNS use, the need for self-identity could motivate people to adjust their privacy settings and tidy up their digital breadcrumbs in order to create a more favorable self-image to their intended audience (Min & Kim, 2015). The need for self-identity has a relatively small but statistically significant direct effect on self-disclosure (*β* = 0.170, *p* < 0.05), support H2. The need for self-identity also has an indirect effect on self-disclosure, through privacy management as a mediator. In fact, the positive effect of privacy management on self-disclosure seems strong (*β* = 0.352, *p* < 0.001), indicating that activities such as changing default privacy settings and restricting the readership of their posts could lead to greater degree of information release. This finding corroborates with a small number of previous studies showing that privacy control mechanisms could increase SNS users’ willingness to publish sensitive information (Brandimarte et al., 2013; Stutzman et al., 2013).

Privacy management sets the parameters of one’s boundaries in SNS (i.e., what to show and to whom) and defines one’s initial intention of self-disclosure in social interactions. It is not surprising to see a positive relationship between privacy management and perceived privacy control (*β* = 0.191, *p* < 0.01), thus supporting H4. After all, the very purpose of privacy management is to have some kind of control over one’s privacy. As prior research shows, having the option of adjusting the privacy settings afforded by social networking platforms is likely to give the user a feeling of control (Xu et al., 2011). Brandimarte et al. (2013) believe that this feeling of control gives users a false sense of safety and misplaced confidence, which encourages more self-disclosure. However, the data do not support this postulation in H5. I found no statistically significant relationship between perceived privacy control and self-disclosure. This seems to suggest that Facebook users in the study undertook privacy management in order to feel in control, but this feeling of control had little to do with their actual disclosure of personal information. A possible interpretation of this intriguing finding is that people accept the inevitable consequence of using SNS (i.e., disclosure of personal information), no matter how they feel about privacy control.

Self-disclosure behaviors of the survey participants did not vary systematically by age or gender, but the intensity of SNS use correlated positively with disclosure. This is expected because the more active a user is in SNS the more chances are there for them to disclose information.

In sum, the results support my view that SNS are by definition for co-creating social spaces where individuals fulfill their need for self-identity through managing the self-disclosure. To this end, the common practices among SNS companies that focus on “informed consent” (e.g., lengthy privacy policy agreement) are not in line with why and how users disclose their information (Acquisti et al., 2015). Although individuals attempt to distinguish themselves from their interaction counterparts, the dissimilarities must be expressed and then negotiated in social interactions. SNS users maintain a self-identity that is “simultaneously autonomous and socially valued” (Livingstone, 2008, p. 397). People selectively disclose their information through privacy management in order to construct the self in different social interaction scenarios. A Facebook user could come to know, express, and maintain a professional self-identity in her co-workers network while at the same time present a casual and playful self-image in her close friends circle. The user is likely to disclose different set of personal information within these two social circles, but *the combined amount of information disclosed on the platform is also likely to increase*.

The results also demonstrate that current privacy management mechanisms implemented by many SNS companies do not seem to fit for purpose. SNS platform operators need to respect the fact that different and sometimes conflicting psychological needs co-exist in everyday technology use. While no system design is able to encompass all possible privacy-sensitive social circumstances, an identity-based perspective would encourage system designers to move away from a simple public-versus-private dichotomy. Dourish and Anderson (2006) cite studies of offline information behaviors such as teenagers’ secret-keeping and long-haul truckers’ information behaviors to illustrate that privacy behavior is a marker of social affiliation and group identity. Therefore, privacy could be considered as a collective, rather than individual, information practice (Squicciarini, Xu, & Zhang, 2011).

# Contributions and Implications

This paper critically examines the autonomy-based discourse in information privacy research and argues that the need for self-identity is an overlooked but important factor in understanding people’s privacy behavior. An empirical study of Facebook users confirms my main hypotheses that the need for self-identity relates positively to privacy management and self-disclosure in SNS. I also found that privacy management may boost SNS users’ perceived privacy control, but such perception has little effect on people’s self-disclosure behavior.

The study makes several important contributions. Firstly, my conceptualization of privacy and the empirical results contribute to a deeper understanding of the dialectics in privacy management. I recognize the central role of others in discerning the tension between being public and private, a view in line with Petronio’s (2002) communication privacy management (CPM) theory. CPM highlights the fact that privacy and disclosure are inseparable aspects of a unified dialectical process. Disclosure cannot occur if there exists no private information that can be released to others – “privacy is a necessary condition that one protects or gives up through disclosure” (Petronio, 2002, p. 15). People have to give up some measure of privacy to make the private-public boundary meaningful. However, coming from an interpersonal communication perspective, CPM emphasizes *co-creation of rules* in managing privacy boundaries. By contrast, this paper takes a socio-psychological perspective to explain privacy in relation to the *co-creation of self-identity with others*. In this regard, I expand on the idea of “inherent need to maintain the boundary” (Xu et al., 2011) and provide a self-identity-based explanation for the dialectics in privacy management.

Secondly, this study helps explain the so-called “privacy paradox” in the context of online social interactions, i.e., people say they are concerned about privacy online but act as if they are not. Some researchers have challenged the privacy paradox premise by showing that the more a person is concerned about privacy, the more likely they will employ privacy protection strategies online (Chen, Beaudoin, & Hong, 2016; Utz & Krämer, 2009). These studies tend to focus on SNS users’ profile page protection (e.g., restrict public access to one’s personal profile), rather than a broader range of information activities as investigated in the present study. As I have discussed earlier, fine-grained profile settings may create an illusion of control and actually lead to disclosure of sensitive information to unintended audience in daily communications in SNS (Hoadley et al., 2010). From the perspective of self-identity, it is evident that the seeming “paradox” reveals different innate needs of SNS users. In the process of forming one’s self-identity in social settings, autonomy and disclosure are two sides of the same coin. Individuals are never truly autonomous and privacy is not only about information protection. In a world of mass production and all-pervading commodification, the physical objects we possess are mostly reproducible and identical to what others have. Sociologists believe that anxiety may arise from being unable to discern “self” from “others” in society (Giddens, 1991). This has led to, in the words of Floridi (2010), rampant “informational re-appropriation” (p.15) in online spaces: We try to retain individualism by giving away individual details. In other words, *we share information about ourselves to become less informationally indiscernible*.

Thirdly, this study supports the view that SNS platform designers should adopt privacy management approaches that go “beyond access control” (Mondal et al., 2014, p.1). The tick-box approach makes sense in relatively straightforward transactional relationship between consumers and merchants, but fails to capture the fluidity and complexity of social identity. The one-size-fits-all privacy settings may result in what Marwick and boyd (2011) have termed “context collapse”, where privacy-sensitive contexts are not distinguished in access control mechanisms. Individual users are either forced to perform for the lowest common denominator of the broadest possible audience, or struggle to produce plysemic selves that are inherently consistent (Papacharissi & Gibson, 2011). Some SNS platforms have begun to recognize the privacy needs in different scenarios and tweaked their platform designs in recent years. For example, Google+ Circles and Facebook Groups allow users to categorize their connections based on social categories (acquaintances, close friends, co-workers, etc.). An individual’s privacy valuation in each of these circles or groups would be different. Such changes are encouraging, but still not fully addressing the fluidity of social circles and dynamics of self-identity formation. In academic research, Squicciarini, Xu, and Zhang’s (2011) idea of collaborative privacy management in online social networks is a step closer to identity-based privacy management. Similarly, Lampinen, Lehtinen, Lehmuskallio, and Tamminen (2011) proposed a design framework that considers disclosure as an interpersonal process in which people collaboratively choose what to disclose about each other.

Finally, conceiving privacy in relation to self-identity helps avoid pitfalls in “normative and sometimes emotionally charged” privacy debates (Smith et al., 2011, p. 1003). Autonomy is a value-laden term that carries the baggage of liberal individualism (Cohen, 2012), which may overshadow alternative conceptualizations of privacy in academic discussions. Identity, on the other hand, is a more neutral concept that has been included in diverse discourses in various intellectual traditions. An identity-based privacy view may help encourage diverse theorizations and new insights in privacy research.

# Limitations and Future Research

It is worth clarifying that I am not arguing for the superiority of the self-identity perspective over other frameworks in studying information privacy, nor do I imply that the research model presents a complete picture of complex relations between self-identity and other socio-psychological factors relevant to privacy. Rather, my aim has been to illustrate the potential of a somewhat overlooked concept in explaining SNS users’ privacy behavior and in generating plausible and interesting hypotheses. To this end, this study has its limitations and leaves some open questions for future research.

First, the study focuses on self-identity of individual users in a large SNS with heterogeneous social relationships, omitting the important dimension of group identity in small social groups with more homogeneous social relationships (Squicciarini et al., 2011). Social psychologists and information science researchers have long observed the effects of group identity on individual members’ behavior, both offline and online (e.g., Ahn, 2011; Terry, Hogg, & White, 1999). According to Smith et al.’s (2011) interdisciplinary literature review, very few studies have considered the group level of analysis in information privacy research. Several promising research questions arise when consider both identity and privacy at a group level: In an online social group, how does an individual’s self-identity interact with her group identity in shaping her privacy behavior? Does a strong identification with the group lead to more disclosure of personal information? If there is not a clear-cut public/private boundary in self-identity formation, are SNS platforms responsible for shaping “zones of privacy” (Fahey, 1995, p. 688) through social categorization and norms? Future work could be carried out to investigate how norms and collective identity influence both individual and group privacy behaviors (Bloustein, 1978) in a particular social group in SNS.

Second, my theorization and the research design center on the specific context of online social networking, where the active construction of self-identity occurs in social interactions. The self-identity perspective is less applicable to non-social contexts such as e-health and e-commerce, where the privacy concern is mostly about unwanted access to personally identifiable information (Clarke & Steele, 2015; Lowry et al., 2012). On the other hand, SNS platforms are also evolving toward more fine-grained privacy management settings due to people’s increasing privacy awareness and the stricter data protection policies imposed by government. This developing landscape of privacy management invites further research on the linkage between identity theories and privacy behavior, taking into account user-system dynamics, platform differences, and the changing sociocultural environment.
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