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Abstract

Among the huge variety of compounds that Nature offers us, two crystals ex-
hibit extraordinary features at low temperatures: Dy2Ti2O7 and Ho2Ti2O7. Their
properties, modelled on the basis of water ice, have earned them the name of
Spin Ice crystals. The competition between the crystal electric field and the fer-
romagnetic interactions in their pyrochlore lattice, results in a geometrically frus-
trated system whose topological defects share properties similar to Dirac’s mag-
netic monopoles. Modelling the dynamics of these defects, as well as studying
their physical properties, is a challenging problem.

The analysis of the internal field distribution showed that there is considerable
local structure between high and low fields, mainly due to the symmetry of the
pyrochlore lattice. However, the presence of monopoles alters this equilibrium and
breaks the symmetry of the system.

We studied two kinds of structural defects: oxygen vacancies and non magnetic
Yttrium impurities. In the former case the diffuse neutron scattering analysis at low
temperatures showed that the rare earth ions move away from the oxygen vacancy,
due to Coulomb repulsion. The presence of neighbouring oxygen vacancies affects
the crystal electric field of the rare earth; the single ion anisotropy changes from
easy axis to easy plane, the magnitude of the magnetic moments is suppressed and,
therefore, the magnetisation of the compound is reduced.

Moreover AC susceptibility measurements showed that vacancies can slow
down the long-time monopole dynamics at sub-Kelvin temperatures, trapping the
monopole.

Doping the crystal with non magnetic Yttrium impurities leaves the lattice un-
changed, since the atomic radii of the Dy and Y are similar. The magnetisation
of the system decreases linearly with the doping level, but the ice rules are still
preserved at low temperatures. Non magnetic impurities are likely to affect the
correlations between spins, as a result the internal field distribution at low and high
temperatures for high doping levels look very similar.
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Chapter 1

Review of spin ice physics

Contents

1.1 Spin ice crystals Dy2Ti2O7 and Ho2Ti2O7, 9 • 1.2 Difference from Dirac’s
monopoles in quantum mechanics, 15 • 1.3 Thermodynamic properties of spin ice
crystals, 18 • 1.4 The Pyrochlore lattice, 20.

Spin ice crystals represent an interesting system where the fractionalisation and the
topological order marry the idea of the existence of magnetic monopoles.

Fractionalisation (Ref. [1]) is the phenomenon where the quantum numbers
of the low lying excitations of a many body system, are non integer multiples of
those of the constituents. Fractionally charged and fractional statistics excitations
in quantum Hall phases (Refs. [2],[3]), are an example of this phenomenon in con-
densed matter physics.

The term topological order (Ref. [4]) has its roots in studies on spin liquids, and
lattice gauge theories (Refs. [5],[6]). This term describes ordering characterised
by the emergence of a gauge field, as opposed to the emergence of a local order
parameter field in broken symmetry phases. Again we can find an example of these
topologically ordered phases in quantum Hall systems (Refs. [7],[8]).

The idea of magnetic monopoles is centred around the seminal work of P.A.
Dirac (Ref. [9]); he was interested in the constraint placed on the existence of
magnetic monopoles in quantum mechanics. These particles have not been found
in experiments, but they have been invoked in theories of Particle Physics beyond
the Standard model. The current belief is that monopoles probably exist, but they
are extremely rare and massive.
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1.1 Spin ice crystals Dy2Ti2O7 and Ho2Ti2O7

Spin ice crystals such as Dy2Ti2O7 and Ho2Ti2O7 (Refs. [10]-[13]) can be de-
scribed by a corner sharing network of tetrahedra forming a pyrochlore lattice,
where the rare earth ions carry localised magnetic moments µ ≈ 10µB (see Fig. 1.1).
These sites are at the same time the midpoints of the bonds of a diamond lattice
(black line), defined by the centres of the tetrahedra (green spheres). The Ising
axes are the local 〈111〉 directions, which point along the respective diamond lat-
tice bonds. By contrast the nearest neighbour magnetic ions of the pyrochlore
lattice are along the 〈110〉 directions.

Figure 1.1: Pyrochlore lattice in spin ice crystals Dy2Ti2O7 and Ho2Ti2O7. –
Magnetic moments in spin ice reside on the sites of the pyrochlore lattice (orange
spheres), which consists of corner sharing tetrahedra. These sites are at the same
time the midpoints of the bonds of the diamond lattice (black line), defined by
the centres of the tetrahedra (green spheres). The Ising axes are the local 〈111〉
directions, which point along the respective diamond lattice bonds. The nearest
neighbour magnetic ions of the pyrochlore lattice (rnn = 3.54 Å) are along the
〈110〉 directions.

The pairwise interaction is made up of both exchange and dipolar terms, thus
the Hamiltonian that describes the system is:

H = −Jex
∑
<ij>

Si · Sj +D
∑
i<j

[
Si · Sj
|rij |3

− 3(Si · rij)(Sj · rij)
|rij |5

]
(1.1)

9



where Jex is the nearest neighbour exchange constant, D is the dipolar constant,
rij is the vector that connects two spins in the system and Si is a spin of unit length.

Notice that the Hamiltonian in Eq. 1.1 reproduces the experimental data with a
remarkable agreement, however it has been speculated in Ref. [13] that this model
is only a basis for studying spin ice compounds since, e.g., it is insufficient to de-
scribe the polarised magnetic diffuse scattering of Dy2Ti2O7. A better approxima-
tion including second and third nearest neighbour correlations has been proposed
by Yavors’kii et al. who extrapolated the new exchange and dipolar constants from
the experimental data sets (see Ref. [14] for details). Notwithstanding this remark-
able job we chose a traditional approach to describe spin ice systems using Eq. 1.1
since this is the most common one. The low number of parameters in the model
Hamiltonian and the fact that both the exchange and dipolar constants truncated at
first nearest neighbours are well known, helped us to write and benchmark a MC
algorithm to model all our measurements. However, we note that if the model is
extended to include interactions with magnetic impurities, next nearest neighbour
exchange should, in principle, be considered on as equal footing.

The energy scale of the system is around 1 K. The coupling constants are:
Jex = 3.72 K for Dy2Ti2O7 and 1.56 K for Ho2Ti2O7, while the dipolar term can
be explicitly calculated in the following way [15]:

D =
µ0

4πkB

µ2

r3
nn

≈ 1.41 K (1.2)

where µ0 is the vacuum permeability, kB is the Boltzmann’s constant and rnn =
3.54 Å is the distance between two nearest neighbour spins in the pyrochlore lattice
(see Fig. 1.1).

These energy scales are 100 times smaller than the crystal field terms (Ref. [15])
that force the spins to point along the axis joining the centres of two adjoining
tetrahedra. As a result the moments behave as Ising spins along the local 〈111〉
directions. Remarkably, within this Ising description the long range dipolar inter-
actions are almost perfectly screened at low temperatures (Refs. [13]-[17]), with
the result that the low energy properties are almost identical to those of an effective
geometrically frustrated nearest neighbour model with ferromagnetic interactions
(Ref. [18]). Notice that a geometrically frustrated system is one in which the ge-
ometry of the lattice precludes the simultaneous minimisation of all interactions.
This leads to highly degenerate ground states with a non-zero residual entropy.

In order to illustrate this statement we can imagine having two 2D antiferro-
magnets; the first one on a square lattice, the second one on a triangular lattice
as depicted in Fig. 1.2. In the first case each spin can be anti aligned with all its
neighbours, but in the second case such a configuration is impossible. Three neigh-
bouring spins cannot be pairwise anti aligned with each other and, therefore, the
system is geometrically frustrated.

In a tetrahedron with collinear spins and antiferromagnetic interactions, things
get even worse. If we look at Fig. 1.2(c) we can see that there are six nearest
neighbour interactions, four of them are antiparallel and thus favourable, but the
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Figure 1.2: An example of geometrical frustration. – The antiferromagnetic inter-
action between spins can be satisfied on a square lattice (a) since all the spins can
be anti aligned with each others. Such a configuration is impossible on a triangu-
lar lattice (b) since the third spin (orange arrow) cannot be pairwise anti aligned
with the others. Therefore the system is geometrically frustrated. In 3D things
get even worse. (c) In a tetrahedron with collinear spins and anti ferromagnetic
interactions, we have 4 favourable interactions and 2 non favourable. (d) In a tetra-
hedron with non collinear easy axis spins, geometrical frustration arises if there is
a ferromagnetic interaction. In this case spins are forced to point 2in-2out from the
tetrahedron in order to minimise the energy.

other two are unfavourable. Therefore it is not possible to anti align all the spins
with each other. Notice that geometrical frustration is also possible if spins are
arranged in a non collinear way, like in spin ice. Lets consider a tetrahedron like in
Fig. 1.2(d), with a spin on each vertex that is pointing along the easy axis (directly
towards or away from the centre of the tetrahedron).

In this system, geometrical frustration arises if there is a ferromagnetic inter-
action between neighbours, and the only possible arrangement to minimise this
interaction is having two spins pointing towards the centre of the tetrahedron and
two spins pointing away from it. The ferromagnetic interaction means that, if a
spin points in, it wants its neighbours to point out. This situation cannot be re-
alised for all of the spins. The best compromise is to have two spins pointing in
and two pointing out.
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The first characteristic of spin ice, as reported by Harris et al. (Ref. [10])
is that, despite a ferromagnetic Curie-Weiss temperature ≈ 2 K, this compound
fails to develop long ranged spin order down to a temperature four times lower.
The crystal does not order even when cooled further, but instead it falls out of the
equilibrium. The second characteristic, discovered by Ramirez et al. (Ref. [19])
via calorimetry, is that spins do not fully lose their entropy down to the lowest
temperatures. Spin ices samples exhibit a macroscopic entropy per spin which is
essentially equal to the macroscopic entropy per hydrogen exhibited by water ice.

Notice that these observations are coupled: the first implies the existence of
the frustration, and the second quantifies it and explains the absence of any phase
transition since the system fails to reach a particularly favourable ordered state.

Given the previous characteristics, the spin ice model is indeed equivalent to
Pauling’s model for proton disorder in water ice (Refs. [20], [21]), which estimates
a ground state entropy per spin of (1/2) log(3/2) in excellent agreement with the
experimental data. The extensive set of spin ice states satisfy the Bernal-Fowler
ice rules (Ref. [22]), that are a 3D analogue of the 6 vertex model with topological
constraints consisting of two spins pointing into and two out of each tetrahedron
(familiarly called 2in-2out), as shown in Fig. 1.3(a).

Figure 1.3: Spin ice configurations in the Unit Cell. – (a) The ground state of the
system satisfies the Bernal-Fowler ice rules with 2 spins pointing into and 2 out of
each tetrahedron (green arrows). (b) flipping one spin (magenta arrow) breaks the
constraint and it creates a pair of topological defects.

Flipping one of the spins breaks the constraint leaving neighbouring tetrahedra
with 3in-1out and with 3out-1in as shown in Fig. 1.3(b), which constitutes a pair of
topological defects (shown in the figure with a blue and a red sphere). Within the
nearest neighbour model, the creation of the defect pair costs 4Jeff with Jeff =
(5D − Jex)/3 = 1.11 K, while further spin flips can move the defects at zero
additional energy cost. This means that it does not cost anymore energy to flip
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other spins beyond the Coulomb energy, and at that point monopoles behave like a
deconfined Coulomb phase. The nature and properties of these topological defects
are similar to Dirac’s theory of magnetic monopoles (Ref. [9]) which we will revise
in the following chapter.

The theory of spin ice magnetic monopoles (Ref. [23]), inspired by Nagle’s
work on the “unit model” description of water ice (Ref. [24]), can be summarised
as follows.

First of all we can replace the dipole interaction in Eq. 1.1, with the interaction
energy of “dumbbells” consisting of equal and opposite magnetic charges that live
at the ends of the diamond bonds (see Fig. 1.4). The two charges will be assigned
in order to represent the two orientations of the original dipole assuming the real
strength of the dipole moment of the spin. This constraint fixes the value of the
charge at Q = ±µ/ad, where ad =

√
3/2rnn is the diamond lattice bond length.

Figure 1.4: The “dumbbell” model in spin ice. – (a) The ground state of the
system can be visualised by replacing the magnetic interaction with “dumbbells”
consisting of equal and opposite opposite magnetic charges. (b) Flipping one of
the “dumbbells” creates an imbalance in the charge of the two adjacent tetrahe-
dra, which leads to the manifestation of topological defects similar to magnetic
monopoles (highlighted with the bigger red and blue spheres).

Now, the energy of a configuration of dipoles can be calculated as the pairwise
interaction energy of magnetic charges, given by the following Hamiltonian:

H =
µ0

4π

∑
α<β

QαQβ
rαβ

+
1

2
ν0

∑
α

Q2
α (1.3)

where Qα is the total magnetic charge at site α in the diamond lattice and rαβ is
the distance between the two sites.
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Notice that the finite “self-energy” term ν0/2 is required in order to reproduce
the net nearest neighbour interaction. In particular:

ν0

(
µ

ad

)2

=
Jex
3

+
4

3

(
1 +

√
2

3

)
D (1.4)

Within this model the ground state of the system is minimised if each diamond
lattice site is net neutral, i.e. Qα = 0, but this is possible only if the ice rules are
respected. The most elementary excitation involves an inversion of the dumbbell,
in order to generate a net dipole moment of 2µ. Notice that the inverted dumbbell
corresponds to two adjacent sites with net magnetic charge of Qα = ±2µ/ad =
±qm ≈ 4.6µB/Å, i.e. a nearest neighbour monopole - anti-monopole pair.

Figure 1.5: Closed loops created by magnetic monopoles. – (a) A couple of topo-
logical defects (big red and blue spheres) is created by flipping a “dumbbell”.
(b),(c) Flipping other “dumbbells” moves the defects to adjacent tetrahedra. (d)
The last “dumbbell” flips and annihilates the two defects, restoring the ground
state of the system. Notice that the cost of the first flip is 4Jeff , while further flips
are at zero energy cost (i.e. they are deconfined).

14



In this model two monopoles can be separated from one another without fur-
ther violations of local neutrality by flipping a chain of adjacent “dumbbells” (see
Fig. 1.5), and they are going to experience a magnetic Coulombic interaction equal
to:

Fnn =
µ0

4π

q2
m

r
≈ 97.4 10−15 N (1.5)

Notice that it takes only a finite energy cost to separate the monopoles to infin-
ity (i.e. they are deconfined).

In general it is well known that a string of dipoles arranged head to tail realises
a monopole - anti monopole pair at its ends. However, in order to have deconfined
monopoles, it is essential that the cost of creating such a string of dipoles remain
bounded as its length grows, i.e. the relevant string tension should vanish.

What is remarkable about spin ice is that the system allows for the decon-
finement of these effective magnetic charges so that they occur in the bulk of the
material on all scales, rather than just at the surfaces within a coarse grained de-
scription. A 2D equivalent system may exist in artificial spin ice, constituting a
nanoscale array of magnets (see Ref. [25]).

1.2 Difference from Dirac’s monopoles in quantum me-
chanics

As we said in the previous section one of the most important features of spin ice
crystals is that they exhibit topological defects, arising from the excitation of the
lattice, with properties similar to Dirac’s magnetic monopoles.

Standard electromagnetic theory does allow for such excitations (see Ref. [26]),
which correspond to divergences in the magnetic field H, or in the magnetic mo-
ment M, rather than in the magnetic induction B. Under these considerations
Gauss’ theorem is still valid since:

∇ ·B = ∇ · (H + M) = 0 (1.6)

On all length scales above the atomic scale, a 3in-1out defect appears to be a
local sink in the magnetic moment and therefore as a source of field lines in H. It
can lower its energy by moving in the direction of an external field and therefore it
carries a positive magnetic charge (see Ref. [27]).

We want to stress the fact that these topological defects are not exactly the same
particles predicted by Dirac, and the term monopole is used here only to identify a
phenomenon that has similar characteristics. In order to better understand this fact
we first revise Dirac’s theory in quantum mechanics, deriving the main property of
his magnetic monopoles.

As it is well known there is a strong symmetry between electrical and mag-
netic fields, however a magnetic charge (called in this case magnetic monopole)
analogous to the electric one is absent in Maxwell’s equations. A priori this is very
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surprising, and one can test this assumption with a simple experiment. If we take
a common bar magnet and we try to separate its north and south pole it turns out
that, no matter how many times we break the magnet, it is impossible to divide the
two poles one from the other. This is a property of the magnetic field that, unlike
the electric one, has closed force lines.

In nature the source of magnetic fields can be either a moving electric charge
or a static magnetic dipole, but never a static magnetic charge. This fact is mathe-
matically expressed in Gauss’ theorem which states that:

∇ · ~B = 0 (1.7)

which means that the magnetic field is solenoidal.
By contrast Maxwell’s equation for the electric field states that:

∇ · ~E = 4πρ (1.8)

where ρ is the charge density.
We start our discussion supposing that there is a point-like magnetic monopole

sitting at the origin of our reference system with strength eM , in perfect analogy
with a point-like electron (see Ref. [28]). In this case the static magnetic field
should be:

~B =
eM
r2
r̂ (1.9)

Since this field has spherical symmetry, it is easier to use spherical coordinates to
study the problem.

At a first sight we may derive the above expression for the magnetic field using
the following vector potential:

~A =
eM (1− cos θ)

r sin θ
φ̂ (1.10)

In fact

∇× ~A =
eM
r2
r̂ = ~B (1.11)

However, this kind of vector potential is not well defined in all space, in partic-
ular along negative ẑ, since it has a singularity at θ = π:

lim
θ→0

eM (1− cos θ)

r sin θ
φ̂ = lim

θ→0

eM sin θ

r cos θ
φ̂ = 0 (1.12)

lim
θ→π

eM (1− cos θ)

r sin θ
φ̂ =

−2eM
0

(1.13)

In order to solve the problem we can use a mathematical trick to construct the
following pair of potentials:

~AI =
eM (1− cos θ)

r sin θ
φ̂ θ < π − ε (1.14)
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~AII = −eM (1 + cos θ)

r sin θ
φ̂ θ > ε (1.15)

At this point we have to consider what happens in the overlap region ε < θ <
π−ε. Since the two potentials lead to the same form of magnetic field, they must be
related to each other by a gauge transformation Λ. In order to find this expression
we first note that:

~AI − ~AII = − 2eM
r sin θ

φ̂ (1.16)

Therefore the correct expression for Λ is:

Λ = −2emφ (1.17)

In fact:

∇Λ =
∂Λ

∂r
r̂ +

1

r

∂Λ

∂θ
θ̂ +

1

r sin θ

∂Λ

∂φ
φ̂ = − 2eM

r sin θ
φ̂ (1.18)

Finally we can study the effect of the magnetic field in Eq. 1.9 applied on a
particle with charge e. In the overlap region of the two potentials, the two wave
functions of the charge particle are related to each other in the following way:

ψII = exp

[
−ı2eeM

~c
φ

]
ψI (1.19)

where ~ = h/2π and c is the speed of light.
The two wave functions must be single valued since, once we chose a particular

gauge, the expansion of the eigenvalues in term of the eigenvectors must be unique.
Thus, if we examine their behaviour on the equatorial plane (θ = π/2) and we
increase the angle 0 ≤ φ ≤ 2π, both ψII and ψI must return to their original
values and this is possible only if:

2eeM
~c

= N ⇒ eM =
~c
2|e|

N (1.20)

where N is an integer. This formula states that if a magnetic monopole exists, its
charge must be quantised and the equality can also be used to explain why electric
charges are quantised in the same way.

Notice that the “dumbbell model” developed in Ref. [23] does not make any
reference to Dirac’s quantisation condition (Eq. 1.20). Within this model the mag-
nitude of a spin ice monopole should be:

qm =
2µ

ad
=

µ

µB
α
λC
πad

eM ≈
eM

8000
(1.21)

where λC is the Compton wavelength for an electron, and α = 1/137. Moreover
we can always tune continuously the charge of a spin ice monopole by applying
pressure to the crystal, since this changes the ratio of µ/ad.

In conclusion we can not talk about magnetic monopoles in spin ice in the
sense of Dirac because these topological defects are not sources of ~B, but sources
of ~H . The term is used here as an analogy, in order to represent a phenomenon
which manifests a magnetic field equal to the one expressed in Eq. 1.9.
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1.3 Thermodynamic properties of spin ice crystals

One of the most interesting properties of frustrated systems is that their ground state
is many fold degenerate. For this reason the study of the energy fluctuations (e.g.
the heat capacity) becomes very important in order to understand how the system
behaves at low temperatures. This is an interesting region for spin ice crystals.

The heat capacity is an extensive property of matter, meaning that it is propor-
tional to the size of the system. In general it is the sum of three different contribu-
tions: phonons, magnetism, and the movement of electrons. In this thesis we will
neglect the latter contribution which is much smaller compared to the others.

We first study how the magnetism of rare earth ions affects the energy fluctua-
tions of the system, due to the high magnetic moment carried by the spin. There-
fore, in order to suppress the phonon contribution, we measured our crystals in a
range of temperatures between 0.6 ≤ T ≤ 12 K.

1.3.1 The Debye Hückel model of the Heat Capacity

We begin our study of the heat capacity by revising what has been done in Ref.[29].
The model dipolar Hamiltonian that describes spin ice crystals is given in

Eq. 1.1. At low temperatures the system is populated by a finite density of magnetic
monopoles and the total monopole density (ρnn) is equal to:

ρnn =
2exp(−∆/T)

1 + 2exp(−∆/T)
(1.22)

where ∆ is the energy cost of an isolated monopole (assumed in the following
to be measured in Kelvin). The subscript nn denotes that the long range dipolar
interactions can be neglected and the nearest neighbour approximation is applied.

Taking advantage of the analogy between spin ice defects and a two-component
Coulomb liquid (with no external field), it is possible to use the Debye approxi-
mation to estimate the magneto static contribution to the free energy (in degrees
Kelvin per spin):

Fel
NskB

= − NT

4NsπρV a3
d

[
(adκ)2

2
− (adκ) + ln(1 + adκ)

]

κ =

√
µ0q2

mρV
kBT

(1.23)

where Ns is the number of spins, ρV = N/V is volume density of monopoles and
ad is the distance between the centres of two neighbouring tetrahedra.

It is convenient to express the dimensionless quantity adκ in terms of the
Coulomb energy between two neighbouring monopolesEnn = µ0q

2
m/(4πadkB) ≈

3.06 K:

adκ =

√
4π
Enn
T

ρV a3
d (1.24)
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Combining Eqs. 1.22 and 1.23 we obtain a mean field free energy of an ensem-
ble of N monopoles on a lattice, with long range Coulomb interactions:

Fel
NskB

=
ρ

2
∆ +

Tρ

2
ln

(
ρ/2

1− ρ

)
+
T

2
ln(1− ρ)−

T

3
√

3π

{
α2(T )ρ

2
− α(T )

√
ρ+ ln[1 + α(T )

√
ρ]

}
(1.25)

with

α(T ) =

√
3
√

3πEnn
2T

(1.26)

Notice that this reduces to the non interacting limit if Enn = 0
Minimising with respect to the defect density ρ, one obtains a self consistent

set of equations that can be used to determine ρ(T ) (see Ref. [29]). Finally the heat
capacity of the system in the DH approximation is:

Cv = −NAkBT
∂2

∂T 2

(
Fel
NskB

)
(1.27)

Another useful approximation to obtain the spin ice free energy and thus the
heat capacity is to use a truncated cluster expansion. We can consider only one
tetrahedron and compute the free energy by direct summation over all the 24 states.
At this level all the interactions are only due to the nearest-neighbour ions, and in
terms of their effective short range coupling (Jeff = 1.11 K) the partition function
of the system is:

Z = 6 + 8e−2Jeff/T + 2e−8Jeff/T (1.28)

Notice that in Eq. 1.28 we scaled the energy reference to that of the ground state of
the system.

From this, the partition function for the entire system and the free energy per
spin are:

Z = 2Ns

[
6 + 8e−2Jeff/T + 2e−8Jeff/T

16

]Nt
(1.29)

F

NskB
= − T

Ns
lnZ (1.30)

whereNs is again the number of spins andNt = Ns/2 is the number of tetrahedra.
Notice that the choice of Jeff = 1.11 K yields a very poor agreement with the
experimental data, therefore instead of truncating the dipolar contribution to 5D/3,
one can use the “dumbbell model” decomposition to derive a value of Jeff = 1.45
K.
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In Monte Carlo (MC) simulations the heat capacity can be obtained by the usual
fluctuation-dissipation route, measuring the average energy 〈ε〉 and its fluctuations,
so:

Cv =
R

NsT 2
[〈ε2〉 − 〈ε〉2] (1.31)

These approximations provide an excellent description of the low temperatures
physics of spin ice, and the equations can be used to study heat capacity mea-
surements. In particular we found that Eq. 1.31 is a powerful instrument to test if
the energy of the system is minimised in the correct way during the Monte Carlo
simulation. In fact the comparison between the experimental data and the MC sim-
ulation using Eq. 1.31, provides a direct bench mark that both the simulation and
the model are able to describe the energy fluctuations of the system in the correct
way.

1.4 The Pyrochlore lattice

Most physical and chemical properties of materials are closely related to the posi-
tions of the ions in the lattice. The stress tensor, conductivity, magnetism are just
a few examples, and since in spin ice the frustration is in part due to the Crystal
Electric Field (CEF) environment set up by the ions surrounding the rare earth, the
study of its lattice becomes much more important in order to better understand the
physics of the system.

The general formula of the oxide pyrochlores can be written as A2B2O6O′ with
four crystallographic non equivalent kinds of atom. Usually A cation is trivalent
and it belongs to the rare earth group (e.g. Dy3+,Ho3+,Tb3+,Er3+,Yb3+) or to
the transition metal group (e.g. Y3+), while the B cation is a tetravalent transition
metal (e.g. Ti4+) ion that can form a strong bond with oxygen.

This structure shows several different physical properties spanning electronic
insulators (e.g. La2Zr2O7 [30]), ionic conductors (e.g. Gd1.9Ca0.1Ti2O6.9 [31]),
metallic conductors (e.g. Bi2Ru2O7−δ [32]), mixed ionic and electronic con-
ductors, spin ice systems (Dy2Ti2O7, Ho2Ti2O7 [11]), spin glass systems (e.g.
Y2Mo2O7 [33]), Haldane chain systems (e.g. Tl2Ru2O7 [34]) and superconduct-
ing materials (e.g. Cd2Re2O7 [35]).

The space group of the ideal pyrochlore lattice is Fd3̄m (227) containing eight
molecules per unit cell (Z=8). The structure is composed of two types of cation
coordination polyhedron (see Ref. [36]): the A cations (usually 1 Å ionic radius)
are eight coordinated within scalenohedra (distorted cubes along the diagonal) that
contain six equally spaced anions (usually oxygen) at a slightly shorter distance
from the central cation. The smaller B cations (∼ 0.6 Å ionic radius) are six
coordinated and they are located within trigonal anti prisms with all the six an-
ions equidistant. These structures are shown in Fig. 1.6 where we highlighted the
scalenohedra and the trigonal anti prisms in orange and yellow respectively.
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Notice that it is common to refer to the six-fold and eight-fold coordination
structures as octahedral and cubic coordination polyhedra respectively. However,
from a crystallographic point of view, this is not exactly correct because the space
group has D3d symmetry. Therefore the conditions for the existence of perfect
octahedra and cubic coordination polyhedra can not be simultaneously satisfied.

Figure 1.6: Environment surrounding A and B cations in the pyrochlore lattice. –
The A cations (red) are eight coordinated, and located at the centre of scalenohedra
(orange). Within this structure, the two oxygen ions along the longest diagonal
(cyan) are commonly called O(1), while the other six ones O(2) (blue). B cations
(green) are six coordinated and located at the centre of trigonal anti prisms (yellow)
at the same distance from the O(2) anions.

Since there are four inequivalent atom sites, there can be four different choices
for the origin of the system. One of the most useful is summarised in Tab. 1.1.

Notice that we wrote only the crystallographic coordinates of the main ions,
since the other ones can be found by translation using the following set of vectors:
(0, 0, 0); (0, 1/2, 1/2); (1/2, 0, 1/2); (1/2, 1/2, 0) that identify the directions of
the bonds of the pyrochlore lattice.

As one can see from Tab. 1.1, inside the unit cell of Dy2Ti2O7 there are 16 Ti
ions and 16 Dy ions both arranged in regular tetrahedra. Likewise for Ho2Ti2O7 and
Y2Ti2O7. It is useful to make a distinction among the 56 oxygen anions in the fol-
lowing way: the first group contains 8 oxygen ions located at the centres of the rare
earth tetrahedra (commonly called O(1) site) while the second group contains 48
oxygen ions (commonly called O(2) site). As we showed in Fig. 1.6 the O(2) an-
ions form trigonal anti prism cages around Ti cations, filling the interstitial regions
between Ti and the rare earth. The value of the parameter x can be determined
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Ion Location Site Coordinates
16A 16d D3d (1/2, 1/2, 1/2); (1/2, 1/4, 1/4);

(1/4, 1/2, 1/4); (1/4, 1/4, 1/2)

16B 16c D3d (0, 0, 0); (0, 1/4, 1/4);
(1/4, 0, 1/4); (1/4, 1/4, 0)

48O(2) 48f C2v (x, 1/8, 1/8); (x̄, 7/8, 7/8);
(1/4− x, 1/8, 1/8); (3/4 + x, 7/8, 7/8);

(1/8, x, 1/8); (7/8, x̄, 7/8)
(1/8, 1/4− x, 1/8); (7/8, 3/4 + x, 7/8);

(1/8, 1/8, x); (7/8, 7/8, x̄);
(1/8, 1/8, 1/4− x); (7/8, 7/8, 3/4 + x);

8O(1) 8b Td (3/8, 3/8, 3/8); (5/8, 5/8, 5/8)

Table 1.1: Common crystallographic coordinates of the pyrochlore lattice.

using X-ray or neutrons.
Figure 1.7 shows the cubic unit cell of Dy2Ti2O7 following the crystallographic

notation of Tab. 1.1, and using a length of the unit cell equal to 2
√

2rnn ≈ 10 Å.
We highlighted the two interpenetrating pyrochlore structures of Dy3+ and Ti4+

in red and green respectively. Notice that the colour scheme of Fig. 1.7 will be
used from now on to indicate a particular type of ion in the lattice. According to
this convention Dy3+ is red, Ti4+ is green, O(1) is cyan and O(2) is blue.

Although many pyrochlore compositions crystallise in the cubic structure, there
are a few cases containing deviations from cubic symmetry. In particular we can
have tetragonal, rhombohedral and triclinic distortions.

The position of the O(2) anions are subject to a displacement parameter x.
Even though never realised experimentally, its limiting values should be 0.3125 ≤
x ≤ 0.375 (Ref. [36]). For the lower limit the B ion has a perfect octahedral
coordination while the A ion is eight coordinated in a form of a distorted hexagon,
whose plane is perpendicular to the O(1)-A-O(1) bond. For the upper limit the
A cation would be situated in a regular cubic 8-fold coordination (again no D3d

symmetry) whereas the B ion is at the centre of a highly distorted octahedron. The
A-O(1) bond length is always less than A-O(2), but it becomes equal to it when
x = 0.375. The stability of the ideal stoichiometric structure is mainly due to the
smaller atomic radius of the B cation.

In this thesis we are also interested in what happens when we have a defect
structure, that can be created by removing the O(1) from the main lattice. In this
case the general unit formula becomes A2B2O7−δ with 0 < δ ≤ 1. Notice that in
the extreme case of δ = 1, the formula becomes A2B2O6 = ABO3 and the system
undergoes to a structural phase transition from cubic to orthorhombic. In this case
ions are arranged on a perovskite lattice whose characteristics will be described in
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Figure 1.7: Cubic unit cell of Dy2Ti2O7. – The colour scheme of this figure will
be used from now on to indicate a particular type of ion in the lattice. According
to this convention Dy3+ is red, Ti4+ is green, O(1) is cyan and O(2) is blue. We
highlighted the two interpenetrating pyrochlore structures of Dy3+ and Ti4+ in red
and green respectively. The length of the unit cell is equal to 2

√
2rnn ≈ 10 Å.

the following section.
It is very interesting to try to understand for which value of δ we have this

structural phase transition, that is mainly due to the fact that the pyrochlore con-
figuration is not able to dilute the Coulomb repulsion between A cations left un-
shielded from the O(1) vacancy. One of the possible ways to study this phenomena
consists of the application of the percolation theory to the defect system. However,
this challenging study goes beyond the scope of this thesis.

Notice that in the case of Dy2−xYxTi2O7 crystals, the cubic lattice is always
preserved even at very high doping levels. In these systems Y3+ ions substitute
Dy3+ in the pyrochlore lattice, lowering the number of magnetic ions in the tetra-
hedra. The valence states of both Y and Dy ions are the same and the ionic radii
are similar, thus the overall structure remains the same.

We also stress the fact that the nature of the crystal and its quality, depends
strongly on the growth condition. This process is not trivial, and it requires a
high degree of accuracy in the preparation of the powders and in the selection of
the temperature and gas atmosphere in the growth chamber. As we shall show,
small deviations from the ideal system can determine new interesting properties or
even catastrophic events during experiments. Notice that defects can sometimes
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be eliminated, for example annealing in oxygen can potentially remove oxygen
vacancies.

1.4.1 Comparison with the Perovskite lattice

The perovskite structure has the general formula ABO3 where A and B are cations
that can assume a variety of oxidation states and O is an anion (usually oxy-
gen). Traditionally the lattice consists of small B cations within regular oxygen
octahedra, and lager A cations which are 12-fold coordinated by the anions (see
Ref. [37]).

The ideal perovskite is cubic, but many materials exhibit the orthorhombic
Pnma or Pbnm distorted structure at room temperature (RT). A further distortion
is also possible resulting in a rhombohedral structure with space group R3̄c or in
the formation of an hexagonal P63cm structure. In the latter case lattice distortions
are so great that A cations are now 7-coordinate, and B cations are 5-coordinate.
As a result they are not strictly considered as perovskite structures but as an inter-
mediate between the perovskite and the bixbyite or garnet structures.

We show in Fig. 1.8 the orthorhombic unit cell of DyTiO3.

Figure 1.8: Perovskite unit cell of DyTiO3. – The orthorhombic perovskite cell of
DyTiO3 shows that the pyrochlore lattice of Dy3+ is broken down. oxygen ions
are rearranged in new structures to dilute the Coulomb repulsion of the cations, in
particular the trigonal anti prisms become regular octahedra while the scalenohedra
disappear. This structure is highlighted in cyan. Notice that this system contains
only Ti3+ whose colour reference will be magenta from now on.
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As one can see the pyrochlore lattice of Dy3+ is broken down, and oxygen ions
are rearranged in new structures to dilute the Coulomb repulsion of the cations. In
particular we highlighted in cyan the trigonal anti prism that becomes a regular
octahedron in the new system, while the scalenohedron disappears. Notice that
this system contains only Ti3+, whose colour reference will be magenta from now
on.

Similarly to the pyrochlore lattice, it is the ionic radii of the B cations that
determines the stability of these structures. In principle any deviation from the
ideal cubic perovskite can be computed using the following formula:

RA +RO = t
√

2(RB +RO) (1.32)

where Ri are the ionic radii of the ions and t is a parameter known as the tolerance
factor, that is use to estimate the degree of distortion of the system.

Hines et al. (see Ref. [38]) suggested that a cubic perovskite should have 0.9 <
t < 1.0, while an orthorhombic one 0.75 < t < 0.9. If the value drops below
0.75 the compound has been seen to adopt an hexagonal ilmenite structure (e.g.
FeTiO3 [39]).

1.4.2 Main symmetries inside the pyrochlore lattice

Figure 1.7 shows that the pyrochlore lattice has a high degree of symmetry. It is
possible to choose the origin of the system coinciding with the centre of a rare
earth tetrahedron, in order to write the position of the magnetic ions easily. In
this case the origin corresponds to the crystallographic O(1) site, whose symmetry
is the same as an FCC lattice. Figure 1.9 shows the main symmetry sites of the
pyrochlore lattice that can be used in calculations and simulations.

As one can see O(1) sites (green spheres) create a network identical to an FCC
cubic lattice, since they are located on the vertices and at the centre of the faces
of the cube. However there is another high symmetric site in the unit cell, which
corresponds to the centre of the Ti tetrahedra (yellow spheres). These positions
create another FCC lattice, that is interconnected with the previous one. Moreover
these sites are “special” because they identify the centres of the super tetrahedra of
the rare earth, that can be created uniting 4 rare earth tetrahedra (see Fig. 1.9 orange
pyramid). These positions are at the same time equidistant from the spins and the
furthest away from them, moreover they play an important role in the analysis of
the internal fields of spin ice crystals (see Sec. 4.1).

Notice that these symmetries are a consequence of the fact that both Dy and
Ti ions are arranged on two co-penetrating pyrochlore structures (see Fig. 1.7).
For practical reasons we will show the results of our MC calculations only in one
quarter of the pyrochlore unit cell, therefore we highlighted the main symmetry
sites inside it in the right panel of Fig. 1.9 (see cyan prism).

Finally, it is common to express the length of the unit cell using the average
distance between two nearest neighbour spins (rnn), in this way a = 2

√
2rnn ≈

10.1 Å.
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Figure 1.9: Symmetry sites inside the pyrochlore unit cell. – O(1) sites (green
spheres) and the centres of Ti tetrahedra (yellow spheres) create a network of two
interconnected FCC lattices. The latter site is also the centre of the rare earth super
tetrahedra (orange pyramid), a position that is at the same time equidistant from the
spins and the furthest away from them. We highlighted the main symmetry sites in
one quarter of the unit cell of the pyrochlore lattice (cyan prism) in the right panel.
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Chapter 2

Theory of magnetism in spin ice

Contents

2.1 The Crystal Electric Field, 27 • 2.2 Analysis of the Crystal Field of Dy2Ti2O7 and
Ho2Ti2O7, 34 • 2.3 Classic and quantum mechanics theories on magnetism, 39 •
2.4 The Ewald Summation Technique, 50 • 2.5 Monte Carlo simulations in spin
ice, 56.

Another interesting aspect of spin ice crystals, is the fact that the rare earth ions are
carrying the strongest magnetic moment one can find in nature. This is of the order
of ≈ 10µB per ion and, due to the Crystal Electric Field (CEF), they behave like
Ising spins.

This chapter is dedicated to the revision of the main theories of magnetism (in
classical and quantum mechanics), and on the analysis of the CEF environment of
Dy3+ and Ho3+ from first principles.

2.1 The Crystal Electric Field

As we said in the previous sections the Crystal Electric Field (CEF) plays an im-
portant role in spin ice crystals, since it gives rise to the frustration. However its
calculation is rather non trivial.

Generally speaking the CEF calculation is used in Condensed Matter Physics
and Chemistry to study complex many body systems. This technique requires a
detailed knowledge of three tools: point groups, tesseral harmonics and quantum
mechanical angular momentum operators. The formalism developed in this chapter
is entirely taken from the work done by M. T. Hutchings (Ref. [40]).
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2.1.1 The Point Charge Model (PCM)

The first step in the CEF calculation is to find the correct positions of the ions
inside the lattice using, for example, X-ray or neutron scattering techniques. From
the positions of the ions one obtains the space group of the crystal, and all the
relevant bond distances between the magnetic ion and its closest neighbours.

Since the Coulomb potential has spherical symmetry, the second step is to write
the Hamiltonian using a linear combination of tesseral harmonics. The coefficients
in front of the expansion can be calculated from first principles and then they can
be tuned in order to best fit the experimental data.

Notice that as an approximation we assume a Point Charge Model (PCM), i.e.
we do not consider the overlap between the orbitals of the atoms. This approach
tends to work well for rare earth compounds with localised moments, but is more
problematic for transition metals (see Ref. [41] for details).

Once the Hamiltonian is written, we have to transform the linear combination
of tesseral harmonics into Stevens Operators. These operators contain all the in-
formation regarding the angular momentum of the atoms thus, with an appropriate
choice of the basis, our Hamiltonian becomes a linear combination of L2, S2, J2,
Jz (suitable for 4f shells) or Lz , Sz , S2, L2 (for atoms with 3d shells).

Finally, diagonalising the above Hamiltonian, one can find all the eigenvalues
and eigenvectors of the system. Notice that, in principle, the ground state of a
system could be degenerate (if there is no external field applied), and this is related
to both the particular symmetry of the lattice and to the value of the total angular
momentum J (see 2.1.4).

2.1.2 The Crystal Field Spin Ice Hamiltonian

We focus our attention on the scalenohedron, surrounding the rare earth ion. The
origin of our reference system is chosen on a Dy (Ho) ion with the ẑ axis along
the O(1)-O(1) bond (that is the highest symmetry rotational axis) and the ŷ axis
along one of the C2 axes of the system. The above convention is called Prather’s
convention and it ensures to have the minimum number of CEF parameters in the
expansion.

Using spherical coordinates we can calculate the position of the eight oxygen
ions in the scalenohedron as follows:

r =
√
x2 + y2 + z2

θ = arccos
(z
r

)
φ = arcsin

(
y√

x2 + y2

)
(2.1)

On the basis of a simple PCM, the determination of the perturbing Hamilto-
nian is primarily the evaluation of the electrostatic potential of the magnetic ion
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V (r, θ, φ), due to the surrounding point charges. Following Ref. [40] we have:

V (r, θ, φ) =
1

4πε0

∑
j

qj
|Rj − r|

(2.2)

where qj is the charge at the jth neighbouring ion, at distance Rj from the origin.
If the magnetic ion has charge qi, then the perturbing crystalline potential en-

ergy U will be:

U =
∑
i

qiVi =
1

4πε0

∑
i

∑
j

qiqj
|Rj − ri|

(2.3)

We are normally concerned with the summation over the electrons in unfilled
shells, since the CEF affects closed shells only in a high order of perturbation. This
is also true for ions in an s state, and throughout this discussion we shall omit such
ions.

The first method to calculate the crystalline potential U has been discussed by
Griffith [42] and Prather [43] and it is based on the spherical harmonics addition
theorem. In this case the potential can be re-written as:

V (r, θ, φ) =
1

4πε0

∑
j

qj
|Rj − r|

=
1

4πε0

∑
j

qj
∑
n

rn

R
(n+1)
j

4π

2n+ 1

n∑
m=−n

(−1)mY −mn (θj , φj)Y
m
n (θ, φ) (2.4)

Therefore

V (r, θ, φ) =
1

4πε0

∑
n

n∑
m=−n

rnγ′nmY
m
n (θ, φ) (2.5)

where for k charges

γ′nm =

k∑
j=1

qj

R
(n+1)
j

4π

2n+ 1
(−1)mY −mn (θj , φj) (2.6)

Here qj is the charge of the ligand (i.e. of the anions), Rj is the position of the
ligand and Y ±mn (θj , φj) is the spherical harmonic.

The second method is very useful if we want to write the Hamiltonian using
Stevens Operators, in this case the potential is expanded as:

V (x, y, z) =
qj

4πε0

∞∑
n=0

rn

R
(n+1)
j

[∑
m

4π

(2n+ 1)
Znm(xj , yj , zj)Znm(x, y, z)

]
(2.7)

Therefore:

V (x, y, z) =
1

4πε0

∞∑
n

∑
m

rnγnmZnm(x, y, z) (2.8)
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where for k charges

γnm =

k∑
j=1

qj

R
(n+1)
j

4π

2n+ 1
Znm(xj , yj , zj) (2.9)

Here qj is again the charge of the ligand, Rj is the position of the ligand and
Znm(xj , yj , zj) is the tesseral harmonic.

As one can see there is a clear correspondence between the two methods. In
fact by definition:

Zn0 = Y 0
n (2.10)

Zcnm =
1√
2

[Y −mn + (−1)mY m
n ] (2.11)

Zsnm =
ı√
2

[Y −mn − (−1)mY m
n ] (2.12)

The superscripts c and s stand for cosine and sine, and they represent the real and
imaginary part of the spherical harmonics.

Notice that the coefficients of the expansion can be real or imaginary if one uses
spherical harmonics, but they are always real using tesseral harmonics. It is also
important to write the Hamiltonian in such a way that it commutes with the parity
operator Π; this condition follows from the property of the angular momentum
since [J,Π] = 0. Therefore one has to consider only the terms in cosine in the
expansion of the tesseral harmonics.

For some systems, with a very low space group symmetry, this could be im-
possible since the number of parameters in the expansion could not approximate
the potential in the correct way. In this case we have to use also the term in sine,
and it is highly recommended to use only the second method to calculate U .

Equation 2.9 gives the coefficients of the linear combination of the tesseral
harmonics. Notice that for every space group only a few terms in the expansion
are non zero (see Ref. [44]), and these terms coincide with the number of Stevens
Operators we have to use in order to write the Hamiltonian. Many books report the
correct form of the Hamiltonian for every single space group, thus at the end of the
calculation one can always double check if the number of the terms is correct. Of
course another cross check is to use the spherical harmonics expansion; the result
must contain exactly the same number of terms. In our calculations we checked
that the two methods agreed.

The symmetry point group of the scalenohedron is D3d, therefore only the
terms Z20, Z40, Z43, Z60, Z63 and Z66 are required to write the Hamiltonian.

Finally we can use the so called Stevens’ Operators Equivalence Method to
evaluate the matrix elements of the crystalline potential specified by one particular
value of the total angular momentum J . This method states that if f(x, y, z) is
a Cartesian function of given degree, then to find the operator equivalent to such
a term one replaces x, y, z with Jx, Jy, Jz respectively, always remembering the
commutation rules of the quantum operators. This is done by replacing products
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of x, y, z by an expression consisting of all the possible different combinations of
Jx, Jy, Jz , divided by the total number of combinations. Notice that although it is
conventional to use J or L in the equivalent operator method, when evaluating the
matrix elements all factors of ~ are dropped.

Since we are studying the ground state of a rare earth system, S2, L2, J2, Jz
are good quantum numbers and the Crystal Field Hamiltonian can now be written
as:

HCEF = const.
∑
nm

[
e2

4πε0
γnm〈rn〉θn

]
Omn =∑

nm

[Amn 〈rn〉θn]︸ ︷︷ ︸
Bnm

Omn =
∑
nm

BnmO
m
n (2.13)

where γnm is the same factor as in Eq. 2.9, e is the electron charge, ε0 is the
vacuum permittivity, 〈rn〉 is the expectation value of the radial part of the wave
function, θn is a numerical factor that depends on the rare earth ion, const. is also
a numerical factor to normalise the tesseral harmonics (it is the coefficient in front
of the tesseral harmonics) and Omn are Stevens Operators.

The termsAmn 〈rn〉 are commonly called CEF parameters, and they are difficult
to calculate from first principles for two reasons:

1. We do not know the exact expression of the radial part of the wave function.

2. We have to keep in mind that this is a PCM, so the approximation needs to
be revised in order to take care of the overlap between the orbitals.

We can finally write the Crystal Field Spin Ice Hamiltonian in this way:

HCEF = B20O
0
2 +B40O

0
4 +B43O

3
4 +B60O

0
6 +B63O

3
6 +B66O

6
6 (2.14)

2.1.3 Crystal Field parameters from first principles

We present here a general method for the calculation of the CEF parameters for
every type of lattice.

In Eq. 2.13, θn are called the Stevens factors and they depend on the particular
ion we want to study. In the Stevens method they are denoted as θ2 = αJ , θ4 = βJ ,
θ6 = γJ and they can be calculated according to the following formula:

θn = 2n(2l + 1)(2J + 1)

√
(2J − n)!

(2J + n+ 1)!
(−1)S+L+J+1

(
l n l
0 0 0

)
︸ ︷︷ ︸

3−j

(
J n J
L S L

)
︸ ︷︷ ︸

6−j

(2.15)

where we used the 3−j and 6−j symbols.
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As one can see these coefficients depend on the ion of interest through J , L, S,
l and n; moreover only some terms are non zero due to the properties of the 3−j and
6−j symbols. In particular only the terms with even n survive in the calculation,
while all the odd terms are perfectly zero.

The expectation value of rn can be computed using an approximate hydroge-
nous radial wave function:

Rnl(r) = N

√(
2Z

a0n

)3 (n− l − 1)!

2n((n+ l)!)3
eZr/a0n

(
2Zr

na0

)l
L2l+1
n−l−1

(
2Zr

a0n

)
(2.16)

where N is the normalising coefficient, a0 is the Bohr radius, Z is the charge of
the ion and Lln is the Laguerre Polynomial.

The expectation values are then:

〈rn〉 =

∫ ∞
0
|Rnl(r)|2r2+ndr (2.17)

Since we do not know the exact form of the radial wave function, the previous
formula is only an approximation, but it gives very good results for 〈r2〉 and 〈r4〉
within a 12% of error from the values tabulated in many papers using Hartree-Fock
or Dirac-Fock method. The expectation value of 〈r6〉 is very difficult to find with
Eq. 2.16, because it depends strongly on relativistic correction. For this reason
we suggest to use the values tabulated in the papers or to calculate this coefficient
using an expansion of the wave function as in Ref. [45]. In this second case the
radial part of the wave function for the Dy atom is:

P4f (r) =

4∑
i=1

Cir
4e−Zir =

2480.4r4e−13.46r + 448.84r4e−7.53r + 55.97r4e−5.02r + 2.35r4e−2.76r (2.18)

Now using Eq. 2.17 we can find the expectation value of 〈r6〉 with an error of
20% respect to the tabulated values.

2.1.4 Kramers’ Theorem

We present here the mathematical formalism to prove Kramers’ theorem taken
from Ref. [46]. This theorem is of fundamental importance in order to study sys-
tems with J half integer (e.g. Dy2Ti2O7), since it has non trivial consequences on
the spectrum of the system and on its magnetic properties. Those phenomena are
closely related to the time reversal operator.

The existence of the degeneracy in the energy states of a quantum system,
when this degeneracy is not an accidental consequence of the numerical values
of its parameters, is closely related to the symmetries of the system under some
operator A. In this case [H,A] = 0, and they can be diagonalised simultaneously.
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Now if we assume that H is the Hamiltonian of a generic system, A the sym-
metry operator and ψ an eigenfunction of H corresponding to an energy E, then
from the Schrödinger equation we have:

Hψ = Eψ ⇒ AHψ = (AHA−1)Aψ = E(Aψ) (2.19)

where we have inserted the factor A−1A equal to the unity operator. Now if H is
invariant under A, that is if AHA−1 = H and AH = HA, it follows from the
previous equation that Aψ is an eigenfunction of H corresponding to the energy
E.

Nevertheless this argument does not prove that the invariance of the Hamilto-
nian under the operation A necessarily implies degeneracy of the energy levels,
because it is possible that Aψ is a function not essentially different from ψ, that is
Aψ may be a constant multiple of ψ. Thus only if ψ and Aψ are linearly indepen-
dent, it follows that E is degenerate.

Kramers’ theorem, which says that the energy states of a system with an odd
number of electrons are at least doubly degenerate, is an assertion of the existence
of degeneracy under rather general conditions and one can expect a correlated sym-
metry property. Wigner has shown that this corresponding symmetry property is
the invariance under time reversal (see Ref. [47]). In the absence of velocity de-
pendent interactions and, in particular, in the absence of magnetic fields, a general
HamiltonianH(q, p) is equal toH(q,−p). Therefore we can say that it is invariant
under time reversal. If we want to prove this theorem we have to find an operator
K which has the following property:

KH(r,p, s)K−1 = H(r,−p,−s) = H ′

KHψ = (KHK−1)Kψ = H ′(Kψ) = E(Kψ) ⇒ ψ′ = Kψ (2.20)

For example if we assume that the HamiltonianH is purely subjected to electric
fields, it will be invariant under the time reversal operator.

Lets consider the one electron case. The operator K can be written as K =
ıσyC, where σy is one of the Pauli matrix andC is defined by the relationCφ(r) =
φ∗(r) (basically C replaces a function by its complex conjugate and C−1 = C). In
order to prove that this operator has the desired property of Eq. 2.20 we can notice
that:

CHC−1 = H∗ and (CHC−1)φ = (CH)φ∗ = (H∗)φ (2.21)

Now a general Hamiltonian can always be written using Pauli matrices in this
way:

H(r,p, s) = H0(r,p)I +Hx(r,p)σx +Hy(r,p)σy +Hz(r,p)σz (2.22)

Therefore

CHC−1 = H0(r,−p)I +Hx(r,−p)σx −Hy(r,−p)σy +Hz(r,−p)σz
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(ıσy)CHC
−1(ıσy)

−1 = H0(r,−p)I−Hx(r,−p)σx −Hy(r,−p)σy

−Hz(r,−p)σz = H(r,−p,−s) = H ′ (2.23)

As we can see the operator K satisfies the required condition and if we now
turn to the n electron system, where K = ınσy1.....σynC, we can see that each
factor σyj reverses the sign of the corresponding σxj and σzj in the Hamiltonian.

Finally to complete the proof of Kramers’ theorem we must show that ψ and
ψ′ are linearly independent for odd electron systems. We notice that:

K2 = ı2nI = (−1)nI (2.24)

For even electron systems K2 is the unity operator, for odd electron systems it is
the negative of the unit operator. Now if we assume that ψ′ and ψ are linearly
dependent:

ψ′ = Kψ = aψ (2.25)

where a is a complex number. Therefore

K2ψ = Kψ′ = Kaψ = a∗Kψ = |a|2ψ ⇒ |a|2 = (−1)n (2.26)

This can be true only if n is even. Hence for odd n, ψ′ and ψ are necessarily
linearly independent and the energy states are degenerate.

Another important theorem closely related to Kramers’ theorem, that has sig-
nificant consequences in the theory of paramagnetic susceptibilities is the follow-
ing: “The expectation value of the magnetic moment is zero in any non degenerate
state”.

In general the paramagnetic susceptibility of a system as given by the Langevin
Debye formula is the sum of two terms: the first one is proportional to the sum of
the squares of the diagonal matrix elements (expectation values in pure states) of
the magnetic moment operator (Jx, Jy, Jz) and it varies with temperature as T−1,
the second term is essentially independent of the temperature but it depends on
the non diagonal terms of the magnetic moment operator. Thus at low tempera-
tures for a system with even electrons (like Ho), the paramagnetic susceptibility
will approach a constant proportional to the second term mentioned above while
for an odd electron system the susceptibility will be inversely proportional to the
temperature as it goes to zero.

2.2 Analysis of the Crystal Field of Dy2Ti2O7 and Ho2Ti2O7

Now we show a qualitative analysis of the CEF of Dy2Ti2O7 and Ho2Ti2O7 based
on the theory developed in the previous sections and assuming a PCM. We first
analyse the scalenohedron of the pyrochlore lattice assuming a value of the param-
eter x that has been obtained refining the X-ray and neutron scattering data. Then
we will try to make predictions on the CEF spectrum tuning the value of x in such a
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way that the O(2) can move simultaneously towards the fixed O(1) ions, following
the directions of the three crystallographic axes. This idea is shown in Fig. 2.1,
green arrows indicate the directions of the O(2) displacements.

Figure 2.1: Directions of the displacements of the O(2) ions. – We can imagine
to distort the environment surrounding the rare earth by moving the O(2) (blue
spheres) parallel to the three crystallographic directions (green arrows). In this
way we can change the 8-fold coordination polyhedron from a scalenohedron to a
perfect cube.

As we said in Sec. 1.4.2, the symmetry space group of the pyrochlore lattice is
D3d. Therefore, following Prather’s convention, we rotated the reference system
of the scalenohedron in order to have the highest degree rotational axis C3 along
ẑ and one of the three C2 axes along ŷ. Notice that the C3 axis coincides with the
[111] direction as shown in Fig. 2.2.

As one can see the two O(1) are now located along ẑ while the six O(2) live
in two planes perpendicular to the easy axis. In principle one can also choose an-
other convention for the reference system, in this case he will end up with a higher
number of CEF parameters in the Hamiltonian but with exactly the same eigenval-
ues, since they are independent from the choice of the bases. In our calculation
we checked that those two methods agreed perfectly and we show the spectrum of
Dy2Ti2O7 and Ho2Ti2O7 in Tab. 2.1.

The ground state of Dy3+ is a Kramers’ doublet as one must expect since
J = 15/2. In this case the hexagonal symmetry of the D3d group gives a total of
8 doublets for Dy3+ and a mixture of 5 singlets and 6 doublets for Ho3+. This
division is in perfect agreement with the scheme proposed in Ref. [44], however
the PCM is not able to capture the correct sequence of high energy levels of the
Ho3+. In fact comparison with the experimental data of Ref. [48] shows that the
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Figure 2.2: Prather’s convention for the D3d symmetry system. – (a) The high-
est degree rotational axis C3, which coincides with the [111] direction, has been
rotated along ẑ and one of the three C2 axes along ŷ. This choice guarantees to
have the lowest number of CEF parameters in the Hamiltonian. (b) Top view of
the scalenohedron showing the positions of the O(2) ions arranged in a regular
hexagon. Notice that the prospective is misleading, since the O(2) are not located
in the same plane but they are alternating in two different planes perpendicular to
the easy axis.

seventh and the eighth excited state should be a singlet and a doublet respectively.
This discrepancy is mainly due to the Bn

6 coefficients of the expansion, since the
expectation value of r6 is very difficult to calculate from first principles.

Notice that there is a huge gap between the ground state and the first excited
state in both the systems, this characteristic is in perfect agreement with the exper-
imental evidence of Ref. [48].

We can now imagine to distort the scalenohedron in order to obtain a perfect
cube with all the oxygen ions at the same distance from the rare earth ion. Accord-
ing to Tab. 1.1 this is possible only if x = 0.375, and in this case the point group of
the system changes fromD3d toOh which is centro-symmetric. This ideal environ-
ment, shown in Fig. 2.3, has a higher degree of symmetry. Therefore the number
of CEF parameters in the Hamiltonian is now reduced to only five terms:

HCEF = B40O
0
4 +B43O

3
4 +B60O

0
6 +B63O

3
6 +B66O

6
6 (2.27)

This Hamiltonian does not respect Prather’s convention, in fact we left the C3

axis ([111] direction) along ẑ and not the C4 of the cube. This choice is motivated
by the fact that we want an exact comparison with the common scalenohedron
environment, therefore it is very useful to check what happens to the easy axis
when the environment gets distorted.
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Dy3+ Level Energy (meV) Ho3+ Level Energy (meV)
GS 0.0 (d) GS 0.0 (d)
1 43.177 (d) 1 30.239 (s)
2 58.00 (d) 2 30.701 (d)
3 62.896 (d) 3 32.372 (d)
4 65.431 (d) 4 33.142 (s)
5 80.942 (d) 5 40.159 (d)
6 85.264 (d) 6 46.045 (s)
7 86.106 (d) 7 48.129 (d)

8 51.084 (s)
9 51.139 (d)
10 52.182 (s)

Table 2.1: Crystal Field levels calculated for the scalenohedron environment.

Table 2.2 shows the spectrum of the ideal cubic system for Dy2Ti2O7 and
Ho2Ti2O7 crystals.

Dy3+ Level Energy (meV) Ho3+ Level Energy (meV)
GS 0.0 (q) GS 0.0 (t)
1 13.392 (q) 1 1.139 (d)
2 14.273 (d) 2 3.872 (t)
3 59.768 (d) 3 38.053 (t)
4 61.851 (q) 4 41.512 (d)

5 44.756 (t)
6 48.673 (s)

Table 2.2: Crystal Field levels calculated for the ideal cubic environment.

Within this environment the ground state of Dy3+ collapses to a quartet, while
the one of Ho3+ is a triplet. Those results are due to the symmetry of the environ-
ment and they are in perfect agreement with Ref. [44]. The energy of the levels
is lower compared to the previous case but a huge gap is still present between the
second and the third excited state.

Finally we would like to study the magnetism of these two environments and,
for the sake of illustration, we applied an external field B = 1 tesla along ẑ (i.e.
along the easy axis). In this case we can write the Hamiltonian of the system as
follows:

H = HCEF − gJµB ~J · ~B(r, θ, φ) (2.28)
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Figure 2.3: Ideal cubic environment in the pyrochlore lattice. – According to
Tab. 1.1 when x = 0.375, the rare earth is at the centre of a perfect cube with
all oxygen ions at the same distance. In this case the symmetry of the point group
changes from D3d to Oh which is centro-symmetric, and it has a higher symmetry.

The external field is able to lift the degeneracy of the ground state (Zeeman ef-
fect); Tabs. 2.3, 2.4 show the new spectrum of the system for the common scaleno-
hedron and for the ideal cubic environment respectively.

As we can see the degeneracy of the levels is completely lifted, and if we
calculate the mean value of the magnetisation on the ground state (〈0|M |0〉) we
obtain that MDy = 9.977µB and MHo = 9.996µB , in excellent agreement with
the theoretical values.

The Zeeman effect removes the degeneracy even in the ideal cubic environ-
ment however, if we calculate 〈0|M |0〉, we obtain that MDy = 7.074µB and
MHo = 6.527µB . Therefore we can conclude that the magnetisation of the sam-
ple is greatly affected by the environment surrounding the magnetic ion and, in
order to fully understand this statement, we can analyse the behaviour of the mag-
netisation in these two systems calculating the expectation values of 〈0|Mx|0〉,
〈0|My|0〉 and 〈0|Mz|0〉 for different directions of B. Figure 2.4 shows the shape
of the anisotropy of the magnetisation calculated within the scalenohedron (a) or
the ideal cubic environment (b).

Many values of the magnetisation are shown simultaneously for applied fields
uniformly distributed on the unit sphere. The results suggest that the magnetisa-
tion in the scalenohedron environment has an Ising [111] anisotropy (as we must
expect), since the spheres are always located along ẑ. The highest strength of
the magnetic moment is ≈ 10µB for both Dy and Ho in perfect agreement with
the theory. By contrast, the ideal cubic set up shows that the magnetisation has
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Dy3+ Level Energy (meV) Ho3+ Level Energy (meV)
GS 0.0 (s) GS 0.0 (s)
1 1.155 (s) 1 1.157 (s)
2 43.263 (s) 2 30.810 (s)
3 44.246 (s) 3 31.175 (s)
4 58.538 (s) 4 31.362 (s)
5 58.62 (s) 5 32.882 (s)
6 63.342 (s) 6 33.034 (s)
7 63.603 (s) 7 33.724 (s)
8 65.691 (s) 8 40.277 (s)
9 66.324 (s) 9 41.199 (s)

10 81.278 (s) 10 46.624 (s)
11 81.751 (s) 11 48.516 (s)
12 85.634 (s) 12 48.899 (s)
13 86.061 (s) 13 51.411 (s)
14 86.358 (s) 14 51.533 (s)
15 87.009 (s) 15 52.028 (s)

16 52.892 (s)

Table 2.3: Crystal Field levels calculated for the scalenohedron environment with
an external field of 1 tesla applied along ẑ.

a Heisenberg behaviour with a calculated average strength of ≈ 7µB for Dy and
≈ 6.5µB for Ho.

Once again we must note that the symmetry of the environment is of funda-
mental importance for the physical properties of the system. Even with these naive
PCM calculations we were able to show that different structures around the mag-
netic ion change completely the energy levels, and the nature of the compounds in
a non trivial way. This can have dramatic consequences in the experiments, as we
will see in the next chapters.

2.3 Classic and quantum mechanics theories on magnetism

In this section we derive and analyse the differences in the classical Langevin equa-
tion for the Ising, Heisenberg, soft spin and easy plane model. Then we compare
these results with the Brillouin function that describes the magnetism in quantum
mechanics. Figure 2.5 shows the reference system we chose to develop our calcu-
lations.
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Dy3+ Level Energy (meV) Ho3+ Level Energy (meV)
GS 0.0 (s) GS 0.0 (s)
1 0.299 (s) 1 0.329 (s)
2 0.508 (s) 2 0.556 (s)
3 0.807 (s) 3 1.505 (s)
4 13.513 (s) 4 1.529 (s)
5 13.629 (s) 5 3.941 (s)
6 13.844 (s) 6 4.219 (s)
7 14.090 (s) 7 4.518 (s)
8 14.547 (s) 8 38.059 (s)
9 14.941 (s) 9 38.388 (s)

10 59.952 (s) 10 38.710 (s)
11 60.325 (s) 11 41.8306 (s)
12 61.920 (s) 12 41.8309 (s)
13 62.107 (s) 13 45.068 (s)
14 62.479 (s) 14 45.086 (s)
15 62.595 (s) 15 45.159 (s)

16 49.043 (s)

Table 2.4: Crystal Field levels calculated for the ideal cubic environment with an
external field of 1 tesla applied along ẑ.

2.3.1 Langevin theory for the Ising model

We start with the calculation of the Langevin equation for a system with an Ising
axis. We can imagine to have a system as depicted in Fig. 2.5, where we put
an external field along ẑ and we suppose that the system has an easy axis. In
this case a general magnetic moment can be written as ~µ = σµêµ, where σ is a
discrete variable that can take only the values±1, and the external field is ~H = Hẑ.
Following Langevin’s approach, the energy of this system and the magnetisation
along ẑ can be calculated as:

E = −~µ · ~H = −σµH(êµ · ẑ) (2.29)

Mz =
N

V
µ〈σ〉(êµ · ẑ) (2.30)

where N is the number of the spins in the system and V is the volume.
The thermodynamic average 〈σ〉 is given by:

〈σ〉 =

∑
σ=±1 σeβσµH(êµ·ẑ)∑
σ=±1 eβσµH(êµ·ẑ)

=
eβµH(êµ·ẑ) − e−βµH(êµ·ẑ)

e−βµH(êµ·ẑ) + eβµH(êµ·ẑ)

= tanh[βµH(êµ · ẑ)] (2.31)
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Figure 2.4: The shape of the anisotropy of the magnetisation for Dy3+ (top) and
Ho3+ (bottom). – Many values of the magnetisation are shown simultaneously for
applied fields uniformly distributed on the unit sphere. (a),(c) Within the scaleno-
hedron environment the magnetisation has a clear Ising anisotropy along the [111]
direction, the highest strength is ≈ 10µB . (b),(d) The spherical shape suggests a
Heisenberg behaviour of the magnetisation in the ideal cubic set up with a calcu-
lated moment of≈ 7µB for Dy and≈ 6.5µB for Ho (see Sec. 2.2). The colour bar
indicates the magnitude of the magnetic moment in units of Bohr magnetons.

where β = 1/(kBT ).
Finally the Langevin equation for an Ising spin system is:

Mz =
N

V
µ(êµ · ẑ) tanh[βµH(êµ · ẑ)] (2.32)

Within a single tetrahedron of the pyrochlore lattice, the magnetic moments of
the four spins can be written as (see Fig. 2.5):

~µ1 = µê1 = µ√
3

 1
1
1

 ~µ2 = µê2 = µ√
3

 1
−1
−1


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Figure 2.5: Reference system used to derive the Langevin paramagnetic equations.
– Due to the spherical symmetry of the problem, we used spherical coordinate to
describe the direction of the magnetic moments of the spins. The external field ~H
will be apply along ẑ for simplicity.

~µ3 = µê3 = µ√
3

 −1
1
−1

 ~µ4 = µê4 = µ√
3

 −1
−1
1


Therefore using Eq. 2.32 and applying an external field along [100], the com-

ponent of the magnetisation along the axis can be calculated as:

M =

Ns∑
i=1

mi =

Ns∑
i=1

µ

V
exi tanh(βµHexi) =

Ns/2∑
i=1

µ

V
√

3
tanh(βµH/

√
3) +

Ns/2∑
i=1

− µ

V
√

3
tanh(−βµH/

√
3) =

Nsµ

V
√

3
tanh(βµH/

√
3) (2.33)

where Ns is the number of spins in the crystal. Now by analogy, if we apply the
external field along [110]:

M =

Ns/4∑
i=1

2µ

V
√

6
tanh(2βµH/

√
6) +

Ns/4∑
i=1

− 2µ

V
√

6
tanh(−2βµH/

√
6)

=
Nsµ

V
√

6
tanh(2βµH/

√
6) (2.34)

Finally if the the external field is along [111]:

M =

Ns/4∑
i=1

µ

V
tanh(βµH) +

3Ns/4∑
i=1

− µ

3V
tanh(−βµH/3)

=
Ns

4V
µ[tanh(βµH) + tanh(βµH/3)] (2.35)

42



The limit of Eq. 2.35 for very high fields is Msat ∝ µ/2.
Notice that the previous cases refer to crystal systems, thus in order to conclude

this analysis we would like to calculate the magnetisation of a powder sample too.
In this case the scalar product between the magnetic moment of the spins and the
external field is proportional to cos θi, since spins are pointing in random direc-
tions and our only assumption is that there is an easy axis. We can calculate the
expectation value of the cosine restricting the integration on the first half quadrant
since, for an Ising system, the second half is equal to the first half with a reverse
sign. For simplicity we apply the external field along [001]:

M =

Ns∑
i=1

mi =

Ns∑
i=1

µ cos θi tanh(βµH cos θi) (2.36)

Now we can call βµH = a and the expectation value of the cosine can be
calculated as:

〈cos θ〉 =

∫ 2π
0 dφ

∫ π/2
0 cos θ tanh(a cos θ) sin θdθ∫ 2π

0 dφ
∫ π/2

0 sin θdθ
=

∫ 1

0
a tanh(ax)dx =

12a2 − π2 + 24a ln(1 + e−2a)− 12Li2(−e−2a)

24a2
= G(a) (2.37)

whereLin(z) is the poly-logarithm function. Finally the magnetisation of a powder
Ising sample is:

M =
Ns

V
µG(βµH) (2.38)

Figure 2.6 shows the comparison of the different Langevin equations derived
for an Ising system.

2.3.2 Langevin theory for the Heisenberg model

Now we consider the same system in Fig. 2.5 but for a Heisenberg spin, and we
only suppose to apply the external field along ẑ for simplicity. In this case the
energy and the magnetisation along ẑ are:

E = −~µ · ~H = −µH cos θ (2.39)

M =
N

V
µ〈cos θ〉 (2.40)

We have to evaluate 〈cos θ〉 that represents the average over all the possible
directions of the spin with respect to the external magnetic field:

〈cos θ〉 =

∫ 2π
0 dφ

∫ π
0 dθ sin θ cos θeβµH cos θ∫ 2π

0 dφ
∫ π

0 dθ sin θeβµH cos θ
=

∫ 1
−1 te

tadt∫ 1
−1 etadt

=
f ′(a)

f(a)
=
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Figure 2.6: Comparison of the different Langevin equations derived for an Ising
system. – Qualitative behaviour of the magnetisation applying an external field
along: [100] (red line), [110] (green line), and [111] (blue line) directions. The
magnetisation for a powder sample is shown with the orange line.

d

da
ln f(a) =

ea + e−a

ea − e−a
− 1

a
= coth a− 1

a
= L(a) (2.41)

where we made the substitution a = βµH and t = cos θ. The function L(a) is
called the Langevin function, and the magnetisation for the Heisenberg system is:

M =
N

V
µL(a) (2.42)

where N is the number of spins in the system and V is the volume. Taking the
limit for very high fields we obtain that Msat ∝ µ. Figure 2.7 shows the behaviour
of L(a) for different values of µ.

2.3.3 Langevin theory for the Soft Spin model

The third method we can use to fit the experimental data is based on the theory of
soft easy axis spins. In this case we can write the magnetic moment of each spin
as ~µ = ηµẑ where the parameter η ∈ (−1, 1), and the external field as ~H = Hẑ.
The Hamiltonian of this system is:

H = −~µ · ~H +D|~µ|2 = −µHη +Dµ2η2 (2.43)

where D is a parameter that couples to the magnitude of the spin. Notice that:
D > 0 favours η = 0, while D < 0 favours η = ±1 and we obtain an Ising-like
spin. If D = 0 the model is equivalent to a Heisenberg paramagnet.
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Figure 2.7: The behaviour of the Langevin function for different values of µ. –
Comparison of the different classical Langevin function for: µ = 3/2 (red line),
µ = 5/2 (orange line), µ = 7/2 (green line), µ = 11/2 (cyan line) and µ = 15/2
(blue line).

We can calculate the magnetisation as follow:

M =
N

V
µ〈η〉 (2.44)

where

〈η〉 =

∫ 1
−1 ηeβµHη−Dβµ2η2dη∫ 1
−1 eβµHη−Dβµ2η2dη

=
d

dA
ln

[∫ 1

−1
(eAη−Bη

2
dη)

]
For convenience, we introduced the variables A = βµH and B = Dβµ2 to

simplify the expression.

2.3.4 Langevin theory for the Easy Plane model

In the last method we calculate the Langevin equation for an easy plane system.
We follow a general approach to calculate the magnetisation, supposing that the
spin is rotating in the xy plane (where we took ẑ parallel to the [111] direction)
and we apply the external field in a random direction. With these assumptions the
components of the magnetic moment and of the field can be written as:

~µ = µ(cos η, sin η, 0) ~H = H(sin θ, 0, cos θ) (2.45)

Notice that one can always choose the reference system in order to have φ = 0,
in this way x̂ lies precisely on the top of the projection of the field onto the plane.
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This choice imposes no restriction on the direction of the field, but it simplifies
considerably the calculations. The energy of this system is:

E = −~µ · ~H = −µH cos η sin θ (2.46)

Again we can calculate the magnetisation along the field direction as:

M =
N

V
µ sin θ〈cos η〉 (2.47)

where

〈cos η〉 =

∫ 2π
0 dη cos ηeβµH(sin θ cos η)∫ 2π

0 dηeβµH(hx cos η)
=
I1(sin θβµH)

I0(sin θβµH)
(2.48)

here In(z) is the modified Bessel function of the first kind.
Now we want to calculate the magnetisation of a crystal with an external field

along the [111] direction. Following the previous convention for the reference
system, one possibility is to write the direction of the magnetic moments in order
to have x̂ aligned with the projection of the [111] field onto their respective easy
planes:

~µ1 = µ

 sinω1√
2

 1
−1
0

+ cosω1√
6

 1
1
−2


~µ2 = µ

 sinω2√
2

 0
−1
1

+ cosω2√
6

 2
1
1


~µ3 = µ

 sinω3√
2

 −1
0
1

+ cosω3√
6

 1
2
1


~µ4 = µ

 sinω4√
2

 −1
1
0

+ cosω4√
6

 1
1
2


where µ is the value of the magnetic moment of the ions and ω is the rotating

angle in the (111) plane. Applying an external field ~H = H(1, 1, 1)/
√

3, the
energy of this system becomes:

Ei = −~µi · ~H =


E1 = −~µ1 · ~H = 0

E2 = −~µ2 · ~H = −4µH cosω2

3
√

2

E3 = −~µ3 · ~H = −4µH cosω3

3
√

2

E4 = −~µ4 · ~H = −4µH cosω4

3
√

2

⇒ Etot = −2
√

2µH

3
(cosω2 + cosω3 + cosω4) (2.49)
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Notice that it is possible to compute each spin contribution separately, and then
sum all of them with a factor of 1/4 to account for the fact that each of them
represents 1/4 of the total number of spin. The expectation value of the cosine can
be calculated as:

〈cosω2〉 =

∫ 2π
0

2
√

2
3 cosω2e−βEtotdω2∫ 2π
0 e−βEtotdω2

=
2
√

2

3

I1(2
√

2βµH/3)

I0(2
√

2βµH/3)
(2.50)

Finally the magnetisation of the system is:

M =
3Ns

4V
〈cosω2〉 =

Ns

V
√

2

I1(2
√

2βµH/3)

I0(2
√

2βµH/3)
(2.51)

where In(z) is again the modified Bessel function of the first kind. Taking the limit
for very high fields we obtain that Msat ∝ µ/

√
2.

2.3.5 The Brillouin Function in quantum mechanics

A complete analysis of the magnetism must treat this theory in quantum mechanics
too.

The Brillouin function is the analogue of the paramagnetic Langevin function
in quantum mechanics, and it depends only on the knowledge of the total angular
momentum of the magnetic ion. This property makes this approach very useful
when we do not know a priori the behaviour of the spin with an external field
applied.

In general we can express the magnetic moment of an atom in this way:

~µ = gJµB ~J (2.52)

where gJ is the Landé g factor, ~J = ~L+ ~S is the total angular momentum operator
and we are assuming a field applied along ẑ.

The ground state of a system has a total angular momentum J that can be found
using Hund’s rules. In this case since both Dy3+ and Ho3+ have shells more than
a half filled J = L + S (15/2 and 8 respectively). By contrast if we are studying
Ti3+ J = |L−S| = 3/2 since there is only one electron in the 3d shell. Notice that
this assumption is correct if the energy difference between the first excited state J ′

and the ground state J satisfies the relation:

EJ ′ − EJ � kBT (2.53)

where kB is the Boltzmann constant and T is the temperature of the system.
If the above condition is satisfied, then we can neglect the influence of excited

states. According to quantum mechanics the ground state is 2J+1 fold degenerate,
but if we apply an external field we can always lift this degeneracy and split it in a
number of levels equal to the number of values assumed by the quantum number
mJ = −J,−J + 1, ...., J − 1, J . This effect is called the Zeeman effect, and mJ
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is the quantum number of the total angular momentum. Therefore it is associated
with the projection of the total angular momentum operator along the direction of
the field.

In order to derive the Brillouin function we have to take care of the fact that the
energy is quantised. First of all we can express Helmholtz energy in this way:

F = −kBT lnZ (2.54)

where Z is the partition function of the system:

Z =
J∑

mJ=−J
exp−βEJ (2.55)

with

EJ = gJµBHmJ (2.56)

In this way we can rewrite Eq. 2.54 like:

F = −kBT ln

 J∑
mJ=−J

exp−βgJµBHmJ

 (2.57)

If we now divide the above expression by kBT and we take the exponential of
the result, we find a useful definition of the free energy of the system expressed
using a convergent geometric series:

exp−βF =

J∑
mJ=−J

exp−βgJµBHmJ (2.58)

We can call the argument of the series q = exp−βgJµBH < 1 then, using the
sum rule of the geometric series with a finite number of terms, we obtain that:

J∑
mJ=−J

qmJ =
q−J − qJ+1

1− q
(2.59)

Therefore:

exp−βF =
q−J − qJ+1

1− q
=
q−(J+1/2) − qJ+1/2

q−1/2 − q1/2
(2.60)

Finally we can substitute q back in the above equation:

exp−βF =
expβgJµBH(J+1/2)− exp−βgJµBH(J+1/2)

expβgJµBH/2− exp−βgJµBH/2
(2.61)
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The Helmholtz energy can be calculated applying the logarithm to Eq. 2.61:

F = − 1

β
ln

[
expf(H)+g(H)− exp−f(H)−g(H)

expg(H)− exp−g(H)

]
(2.62)

where we assumed f(H) = βgJµBHJ and g(H) = βgJµBH/2.
Now, for a number N of non interacting ions, the magnetisation is only the

derivative respect to the field of the free energy at constant temperature:

M =
N

V
gJµBJ

[(
2J + 1

2J

)
coth

(
2J + 1

2J
x

)
− 1

2J
coth

(
1

2J
x

)]
︸ ︷︷ ︸

BJ (x)

(2.63)

where BJ(x) is the Brillouin function and x = βgJµBJH .
Notice that the behaviour of the Brillouin function is similar to the classical

Langevin one, as one can see from Fig. 2.8. Both functions have a crescent-shaped,
monotonic behaviour and they vary between 0 and 1. However, since the Brillouin
function has been derived using quantum mechanics, we will have different curves
depending on the value of the total angular momentum J . By contrast, in the
classical case the difference in the curves of the Langevin function depends only
on the spin model we are studying, since there is no dependence on J .

Figure 2.8: Comparison of the different Brillouin functions for different J at fixed
gJ = 1. – Qualitative behaviour of the Brillouin function for J = 1/2 (red line),
J = 5/2 (orange line), J = 11/2 (green line) and J = 15/2 (blue line). The inset
shows the comparison between BJ(x) (red line) and L(x) (blue line) for µ = 1/2
and gJ = 2.
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2.4 The Ewald Summation Technique

The Ewald summation technique (see Ref. [49]) is a suitable method to treat long
range interactions without truncating the series expansion and losing contributions
from terms at long range.

As it is known from the literature the series expansion of a long range potential
can only be conditionally convergent. Moreover calculations are very time con-
suming when the system is composed of a big supercell. The Ewald method splits
the summation in two parts: one in real space and one in reciprocal space in or-
der to improve the speed of the computation, and to ensure the convergence of the
series with an high degree of precision (see Ref. [50] for further details).

In this section we show how it is possible to use the Ewald method to calculate
the dipolar interaction in Eq. 1.1 and the magnetic field in 3D systems. This for-
mula will be used in the analysis of the internal fields in spin ice crystals treated in
Sec. 4.1.

2.4.1 The Ewald method applied to 3D systems

The Hamiltonian of a system of N particles for Monte Carlo (MC) and molecular-
dynamic simulations, under periodic boundary is (Ref. [51]):

H =
1

2

′∑
n

 N∑
i=1

N∑
j=1

φ(~rij + L~n,Ωi,Ωj)

 (2.64)

Here ~rij = ~rj − ~rj and Ωi,Ωj are Euler angles of the two particles, L is the
length of the cubic simulation sample that contains N particles and, in order to
reduce the error during the calculation of the potential, this quantity multiplies a
shift vector ~n = (nx, ny, nz) that allows to calculate the potential from a point in
the main reference system to another point in the adjacent one. The prime over the
summation means that when i = j the term n = 0 has to be omitted, because we
do not need to calculate the potential when two points are superimposed.

The charge-charge interaction corresponds to:

φ(~rij)c.c = qiqj
1

| ~rij |
(2.65)

while the dipole-dipole interaction corresponds to:

φ(~rij)d.d = −(µi · ∇)(µj · ∇)
1

| ~rij |
(2.66)

It should be noted that, in this case, the operator gradient is the derivative respect
to ~rij .

Now, if we evaluate the Hamiltonian in Eq. 2.64 using the charge-charge inter-
action, we can find that H has the form of:

H =
∑

1≤i<j≤N

1

L
qiqjΨ

(
~rij
L

)
+

ξ

2L

N∑
i=1

q2
i +

2π

3L3

∣∣∣∣∣
N∑
i=1

qiri

∣∣∣∣∣
2

(2.67)

50



where the Ewald potential Ψ is:

Ψ(~x) =
∑
n

erfc(α | ~x+ ~n |)
| ~x+ ~n |

+
1

π

∑
n6=0

1

| ~n |2
e2πı~n·~x−π2 |~n|2

α2 (2.68)

Here we chose (~x = ~rij/L).
The second term in the Hamiltonian represents the chemical potential and it is

independent of the position of the charges, while the third term is the square of the
total dipole moment of the system. The term erfc(z) represents the complementary
error function:

erfc(z) = 1− erf(z) =
2√
π

∫ ∞
z

e−t
2
dt =

e−z
2

z
√
π

∞∑
n=0

(−1)n
(2n− 1)!!

(2z2)n
(2.69)

For the analysis in Sec. 4.1, we need to find the expression of the magnetic field
calculated with the Ewald summation technique, in order to check the behaviour
of the curve in the medium regime of strength field values. First of all we need to
set some conditions, in order to simplify the calculation:

1. We consider the case where there is only one spin at the centre of the unit
cell.

2. The spin is pointing along ẑ, thus ~µ = µ (0, 0, 1).

3. With the previous choice of coordinate system, B is the vector field due to the
dipole µj computed at site ri. Therefore the dipole µj is not only pointing
along ẑ, but it is also at the origin of the coordinate system, and we can write
~rij = ~ri − ~rj = ~ri.

Under these assumptions, we can calculate the magnetic field using the Ewald
summation technique observing that the dipole-dipole interaction can be rewritten
as:

φ(~rij)d.d = − 1

qiqj
(µi · ∇)(µj · ∇)φ(~rij)c.c (2.70)

and the Hamiltonian can be rewritten explicity as a summation over i, j as:

H =
∑
ij

1

L
qiqjΨ

(
~rij
L

)
− 1

L
q2
i Ψ(0) +

2π

3L3
qiqj~ri · ~rj + const. (2.71)

where the term const. takes care of all the terms regarding the chemical potential.
Now, from the dipole-dipole interaction, we obtain the following Hamiltonian:

H =
∑
ij

− 1

qiqj
(µi · ∇)(µj · ∇)

[
1

L
qiqjΨ

(
~rij
L

)
− 1

L
q2
i Ψ(0) + ....

]
(2.72)

H = −1

2

∑
i 6=j

1

L
(µi · ∇)(µj · ∇)Ψ

(
~rij
L

)
− 1

2

∑
i=j

...... (2.73)
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where we put 1/2 to avoid the double counting, and we split the two summations
because we only need the terms where i 6= j.

This equation can be compared with the classical Hamiltonian:

H = −1

2

∑
i 6=j

~µj · ~Bi(rij) +
∑
i

vi (2.74)

Again the term
∑

i vi takes care of the terms where i = j, but we do not need them.
We can therefore identify:

H = − ~µj · ~Bi(rij) = − 1

L
( ~µj · ∇)(~µi · ∇)Ψ

(
~rij
L

)
(2.75)

Thus
~Bi(rij) =

1

L
∇
[
~µi · ∇Ψ

(
~rij
L

)]
(2.76)

Note that the gradients are taken with respect to ~rij .
Expressing B in S.I. units and re-writing the gradients with respect to ~x =

~rij/L = (x, y, z) we obtain:

~Bi(~rij) =
µ0µ

4π

1

L3
∇x [µ̂i · ∇xΨ(~x)] (2.77)

This equation is consistent even from the dimensional point of view; in fact in
S.I. units we can check that:

[T ] =
[T ]2[m]3

[J ]

[J ]

[T ]

1

[m]3
(2.78)

Now the potential Ψ can be rewritten in this way:

Ψ(~x) =
∑
n

erfc(α | ~x+ ~n |)
| ~x+ ~n |

+
1

π

∑
n6=0

1

| ~n |2
e2πı~n·~x−π2 |~n|2

α2 (2.79)

Therefore the only problem is to calculate the gradient of the wave function.
Obviously we have to calculate only the derivative along ẑ (thanks to the second
assumption); so first of all we split the wave function in two parts:

A1 =
∂

∂z

∑
n

erfc(α | ~x+ ~n |)
| ~x+ ~n |

(2.80)

A2 =
∂

∂z

1

π

∑
n6=0

1

| ~n |2
e2πı~n·~x−π2 |~n|2

α2 (2.81)

The first one can be rewritten as:

A1 =
∂

∂z

∞∑
nx,ny ,nz=−∞

erfc(α
√

(x + nx)2 + (y + ny)2 + (z + nz)2)√
(x+ nx)2 + (y + ny)2 + (z + nz)2

(2.82)
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and, using the third assumption above, the derivative is:

A1 =

∞∑
nx,ny ,nz=−∞

−2α(nz + z)e−α
2[(nx+x)2+(ny+y)2+(nz+z)2]

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]

−
(nz + z)erfc[α

√
(nx + x)2 + (ny + y)2 + (nz + z)2]

[(nx + x)2 + (ny + y)2 + (nz + z)2]3/2
(2.83)

The second one can be written as:

A2 =
∂

∂z

1

π

∞∑
nx,ny ,nz=−∞, 6=0

1

n2
x + n2

y + n2
z

e2πı[nxx+nyy+nzz]−π2 n
2
x+n

2
y+n

2
z

α2 (2.84)

and, using again the third assumption, the derivative is:

∞∑
nx,ny ,nz=−∞, 6=0

2πınze
2πı[nxx+nyy+nzz]−π2 n

2
x+n

2
y+n

2
z

α2

π(n2
x + n2

y + n2
z)

(2.85)

Or better:

A2 =

∞∑
nx,ny=−∞

e2πı[nxx+nyy]
∞∑

nz=−∞,6=0

2ınze
2πınzz e−π

2 n
2
x+n

2
y+n

2
z

α2

(n2
x + n2

y + n2
z)︸ ︷︷ ︸ (2.86)

f(n2)

It is convenient to re-sum the second term as:
∞∑

nz=−∞, 6=0

2nzıf(n2)e2πınzz =
−1∑

nz=−∞
2nzıf(n2)e2πınzz

+

∞∑
nz=+1

2nzıf(n2)e2πınzz =

∞∑
nz=+1

−2nzıf(n2)e−2πınzz

+
∞∑

nz=+1

2nzıf(n2)e2πınzz =
∞∑

nz=+1

2nzı[e
2πınzz − e−2πınzz]f(n2) (2.87)

And using Euler’s formula:
∞∑

nz=+1

2nzıf(n2)2ı sin(2πnzz) =

∞∑
nz=+1

−4f(n2)nz sin(2πnzz) (2.88)

Similarly for nx and ny:

∞∑
nx=−∞

f(n2)e2πınx =

−1∑
nx=−∞

f(n2)e2πınx + [f(n2)e2πınx ]nx=0

+

∞∑
nx=+1

f(n2)e2πınx (2.89)
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The central term is equal to f(0, ny, nz). For the other two, we can use the
same trick as before and Euler’s formula to obtain:

∞∑
nx=−∞

f(n2)e2πınx = f(0, ny, nz) +
∞∑

nx=+1

2f(n2) cos(2πnx) (2.90)

Likewise for ny. We can thus write Eq. 2.84 without any explicit imaginary units:

A2 = −

( ∞∑
nz=+1

4nz sin(2πnzz)f(0, 0, nz) +

∞∑
nx,nz=+1

8nz sin(2πnzz)f(nx, 0, nz) cos(2πnxx) +

∞∑
ny ,nz=+1

8nz sin(2πnzz) cos(2πnyy)f(0, ny, nz) +

∞∑
nx,ny ,nz=+1

16nz sin(2πnzz) cos(2πnyy)f(n2) cos(2πnxx)

 (2.91)

The scalar product between ~µi and the gradient gives only the component on
the ẑ direction (because of the assumption made before). Now to find the compo-
nent of the magnetic field we only have to calculate the second gradient deriving
again respect to x, y, z and obtaining for the first part:

Bx1 =
∞∑

nx,ny ,nz=−∞
+

6(nx + x)(nz + z)αe−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]2

+

4α3(nx + x)(nz + z)e−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]

+

3(nx + x)(nz + z)erfc[
√

(nx + x)2 + (ny + y)2 + (nz + z)2α]

[(nx + x)2 + (nj + y)2 + (nz + z)2]5/2
x̂ (2.92)

By1 =
∞∑

nx,ny ,nz=−∞
+

6(ny + y)(nz + z)αe−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]2

+

4α3(ny + y)(ny + z)e−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]

+

3(ny + y)(nz + z)erfc[
√

(nx + x)2 + (ny + y)2 + (nz + z)2α]

[(nx + x)2 + (nj + y)2 + (nz + z)2]5/2
ŷ (2.93)

Bz1 =

∞∑
nx,ny ,nz=−∞

− 2αe−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]

+
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6(nz + z)2αe−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]2

+

4(nz + z)2α3e−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]

−

erfc[α
√

(nx + x)2 + (ny + y)2 + (nz + z)2]

[(nx + x)2 + (nj + y)2 + (nz + z)2]3/2
+

3(nz + z)2erfc[α
√

(nx + x)2 + (ny + y)2 + (nz + z)2]

[(nx + x)2 + (nj + y)2 + (nz + z)2]5/2
ẑ (2.94)

and for the second part:

Bx2 =

∞∑
nx,nz=+1

16πnxnze
−π

2(n2x+n
2
z)

α2

n2
x + n2

z

sin(2πnxx) sin(2πnzz) +

∞∑
nx,ny ,nz=+1

32πnxnze
−
π2(n2x+n

2
y+n

2
z)

α2

n2
x + n2

y + n2
z

sin(2πnxx) cos(2πnyy) sin(2πnzz)x̂ (2.95)

By2 =

∞∑
ny ,nz=+1

16πnynze
−
π2(n2y+n

2
z)

α2

n2
y + n2

z

sin(2πnyy) sin(2πnzz) +

∞∑
nx,ny ,nz=+1

32πnynze
−
π2(n2x+n

2
y+n

2
z)

α2

n2
x + n2

y + n2
z

cos(2πnxx) sin(2πnyy) sin(2πnzz)ŷ (2.96)

Bz2 = −

( ∞∑
nz=+1

8π cos(2πnzz)e
−π

2n2z
α2 +

∞∑
nx,ny ,nz=+1

32πn2
ze
−
π2(n2x+n

2
y+n

2
z)

α2

n2
x + n2

y + n2
z

cos(2πnxx) cos(2πnyy) cos(2πnzz) +

∞∑
nx,nz=+1

16πn2
ze
−π

2(n2x+n
2
z)

α2

n2
x + n2

z

cos(2πnxx) cos(2πnzz) +

∞∑
ny ,nz=+1

16πn2
ze
−
π2(n2y+n

2
z)

α2

n2
y + n2

z

cos(2πnyy) cos(2πnzz)

 ẑ (2.97)

Finally the magnetic field is:

‖ ~B‖ =
µ0µ

4π

1

L3

√
(Bx1 +Bx2)2 + (By1 +By2)2 + (Bz1 +Bz2)2 (2.98)
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where 
x = (rxi − rxj )/L = rxi /L

y = (ryi − r
y
j )/L = ryi /L

z = (rzi − rzj )/L = rzi /L

(2.99)

and L is the dimensional size of the total simulation cell (i.e. L = 2
√

2Lrnn).
We show in App. A.1 the three components of the field for a spin with µ along

(1, 1, 1)/
√

3.

2.5 Monte Carlo simulations in spin ice

Spin ice crystals form a formidable test bench for theorists who, taking advantage
of the symmetries of the system and using statistical mechanics, can write a pro-
gram to calculate thermodynamic quantities such as heat capacity, magnetisation
and susceptibility or, focusing on a specific plane, make predictions on the neutron
scattering cross section (see Sec. 3.1). Notice that all the previous quantities can be
calculated only when the system is at equilibrium, however one can also perform a
calculation out of the equilibrium in order to study the dynamics of the monopoles.
One of the best review that explains in great details how to calculate the previous
quantities for both Dy2Ti2O7 and Ho2Ti2O7, can be found in Ref. [50].

In this section we explain the basics of Monte Carlo (MC) simulation (Ref. [52]),
and we show some useful tricks to improve the computational speed of the calcu-
lation exploiting the symmetry of the pyrochlore lattice.

2.5.1 What is a Monte Carlo simulation ?

Monte Carlo methods are a broad class of computational algorithms that rely on
repeated random sampling to obtain numerical results. Typically one runs simu-
lations many times in order to obtain the distribution of an unknown probabilistic
entity. The name comes from the resemblance of the technique used for playing
and recording your results in a real gambling casino. In physics-related problems,
Monte Carlo methods are quite useful for simulating systems with many coupled
degrees of freedom (fluids, disordered materials, strongly coupled solids), or cel-
lular structures (Potts model).

Lets assume that a system at a given temperature (i.e at equilibrium) and whose
Hamiltonian is known, follows Boltzmann statistics. The mean value of some
macroscopic variable A can be computed over all the phase space (PS) using the
Boltzmann distribution as follows:

〈A〉 =

∫
PS

A(~r)
expβE(~r)

Z
d~r (2.100)

where E(~r) is the energy of the system for a given state ~r = (~q, ~p) and Z is the
partition function. One possible approach to solve this multivariable integral is to
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exactly enumerate all possible configurations of the system, and calculate averages
at will. Therefore, the estimate under MC integration of the above integral is:

〈A〉 ' 1

N

N∑
i=1

A(~r)
expβE(~r)

Z
(2.101)

where ~ri are uniformly obtained from all of PS and N is the number of sampling
points.

This is actually done in exactly solvable systems and in simulations of samples
with few particles. However in realistic systems even an exact enumeration can
be difficult to implement, and the Monte Carlo integration is generally employed
since the error grows as 1/

√
N , independently of the dimension of the integral.

Now, as it is well known, there are some zones of the PS that are generally more
important to the mean value of the variable A than others. In particular, those that
have the value of exp−βE(~ri) sufficiently high compared to the rest of the energy
spectrum are the most relevant for the integral. If p(~r) is a distribution that chooses
states that are known to be more relevant to the integral, the mean value of A can
be rewritten as:

〈A〉 =

∫
PS

p−1(~r)
A(~r)

Zp−1(~r)
exp−βE(~r) d~r =

∫
PS

p−1(~r)A∗(~r)

Z
exp−βE(~r) d~r (2.102)

whereA∗(~r) are the sampled values taking into account the importance probability
p(~r). This integral can be estimated as:

〈A〉 ' 1

N

N∑
i=1

p−1(~ri)
A∗(~ri)

Z
exp−βE(~ri) (2.103)

where ~ri are now randomly generated using the p(~r) distribution. Since most of the
times it is not easy to find a way to generate those states with a given distribution,
the Metropolis algorithm must be used.

It is known from the literature that the most likely states are those that maximise
the Boltzmann distribution, also called the canonical distribution. Let

p(~r) =
exp−βE(~r)

Z
(2.104)

Substituting Eq. 2.104 in the previous sum:

〈A〉 ' 1

N

N∑
i=1

A∗(~ri). (2.105)
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Therefore the procedure to obtain a mean value of a given variable, using the
Metropolis algorithm, with the canonical distribution, is to use the Metropolis al-
gorithm to generate states given by the distribution p(~r) and perform means over
A∗(~r).

Notice that when performing a given measure, i.e. a realisation of ~ri, one
must ensure that the new realisation is not correlated with the previous state of the
system, otherwise the states are not being “randomly” generated. This statement
is relevant in systems with high energy gaps, where the time needed to decorrelate
the state can tend to infinity.

A careful reader should have noticed that, in order to perform a MC simulation,
we need at least four different tools: the Hamiltonian of the system (Eq. 1.1) a ran-
dom generator code that gives us an ensemble of many uncorrelated configurations
in PS (Marsaglia code Ref. [53] is one of the best for this aim), and a MC algorithm
coupled with a Metropolis condition that performs the calculation of the variable
we are looking for.

In spin ice systems our ensemble of configurations is given by the different
directions of the Ising spins and the MC algorithm is a periodical update of the
configuration using a “single spin flip” method, that calculates the energy differ-
ence between the two configurations before and after the “single spin flip”. Finally
the Metropolis condition accepts of rejects the update according to the Boltzmann
distribution for that particular value of T . With only these ingredients we are able
to study spin ice systems with a high degree of accuracy and then we can also com-
pare the simulation results with the experimental data, that are the final bench mark
of the calculation.

Once the main program has been written, one can always spend a little bit of
time trying to improve the speed of the calculation. Notice that this advice is not a
waste of time since some calculations can be very time consuming, especially when
we are dealing with very large simulation systems. In this case the optimisation of
the code is crucial in order to achieve a robust result in the simulation.

For this reason we suggest here a couple of tricks exploiting the symmetry of
the pyrochlore lattice, that can be very useful to study spin ice systems:

1. Commonly we can set the origin of the reference system at the centre of
the rare earth tetrahedron. This choice allows us to write the position of
the four rare earth spins in a very simple way since they are located at the
same distance from the centre along the local 〈111〉 directions. Moreover
we can focus our attention only on the main sub lattice of the pyrochlore
lattice (see Fig. 2.9 red tetrahedra), since the other centres (green spheres)
will be a translation of the first one along the bonds of the pyrochlore lattice
(1/2, 1/2, 0); (1/2, 0, 1/2) and (0, 1/2, 1/2) written in the appropriate units.

2. We can scale the length of the system using as common unit the distance
between two neighbouring rare earth ions (rnn = 1), in this way all the other
distances are quantised in unit of 2

√
2 (see Sec. 1.4.2).
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Figure 2.9: Unit cell used in MC simulation. – A common choice for the reference
system consists of having the origin at the centre of the rare earth tetrahedron (green
spheres). This method allows us to write the position of the magnetic ions in an
easy way since they are located at the same distance from the centre along the
local 〈111〉 directions. Moreover we can focus our attention only on the main sub
lattice of the pyrochlore lattice (red tetrahedra), since the other centres will be a
translation of the first one along the bonds of the pyrochlore lattice. A quarter of
the unit cell of the lattice is highlighted in cyan.

3. The main problem in Eq. 1.1 is the calculation of the dipolar energy, that
becomes time consuming for very large systems (L ≥ 8). We have already
seen how to treat long range interactions using the Ewald technique in the
previous section, however another hint is to simplify the formula in the fol-
lowing way:

Edip = D
∑
i<j

[
Si · Sj
|rij |3

− 3(Si · rij)(Sj · rij)
|rij |5

]
=

D
∑
i<j

[
êi · êj
|r̂ij |3

− 3(êi · r̂ij)(êj · r̂ij)
|r̂ij |3

]
︸ ︷︷ ︸

Dij

σiσj (2.106)

where êi are the unit vectors of the spin written in Fig. 2.5, r̂ij are the bond
unit vectors of the pyrochlore lattice and σi = ±1 is a discrete variable used
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to indicate that the spin is pointing in or out of the tetrahedron. Notice that
according to the common definition of êi, a plus sign means spin out and
vice versa for minus. The user can use this formula to compute the matrix
elements Dij with the Ewald technique, save them in an external file and
read them only when it is necessary.

4. The last bottleneck in our program is the “single spin flip” update of the
MC. In this case the choice is dictated by the physics of the system, but one
can always use a “cluster spin flip” update that increases the speed of the
simulation and avoids local minima.
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Chapter 3

Experimental techniques

Contents

3.1 General aspects of neutron scattering, 61 • 3.2 Characteristics of the SXD facil-
ity in ISIS, 68 • 3.3 Characteristics of the DNS facility in Munich, 69 • 3.4 7 tesla
SQUID magnetometer, 71.

Following the spirt of Galileo’s and Newton’s science, every single theoretical re-
sult must be benchmarked with an experiment.

The beauty of spin ice crystals is that they can be easily characterised by means
of several techniques, e.g. neutron scattering, µSR, NMR, SQUID and PPMS.

For our specific analysis we used the following instruments:

1. Unpolarised neutron scattering at the SXD facility to study the features of the
structural diffuse scattering arising from the defect structure of the lattice.

2. Polarised neutron scattering at the DNS facility to study the magnetism of
the sample measuring the spin flip (SF) and non spin flip (NSF) channels.

3. 7 tesla SQUID magnetometer at the Clarendon Laboratory in Oxford to mea-
sure the difference in the magnetisation of the samples.

3.1 General aspects of neutron scattering

The neutron is a subatomic hadron particle that has no net electric charge and a
mass slightly larger than that of a proton≈ 1 GeV. With the exception of hydrogen-
1, it is present in the nucleus of every single atom, and it dilutes the Coulomb re-
pulsion of the protons. Neutrons bind with protons and one another via the nuclear
force; the effective number of neutrons in the nucleus is called the neutron number
and it reveals the specific isotope of that atom.
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While bound neutrons in nuclei can be stable, free neutrons are unstable and
they undergo a beta decay with a mean lifetime of 881.5± 1.5s. Free neutrons can
be produced in nuclear fission and fusion, while for experiment there are dedicated
neutron sources like research reactors (e.g. DNS in Munich) and spallation sources
(e.g. SXD in ISIS). The wavelengths of thermal neutrons make them suitable as
probes for the determination of both the chemical and magnetic structures of the
compounds.

Here we outline the relevant theory of neutron scattering following Ref. [54].
We first derive the expression of the potential due to the magnetic interaction be-
tween a neutron and an unpaired electron. The operator which corresponds to the
magnetic dipole moment of the neutron is:

µ̂n = −γ e~
2mp

σ̂ (3.1)

where mp is the mass of the proton, e its charge, γ = 1.913 and σ̂ = {σx, σy, σz}
is the Pauli spin operator for the neutron.

The corresponding operator of the magnetic dipole moment of the electron is:

µ̂e = −2
e~

2me
ŝ (3.2)

where me is the mass of the electron and e its charge. Here ŝ represents the spin
angular momentum operator in unit of ~, thus the eigenvalues of its components
are ±1/2. Notice that, although σ̂ and ŝ both relate to particles of spin 1/2, their
definition differ by a factor of 2 due to relativistic corrections.

If we consider an electron with momentum p̂, the magnetic field due to its
magnetic dipole moment at a general point ~R is:

~BD = ∇× ~A with ~A =
µ0

4π

µ̂e × R̂
|~R|2

(3.3)

where R̂ is a unit vector in the direction of ~R and µ0 is the vacuum permeability.
The magnetic field due to the momentum of the electron can be calculated

using the Biot-Savart law as:

~BI =
µ0

4π
I
d~l × R̂
|~R|2

(3.4)

where Id~l = −2µB p̂/~.
Therefore the total magnetic field is:

~B = ~BD + ~BI =
µ0

4π

[
∇×

(
µ̂e × R̂
|~R|2

)
− 2µB

~
p̂× R̂
|~R|2

]
(3.5)

62



The potential of a neutron with dipole moment µ̂n in this field is:

V = −µ̂n · B̂ = −µ0

4π
γµB

(
e~
mp

)
σ̂ ·

[
∇×

(
ŝ× R̂
|~R|2

)
+

1

~
p̂× R̂
|~R|2

]
(3.6)

In general the cross section for a process in which the system changes from an
initial state λ to a final state λ’, and the neutron changes from an initial state (~k, σ)
to a final state (~k′, σ′) is:(

d2σ

dΩdE′

)
σλ→σ′λ′

=
k′

k

( m

2π~2

)2
|〈k̂′σ′λ′|Vm|k̂σλ〉|2δ(Eλ − Eλ′ + ~ω) (3.7)

where Vm is the potential between the neutron and all the electrons in the scattering
system.

The evaluation of 〈k̂′|Vm|k̂〉 is written in many books (see e.g. Ref. [54]), and
it can be demonstrated that the final result is:(

d2σ

dΩdE′

)
σλ→σ′λ′

=
k′

k
(γr0)2|〈σ′λ′|σ̂ · ~Q⊥|σλ〉|2δ(Eλ − Eλ′ + ~ω) (3.8)

where r0 is the classical radius of the electron and ~Q⊥ is the vector projection of
~Q (the Fourier transform of the magnetisation) on to the plane perpendicular to k̂.
In particular, the geometrical relation between ~Q and ~Q⊥ is:

~Q⊥ = ~Q− ( ~Q · k̂)k̂ (3.9)

Therefore we can write:

~Q†⊥ · ~Q⊥ = [ ~Q† − ( ~Q† · k̂)k̂] · [ ~Q− ( ~Q · k̂)k̂] = ~Q† · ~Q+

− ~Q† · ( ~Q · k̂)k̂ − ~Q · ( ~Q† · k̂)k̂ + ( ~Q† · k̂)k̂ · ( ~Q · k̂)k̂ =

~Q† · ~Q− ( ~Q† · k̂)( ~Q · k̂) =
∑
α,β

(δαβ − k̂αk̂β)Q†αQβ (3.10)

where α, β = x, y, z and δαβ is the Kronecker delta.
Notice that the cross section in Eq. 3.8 must be summed over the final states

(σ′, λ′) and averaged over the initial states (σ, λ), thus:

d2σ

dΩdE′
=
k′

k
(γr0)2

∑
α,β

(δαβ − k̂αk̂β)

∑
λ,λ′

pλ〈λ|Q†α|λ′〉〈λ′|Qβ|λ〉δ(Eλ − Eλ′ + ~ω) (3.11)

where pλ is the probability that the neutron is initially in the state λ.
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3.1.1 Elastic Cross Section for Single Crystals

For a Bravais crystal with localised electrons, the elastic cross section (i.e. when
~ω = 0) is obtained from Eq. 3.11 by replacing the matrix elements with their
limiting values as t→∞. Therefore the general formula for unpolarised neutrons
is: (

dσ

dΩ

)
el

= const.

[
1

2
gJF (~k)

]2∑
α,β

(δαβ − k̂αk̂β)
∑
~l

expı
~k·~l〈Sα0 〉〈S

β
~l
〉 (3.12)

where const. = (γr0)2N exp−2W . Here r0 = µ0e
2/4πme ∼ 2.82 fm, N is the

number of cells in the system, gJ = gS + gL is the Landé g factor, F (~k) is the
magnetic form factor to the ion and W is the Debye-Waller factor.

Equation 3.12 is the most general expression of the cross section, but we can
try to simplify it exploiting the symmetries of the pyrochlore lattice. We have
already seen in Sec. 1.4.2 that the O(1) are located on the sites of an FCC lattice
(see Fig. 3.1), thus we can choose the origin of our reference system at this point
and then we can find the coordinates of the rare earth ions.

The common basis for the FCC lattice is:

â1 =
1√
2

(0, 1, 1) â2 =
1√
2

(1, 0, 1) â3 =
1√
2

(1, 1, 0) (3.13)

The length of the Dy2Ti2O7 unit cell is a = 2
√

2rnn with rnn ≈ 3.54 Å, but it
is common to define rnn = 1 so the distance between two oxygens in the system
becomes ã = 2 in these units. Therefore a vector in the FCC lattice can be written
as:

~l = n
ã√
2

(0, 1, 1) +m
ã√
2

(1, 0, 1) + p
ã√
2

(1, 1, 0) (3.14)

If we now want to express all the positions of the rare earth ions in the system
using the length of the unit cell as a common unit, the previous vector becomes:

~l = ~t+ ~∆ =
a

2
n(ĵ + k̂) +

a

2
m(k̂ + î) +

a

2
p(̂i+ ĵ) + ~∆ a = 2

√
2 (3.15)

Where ~t represents the displacements of the oxygens in the system and ~∆ is the
displacement of the rare earth ions from the centre of the tetrahedron. With this
basis a general vector in the reciprocal space can be written as:

~k =
2π

a
k1(ĵ + k̂ − î) +

2π

a
k2(k̂ + î− ĵ) +

2π

a
k3(̂i+ ĵ − k̂) =

2π

a
(kx, ky, kz) (3.16)

Here î = (1, 0, 0) ĵ = (0, 1, 0) and k̂ = (0, 0, 1) are the three fundamental unit
vectors, and if we evaluate the dot product between ~t and ~k we obtain:

~k · ~t = 2π(k1n+ k2m+ k3p) (3.17)
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Figure 3.1: Unit cell used for neutron scattering MC simulations. – The origin
of the reference system is commonly chosen on an O(1) site, in this way the four
rare earth ions are located at the same distance (∆) along the local 〈111〉 directions
(black bar). Within this reference all the other tetrahedra can be reached with a
translation t of the origin along the primitive vectors of the FCC lattice (yellow
arrows).

Finally the elastic cross section of the pyrochlore lattice can be written as:

∂σ

∂Ω

∣∣∣∣
el

= const.

[
1

2
gJF (~k)

]2 ∑
α,β=x,y,z

[(
δα,β −

kαkβ

|~k|2

)
+∞∑

t,t′=−∞

4∑
∆,∆′=1

eı
~k·[(~t+~∆)−(~t′+ ~∆′)]Sαt,∆S

β
t′,∆′

 (3.18)

Using simple trigonometric formule we can calculate the displacements (∆) of
the four Dysprosium atoms from the centre of the tetrahedron: ~∆1 = a

8 (1, 1, 1),
~∆2 = a

8 (−1,−1, 1), ~∆3 = a
8 (−1, 1,−1) and ~∆4 = a

8 (1,−1,−1). Since the
summation over ∆ in Eq. 3.18 does not depend on t or t′, we can take it out from
the summation and then calculate it explicitly (see Tab. 3.1):

Therefore the phase factor becomes:

4∑
∆,∆′=1

eı
~k·(~∆− ~∆′) = 4 + 2 cos

[
2π

(
kx
4

+
kz
4

)]
+ 2 cos

[
2π

(
kx
4

+
ky
4

)]
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∆‖∆′ a
8 (1, 1, 1) a

8 (−1,−1, 1) a
8 (−1, 1,−1) a

8 (1,−1,−1)
a
8 (1, 1, 1) (0, 0, 0) a

4 (1, 1, 0) a
4 (1, 0, 1) a

4 (0, 1, 1)
a
8 (−1,−1, 1) a

4 (−1,−1, 0) (0, 0, 0) a
4 (0,−1, 1) a

4 (−1, 0, 1)
a
8 (−1, 1,−1) a

4 (−1, 0− 1) a
4 (0, 1,−1) (0, 0, 0) a

4 (−1, 1, 0)
a
8 (1,−1,−1) a

4 (0,−1,−1) a
4 (1, 0,−1) a

4 (1,−1, 0) (0, 0, 0)

Table 3.1: Phase factors of the magnetic ions in Eq. 3.18.

+2 cos

[
2π

(
ky
4

+
kz
4

)]
+ e

ı2π
(
ky
4
− kx

4

)
+ e

ı2π
(
ky
4
− kz

4

)
+ e

ı2π
(
kz
4
− ky

4

)

+eı2π(
kz
4
− kx

4 ) + e
ı2π

(
kx
4
− ky

4

)
+ eı2π(

kx
4
− kz

4 ) (3.19)

Moreover we can also simplify the summation over t and t′ in order to obtain
the following expression:

+∞∑
t,t′=−∞

eı
~k·(~t−~t′) =

+∞∑
n,m,p,n′,m′,p′=−∞

eı2π[k1(n−n′)+k2(m−m′)+k3(p−p′)] =

+∞∑
n,m,p,n′,m′,p′=−∞

cos {2π[k1(n− n′) + k2(m−m′) + k3(p− p′)]} (3.20)

Finally the elastic magnetic cross section for a spin ice crystal is:

∂σ

∂Ω

∣∣∣∣
el

= (γr0)2N

[
1

2
gJF (~k)

]2

e−2W

(
4 + 2 cos

[
π

(
kx + kz

2

)]
+2 cos

[
π

(
kx + ky

2

)]
+ 2 cos

[
π

(
ky + kz

2

)]
+ e

ıπ
(
ky−kx

2

)

+e
ıπ
(
ky−kz

2

)
+ e

ıπ
(
kz−ky

2

)
+eıπ(

kz−kx
2 ) + e

ıπ
(
kx−ky

2

)
+ eıπ(

kx−kz
2 )

)
∑

α,β=x,y,z

(δα,β − kαkβ

|~k|2

)
+∞∑

n,m,p,n′,m′,p′=−∞
Sαn,m,p,∆S

β
n′,m′,p′,∆′

cos {2π[k1(n− n′) + k2(m−m′) + k3(p− p′)]}
]

(3.21)

3.1.2 Polarisation Analysis

So far we have considered the scattering of the neutrons only from one momentum
state to another one. However, experiments which determine the spin state as well
as the momentum of the neutron can give further information on the sample.

The spin state of a neutron is defined relative to a direction known as the polar-
isation direction, and the scattered spin states of the particle are analysed along it.
For simplicity we assume that this direction coincides with ẑ.
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We can denote the spin states of the neutron in this way: up by (u) with eigen-
value +1 and down by (d) with eigenvalue −1. With these assumptions Eq. 3.8
gives rise to four different cross sections, known as spin state cross sections, which
correspond to: u → u, d → d, u → d and d → u. The first two processes do
not involve any change in the spin direction, therefore they are called the Non Spin
Flip (NSF) channels. The latter two are called the Spin Flip (SF) channels.

In order to calculate the four spin state cross-sections for the magnetic scatter-
ing in Eq. 3.8, we notice that:

〈u|σ̂ · ~Q⊥|u〉 = Q⊥z

〈d|σ̂ · ~Q⊥|d〉 = −Q⊥z
〈u|σ̂ · ~Q⊥|d〉 = Q⊥x − ıQ⊥y
〈d|σ̂ · ~Q⊥|u〉 = Q⊥x + ıQ⊥y (3.22)

For example we can verify the first of the above relations as follows:

〈u|σ̂ · ~Q⊥|u〉 = 〈u|(σx, σy, σz) · (Q⊥x, Q⊥y, Q⊥z)|u〉 =(
1
0

)(
Q⊥z Q⊥x − ıQ⊥y

Q⊥x + ıQ⊥y −Q⊥z

)(
1
0

)
= Q⊥z (3.23)

The remaining three relations are obtained using the same procedure.
Therefore, once the polarisation direction is chosen, one can always find the

components of Q⊥ in order to calculate the NSF and SF channels. Notice that
the sum of the two channels must give the non polarised cross section, and this
can be a useful cross check at the end of the calculations. Moreover we can see
that the NSF scattering is sensitive only to those components of the magnetisation
parallel to the neutron spin, by contrast the SF scattering is sensitive only to those
components perpendicular to it. Notice that if the polarisation is chosen parallel
to the scattering vector, then the magnetisation in the direction of the polarisation
will not be observed since the magnetic interaction vector is zero. In this case all
magnetic scattering will be observed in the SF channel.

In spin ice experiments it is common to study the (hhl) plane, in this case the
polarisation direction is along [1,−1, 0]/

√
2, and we can express the four easy axis

spins in the following way:

Ŝ1 = σ√
3

 1
1
1

 Ŝ2 = σ√
3

 −1
−1
1

 Ŝ3 = σ√
3

 −1
1
−1

 Ŝ4 = σ√
3

 1
−1
−1


where σ = ±1. Thus the three components of S⊥ projected on the (hhl) plane are:

Ŝ⊥,1 = σ


2√
6

1√
3

0

 Ŝ⊥,2 = σ

 −
2√
6

1√
3

0


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Ŝ⊥,3 = σ

 0
− 1√

3

− 2√
6

 Ŝ⊥,4 = σ

 0
− 1√

3
2√
6


Notice that only two spins contribute to the NSF channel in this plane, therefore

we can rewrite Eq. 3.18 as follows:

∂σ

∂Ω

∣∣∣∣
NSF

= const.

[
1

2
gJF (~k)

]2 +∞∑
t,t′=−∞

4∑
∆,∆′=3

eı
~k·[(~t+~∆)−(~t′+ ~∆′)]Sz⊥t,∆S

z
⊥t′,∆′ (3.24)

3.2 Characteristics of the SXD facility in ISIS

The Single Crystal Diffractometer (SXD) uses the time-of-flight Laue technique
with an incident wavelengths ranging from 0.2− 10 Å to access large 3D volumes
of reciprocal space in a single measurement (see Ref. [55]). This makes SXD espe-
cially powerful in applications involving surveys of reciprocal space such as phase
transitions, incommensurate structures, and also in applications where sample ori-
entation may be restricted due to its large shape. The eleven 64x64 pixel optically
encoded ZnS scintillators provide an excellent resolution of reciprocal space with
a very large Q range (see Fig. 3.2).

The structure determination programme reflects the strength of single crystal
neutron diffraction in studies of non-bonded contacts, specifically those involv-
ing hydrogen atoms, thermal parameter analysis, and in the area of charge density
studies where neutron diffraction data provide complementary information to high
resolution X-ray studies. A recent innovation has resulted from exploitation of the
flexible data collection method offered by the time-of-flight Laue technique, which
allows data sets to be collected in relatively short periods of time. The ability
to measure a structure at more than one temperature can have significant bene-
fits, either to characterise thermal parameter behaviour (methyl group librations in
paracetamol) or to study disorder (proton transfer in benzoic acid). The standard
sample environment for measurements at room temperatures (RT) can be coupled
with one of the following devices to explore different ranges of temperatures:

1. Liquid He Orange cryostat (1.5− 300) K.

2. Displex cooler (12− 300) K.

3. Furnace (300− 1200) K.

4. Cryostat with 3He dilution insert (0.3− 300) K.

5. Top loading Closed Cycle Refrigerator (CCR) (4− 320) K.

The diffuse scattering caused by both dynamic and static effects can be studied,
allowing short range order, defect structure and local orientational correlations to
be probed. Applications of SXD also include:
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1. Structure determination (including Hydrogen atom location).

2. Diffuse scattering (thermally induced disorder, disorder resulting from defect
impurities, or the structure of short range magnetically ordered systems).

3. Phase transitions (including changes of symmetry, and superlattice reflec-
tions).

4. Incommensurate structures.

5. Fibre diffraction.

Figure 3.2: The Single Crystal Diffractometer (SXD) at ISIS. –

3.3 Characteristics of the DNS facility in Munich

The Diffuse Neutron Scattering spectrometer (DNS), visible in Fig. 3.3, is a ver-
satile diffuse scattering cold neutron time-of-flight spectrometer with polarisation
analysis (see Ref. [56]). It allows the unambiguous separation of nuclear coher-
ent, spin incoherent and magnetic scattering contributions simultaneously over a
large range of scattering vectors Q and energy transfers E. The wavelength of the
monochromator ranges from 2.4− 6 Å, and it is possible to use both polarised and
unpolarised neutrons for the analysis. In the former case 24 detection units with
3He detector tubes provide a covered scattering angle in the horizontal plane rang-
ing from 0 < 2θ ≤ 150 degrees, in this case Qmax = 4.84 Å−1 with E = 14.2
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meV orQmax = 1.93 Å−1 with E = 2.28 meV. In the latter case 128 position sen-
sitive 3He tubes cover a total solid angle of 1.9 sr with a covered scattering angle
in the horizontal plane ranging from 0 < 2θ ≤ 135 degree.

The sample environment is excellent and it is very useful to study compounds
at different temperatures. We can choose among these different types of cryostat:

1. Top loading CCR.

2. Closed cycle cold head.

3. Orange type cryostat.

4. Cryo furnace.

5. Dilution 3He/4He cryostat insert (down to ∼ 20 mK).

6. Cryomagnet (self-shielding, vertical field up to 5 tesla).

The main applications can be summarised as the follows:

1. Magnetic, lattice and polaronic correlations: geometrically frustrated mag-
nets, strongly correlated electrons, emergent materials.

2. Single-crystal and powder time-of-flight spectroscopy: single-particle exci-
tations, magnons and phonons.

3. Soft condensed matters: separation of coherent scattering from hydrogenous
materials, polymer, liquids and glasses.

Figure 3.3: The Diffuse Neutron Scattering spectrometer (DNS) in Munich. –
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3.4 7 tesla SQUID magnetometer

The Superconducting Quantum Interference Device (SQUID) consists of two su-
perconducting magnets, separated by thin insulating layers to form two parallel
Josephson junctions. We used it as a magnetometer in order to measure the mag-
netisation of our samples at T = 2 K.

In principle, two superconductors separated by a thin insulating layer, can ex-
perience the tunnelling effect of Cooper pairs of electrons through the junction.
According to quantum mechanics, we can represent the Cooper pairs using wave
functions similar to the free particle ones. In this way we can have two cases:

1. In the DC Josephson effect a current, proportional to the phase difference of
the wave functions, can flow in the junction in the absence of a voltage.

2. In the AC Josephson effect a Josephson junction will oscillate with a char-
acteristic frequency, which is proportional to the voltage across it.

Since frequencies can be measured with great accuracy, a Josephson junction has
become the standard measure of voltage.

This device may be configured as a magnetometer to detect incredibly small
magnetic fields (≈ 10−14 tesla), small enough to be comparable to the magnetic
fields in living organisms. For example they have been used to measure the mag-
netic fields in mouse brains to test whether there might be enough magnetism to
attribute their navigational ability to an internal compass.

Figure 3.4: The 7 tesla SQUID magnetometer at the Clarendon Laboratory in
Oxford. –

The great sensitivity of the magnetometer allows us to measure changes in the
magnetic field associated with one quantum flux. One of the discoveries associated
with Josephson junctions, was that flux is quantised in units of:

Φ0 =
2π~
2e
≈ 2.0678 10−15 tesla ∗m2 (3.25)
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If a constant biasing current is maintained in the magnetometer, the measured
voltage oscillates with the changes in phase at the two junctions, which depends
upon the change in the magnetic flux. Counting the oscillations allows us to eval-
uate the flux change which has occurred.

The user can measure both the magnetisation and the susceptibility of the sys-
tem over a wide range of temperatures (1.8− 400 K) with great accuracy, and the
applied external magnetic field can go up to 7 tesla. Note that before starting the
measurement, the sample is inserted into a white non magnetic straw closed at one
end. This prevents the sample from falling in the chamber during the measurement
and moving from the calibrated position when the system is oscillating.
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Chapter 4

Internal Field Analysis

Contents

4.1 Distribution of the internal Fields, 73 • 4.2 Comparison with NMR and µSR
experiment, 78 • 4.3 Discussion, 82 • 4.4 Conclusion, 83.

One of the most interesting features of spin ice is the study of the magnetic Coulomb
field that emerges as the atomic dipoles fractionalise into magnetic monopoles.
These topological defects have analogies in magnetic nano-arrays (Refs. [57]-
[60]). Neutron scattering experiments, which provide magnetic fields correlations
in reciprocal space, have produced some of the strongest evidence for the Gauge
structure (Refs. [61],[62]) and “Dirac strings” (Ref. [63]) that emerge at low tem-
peratures. However, a study on the magnetic fields on the lattice scale is still lack-
ing.

The analysis of the internal fields of the crystal is very important to understand
the field distribution generated from different spin configurations. In particular one
could directly visualise the 1/r2 behaviour of the Coulomb field set up by a pair
of monopoles in the system, and obtain useful information for the interpretation of
NMR and µSR experiments.

In this chapter we show the main results of our MC simulations based on the
theory developed in Sec. 2.5. These results are benchmarked with the experimental
data obtained using NMR and µSR techniques (Refs. [64]-[66]).

4.1 Distribution of the internal Fields

The histograms of the internal field distribution P (h), collected across a uniform
cubic grid spanning the unit cell of a system with L = 4, are shown in Fig. 4.1.
The average has been calculated over 104 uncorrelated realisations of disorder.
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In particular we show P (h) for three specific cases of spin configurations: pure
2in-2out (i.e. the ground state) shown with a red line, configurations containing
only two maximally separated monopoles, that are evaluated in the unit cell (blue
line) or half the way between the pair (purple crosses), and completely random
configurations of Ising spins with local [111] easy axes (green line). Notice that
the random configurations correspond to infinite temperature states of the system.

Figure 4.1: Histogram of the internal field distribution for different spin configu-
rations. – The internal field distribution P (h) has been collected across a uniform
cubic grid spanning the unit cell of a system with L = 4. The average has been
done over 104 uncorrelated realisations of disorder for: pure 2in-2out (red line);
configurations containing only two maximally separated monopoles, that are eval-
uated in the unit cell (blue line) or half the way between the pair (purple crosses)
and random configurations of Ising spins with local [111] easy axes (green line).
In all cases P (h) ∝ h2 at small fields, while P (h) ∝ h−2 at large ones. Cyan
and orange lines represents the internal field distribution calculated at the centre
of the super tetrahedra and at the centre of the rare earth tetrahedra (low and high
fields respectively), while black triangles are the fit of the random distribution using
Eq. 4.1.

As is visible from Fig. 4.1 in all cases P (h) ∝ h2 at small fields, while P (h) ∝
h−2 at large fields. The latter property reflects the geometric probability of probing
the 1/r3 divergence behaviour of h close to a spin. The former is a non trivial result
which plays an important role in the interpretation of the recent µSR experiments
(see Ref. [65]). In fact it implies that the probability to find magnetic fields of the
order of few milli tesla in the bulk of the sample, is very low. The discrepancies
of the three curves at low fields are due to the fact that the presence of a monopole
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has a strong effect on the nearby environment. Therefore the statistical weight of
the distribution is shifted from low to higher fields maintaining at the same time
the overall shape.

This is higher counterintuitive, if one considers that spin ice 2in-2out tetrahe-
dra are ferro magnetically ordered. In fact at a single tetrahedron level, the dipolar
interactions are minimised by a ferromagnetic arrangement of the spins and the
well-known 2in-2out ice rules maximise indeed the magnetic moment of a tetrahe-
dron. Moreover the degeneracy resulting from the frustration leads to longer range
correlations where the local moments do not align, like in a usual ferromagnet, and
hence do not produce a macroscopic moment.

For a classical ferromagnet, one would expect that the internal fields are larger
in the 2in-2out arrangement than they are in the presence of a monopole or other-
wise disordered configurations. However, the emergent spin ice gauge structure is
one which suppresses the coarse-grained moments locally, and this can be under-
stood if we think about the dipoles aligning head-to-tail to form strings which have
a preference for closing back on themselves (“flux loops”). Such strings exhibit
zero net mono and dipole moments in a continuum treatment, which in turn leads
to an effective suppression of the fields they produce at large distances.

These loops get broken down as monopoles appear since as they introduce
endpoints of such loops. Therefore, the rapid decay of the loop field due to the
vanishing of the monopole and dipole moments is replaced by the slower decay of
the Coulomb field.

There is another reason that explains the non classical ferromagnetic behaviour
of spin ice, and it can be described by looking at the detailed structure of the field
distribution on the lattice scale. As one can see from Fig. 4.2(a), the internal field
distribution for pure 2in-2out configurations exhibits a considerable local structure.
Near the spins and at the centres of the rare earth tetrahedra there are large fields,
higher than 4 tesla. In the interstitial regions the field average is much lower, and it
is the lowest at the centres of super tetrahedra (see Sec. 1.4.2). These positions are
the furthest away from the rare earth ions, and the probability of finding a low field
site is greatly enhanced (see Fig. 4.1 cyan line), since the fields of nearby spins
can cancel locally aided by symmetry, leaving a lower characteristic field scale and
hence enhancing low field probability. This characteristic can also be observed in
the field distribution, averaged half the way between the monopoles (see Fig. 4.1
purple crosses), which follows the form (see Refs. [67],[68]):

P (h) =
h2

(h2 +H2
0 )2

(4.1)

Notice that the value of the parameter H0 depends on the configurations of the
spin, and it can be related to the density of monopoles present in the system. In
particular, the higher the density is, the lower the value of H0 becomes.

Finally the detailed structure for random Ising [111] spins shown in Fig. 4.2(b)
directly demonstrates that, along with the breaking of ice rules, the spontaneous
spatial organisation of fields strengths into high and low field locations within the
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Figure 4.2: Detailed structure of the field distribution on the lattice scale calculated
in a quarter of the unit cell. – (a) The internal fields distribution for pure 2in-2out
configurations exhibit a considerable local structure with fields larger than 4 tesla
near the spins and at the centres of tetrahedra, but much lower in the interstitial
regions. The lowest field is felt at the centres of super tetrahedra (see Sec. 1.4.2).
(b) Distribution of the internal field for random Ising [111] spins. The comparison
of the strength of the fields at the same location for these two cases (especially at
the centre of the super tetrahedra) demonstrates that, along with the breaking of ice
rules, the spontaneous spatial organisation of field strengths into high and low field
locations within the unit cell is suppressed.

unit cell is suppressed. In summary the comparison of the field strengths at the
same positions with pure 2in-2out configurations, especially at the centre of the
super tetrahedra, show an increase of the strength of the magnetic field due to the
presence of a higher degree of disorder in the system (i.e. monopoles).

4.1.1 An exciting challenge: measure the magnetic field set up by a
monopole

Having analysed the spatial distribution of fields inside the unit cell, we next turn
to visualising the field set up by a monopole.

Magnetic monopoles experience a relative force of Coulombic nature, there-
fore our question is: how is it possible to measure the corresponding magnetic
field of Eq. 1.9 ? This goal is ambitious and quite difficult since internal fields vary
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tremendously between different configurations, and the “Dirac string” emanating
from the monopole carries a magnetisation M that cancels out the field H to pre-
serve Gauss’ law (see Eq. 1.6). In principle one can take care of these two issues
averaging over many thousands of different configurations and measuring the field
at points as far away as possible from any lattice sites, like at the centre of the su-
per tetrahedra. The latter condition also minimises the strong field felt nearby the
spins.

Figure 4.3: Magnetic field set up by a pair of static monopoles. – Averaged field
set up by two stationary monopoles (blue and red spheres) calculated at the centres
of the super tetrahedra (see inset), which visually reproduces the hedgehog like
pattern expected from Eq. 1.9.

In Fig. 4.3 we show the direction of the average field calculated only at the
centres of the super tetrahedra set up by two stationary monopoles (blue and red
spheres), which visually reproduce the expected hedgehog like monopolar field
pattern of Eq. 1.9. In particular we can easily see the force lines going from one
monopole to the other. An analysis of this field is shown in Fig. 4.4.

The calculated field, averaged over 106 configurations (connected blue dots),
has been evaluated along a line joining the two monopoles halfway along the [001]
direction in a supercell with L = 20. The comparison with the Coulomb field
set up by two magnetic charges with qM ≈ 4.6µB/Å located at the the positions

77



Figure 4.4: Behaviour of the magnetic field of the monopoles. – The average field
calculated along the [001] line joining two monopoles (connected blue dots) cap-
tures the leading behaviour of two magnetic charges (qM ≈ 4.6µB/Å) located at
the the positions of the monopoles to within 20% error (red line). The periodic de-
viations from the Coulomb field form are due to spins sitting very close to the line.
This contribution is highlighted in magenta for the spin at the midpoints between
the monopoles.

of the monopoles (red line), shows that our predictions are borne out but they are
masked in part by the line passing very close to spins which contribute to a strong
and periodic deviation from the theoretical curve at positions 2

√
2n with n integer

and in units of rnn.

4.2 Comparison with NMR and µSR experiment

We now show how it is possible to measure experimentally the internal field distri-
bution using NMR or muons as probes.

4.2.1 Zero Field NMR experiment at the O(1) site

O-NMR experiments require 17O isotope, which is the only one with a non zero
magnetic moment. These measurements have been performed for the first time by
Kitagawa and Takigawa from University of Tokyo, and we show their results in
Fig. 4.6 (see Ref. [69]).

They have enriched the 17O content in a crystal of Dy2Ti2O7 grown by a float-
ing zone image furnace, from the natural abundance of 0.01% to approximately
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50% by annealing the crystal under 65% 17O2 gas at 1000◦C for several days.
According to our MC simulations, only the O(1) sites experience large internal

fields higher than 3 tesla (see Fig. 4.1 orange line). By contrast the internal fields
at the O(2) sites are much smaller and do not contribute to the observed signal (see
Fig. 4.5). Moreover the electric field gradient is zero at the O(1) sites. Therefore,
the NMR spectrum at these locations represents the distribution of the local fields
directly obtained by dividing the frequency by 5.77185 tesla/MHz, which is the
gyromagnetic ratio of 17O nuclei.

Figure 4.5: Field strength at the O(2) sites. – According to our MC simulations,
only the O(1) sites (ghost green spheres) experience large internal fields higher
than 3 tesla, by contrast the internal fields at the O(2) sites (ghost cyan spheres) are
much smaller and do not contribute to the NMR signal.

Low-temperature experiments have been carried out by putting the sample into
liquid 3He mixing chamber.

Notice that the experimental data in Fig. 4.6 have been shifted and normalised
to the intensity of the strongest peak in order to overlap the maxima of the distri-
butions. The lower scale in Fig. 4.6 is for the experiment while the upper scale for
our MC calculations.

As one can see the comparison with our MC simulations using a supercell
with L = 6 averaging over configurations at the equilibrium at T = 0.6 K (green
line) or over an equally weighted ensemble of pure 2in-2out configurations (red
line), is remarkably good. The experimental spectrum at T = 0.1, 0.4 K (blue
and cyan lines respectively) is actually peaked at 4.5 tesla, i.e. about 25% above
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the calculated peak. This shift is most likely due to spatial distribution of Dy-4f
electrons causing deviations from a point dipole approximation (multipolar effects)
or effects of Dy-O chemical bonding.

Figure 4.6: Field distribution at the O(1) sites for Dy2Ti2O7. – Comparison of the
histograms of the magnetic field strength at the O(1) site from: experimental NMR
at T = 0.1 K (blue line) and T = 0.4 K (cyan line almost overlapped with the blue
line), MC simulations for spin configurations in equilibrium at T = 0.6 K (green
line) and an equally weighted ensemble of pure 2in-2out configurations (red line).
The agreement of the simulations with the data is remarkably good. Notice that
the experimental results have been shifted and normalised in order to overlap the
maxima of the distributions. The lower scale is for the experimental data while the
upper scale for our MC simulations (see Ref. [69] for details).

A promising aspect of these NMR measurements lies in the possibility of direct
detection of monopoles. Indeed, when a tetrahedron hosts a monopole, the field at
its O(1) site drops by approximately 13%. This effect is 3 times larger than the
line width due to variations in the field at the O(1) site because of neighbouring
monopoles or more distant spins. Therefore, the relative intensity of the NMR
signal at this pair of field values could provide a quantitative measure of the density
of monopoles.

In practice small densities may be hard to detect above the background, and
monopoles must not move over the time scale of NMR spin-echo experiments (a
few tens of microseconds) in order to be detected as a distinct resonance line. Given
the insights from modelling AC susceptibility results, which suggest a hopping
rate in the range of milliseconds (Ref. [70]), this condition seems comfortably
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achievable.

4.2.2 The Muon Spin Rotation technique (µSR)

A muon is a spin 1/2 lepton, that belongs to the same family as the electron. From
a naive point of view it can be considered a heavy electron since its mass at rest
is 105.7 MeV, i.e. 200 times the mass of an electron. The electronic charge is −1
for the elementary particle and +1 for the antiparticle, which is familiarly called
the positive muon. The gyromagnetic ratio is 851.615 MHz/tesla and there are no
quadrupolar effects. The muon is an unstable subatomic particle with a relatively
long lifetime of 2.2µs, due to the weak interaction force. Since their mass is very
large, they are never produced by radioactive decay, but in high energy interactions
with normal matter (e.g. particle accelerators or cosmic rays).

When implanted in a solid, the positive muon behaves like a microscopic mag-
netometer, since its spin can Larmor precess in the local magnetic fields of the
crystal. The sensitivity of this probe is quite high 10−3 − 10−4µB . In an exper-
iment we usually detect the decay products (positrons) that are emitted along the
direction where the muon was pointing at the moment of death. This technique is
called µSR (Muon Spin Rotation) and it provides direct information about local
magnetic fields inside the crystal.

Notice that this technique can also be used to obtain dynamical information
through the anisotropy of the electron-nuclear hyperfine interaction. In fact dy-
namical effects, if sufficiently rapid, lead to an averaging of this anisotropy. For
example, if the rotation is fast about a single axis, the hyperfine interaction pos-
sesses axial symmetry. Therefore the nature of the dynamics (and hence the sym-
metry of the hyperfine tensor) determine the position and shape of the observed
level-crossing resonances.

According to our MC simulations, the probability to find an internal field≤ 10
mtesla where a positive muon can sit is very small (see Fig. 4.1). However it is
reasonable to believe that the most probable positions are the interstitial regions
between the ions. The intensity, measured at these sites, can be very useful in
order to capture the dynamics of the entire system.

Notice that muons can also be implanted close to the crystal surface, in this
case one has to pay attention to the stray field on the surface of the crystal since it
can affect the measurement in a non trivial way.

4.2.3 Surface experiments

Ideally, we would like to measure the monopole field by placing probes at the
centres of the super tetrahedra which, as we showed in Sec. 1.4.2, correspond also
to the centre of Ti tetrahedra in the pyrochlore lattice. Placing an NMR-active ion
here would in principle allow access to the Coulomb form of the internal fields.
However, even if this remains a tough experiment for the time being, it is clear
that a promising strategy is to suppress short-distance fluctuations by moving away
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from spin locations even on the scale of a lattice constant. The obvious way to
do this is to probe the fields close to the surface of a sample, in this way one can
hope to see the farther-ranging monopole magnetic field undisturbed. Indeed, it
is such a set-up that was proposed by Qi X-L et al. (see Ref. [71]) to measure
the image magnetic monopole induced by an electric charge near the surface of a
strong topological insulator.

4.2.4 Magnetic avalanches

Our work also sheds light on a range of non-equilibrium phenomena recently mea-
sured in spin ice (Ref. [72]), and their prominent analogues in artificial spin ice
(Ref. [73]). While the field strength throughout the unit cell fluctuates wildly, the
field projected onto the spin direction on a lattice site is known to be near constant
for an “ideal” interaction. Using the conventional dipolar Hamiltonian (Eq. 1.1),
we found a broadening of 0.80 ± 0.03 tesla (see Ref. [17]). This field sets the en-
ergy scale for creating bound monopole pairs at low temperatures. This quantity,
as well as the Coulomb interaction between two monopoles as they separate, is
important for triggering the avalanches which have received much attention of late.

4.3 Discussion

A recent article by S. Bramwell et al. (see Ref. [65]) has reported the possibility to
use µSR experiments to measure the monopole charge, via an analogy to the Wien
effect familiar from electrolytes. The common Wien effect, first explained by Lars
Onsager in 1934 (see Ref. [74]), describes the non linear and non equilibrium re-
sponse of a weak electrolyte from moderate to high electric fields. It is remarkable
that this theory can be applied also to a lattice system as shown in Ref. [75].

However, from the perspective of our calculations, we would like to make some
comments on that work:

1. We note that one important feature of the data presented in Ref. [65] is that
the signal was extracted from sites where positive muons experience very
low fields, of the order of a few milli tesla. This follows from the observa-
tion that doubling a transverse field of strength 1 mtesla doubles the µSR
precession frequency. From our calculation it is clear that there is a very low
density of such sites, located preferentially near the centres of super tetra-
hedra. Therefore it seems very unlikely that the substantial muon signal is
emanated from these sites in the bulk.

2. The analysis of Bramwell et al. invokes two distinct phenomena: the applied
magnetic field induces an increase in the monopole density, and this increase
leads to an enhanced depolarisation rate.

The first feature is an expected phenomenon for the steady state of electrolytes
in a field but, for spin ice, it can only occur as a transient. Since monopole mo-
tion magnetises the sample, there can be no steady state with a nonzero monopole
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current. Moreover, in thermal equilibrium, the density of monopoles is believed to
decrease in an applied field.

Regarding the second assumption, our results indicate that a field induced
regime with heightened monopole density would be accompanied by a depletion
of low-field sites. This aspect is qualitatively in agreement with the results in
Ref. [65], where they claim that the rate of decay of the µSR asymmetry gets
larger in the Wien setting as the applied field is increased.

Combining the above observations leads us to consider the interesting possi-
bility that the signal arises from the action of an enhanced monopole density on
muons implanted outside the sample. The idea here is that outside the sample the
monopole fields would dominate over the much smaller fields present in their ab-
sence, since the field of a monopole decays less slowly than that of an isolated
spin.

Interestingly, it was very recently suggested in Ref. [66] that the signal from
muons inside the sample is lost altogether because of large fields (compared to
1 mtesla) and fast magnetic fluctuations relative to the muon timescale, and that
the only measurable signal due to spin ice comes from muons implanted outside,
sensitive to stray fields, which are analysed in Ref. [76].

A very rough estimate based on a monopole liquid subject to Debye screening
(see Ref. [29]) suggests that in the temperature range T = 0.2−0.5 K, the magnetic
field set up by a monopole measured at a distance ≈ 100± 50◦ Å from the sample
surface, lies in the range relevant for µSR (between 0.1 and 1 mtesla), and it dom-
inates the set up of an individual spin in the sample. Notice that, unlike stray fields
set up by the magnetisation induced by a uniform external field, the monopole den-
sity grows with temperature, thus providing a qualitative discriminant between the
two.

All such considerations point to the need for more detailed studies of what
happens near the surface of a sample (e.g. what happens to the surface monopole
density as a function of time and field). At present concerning little is known about
the surface of spin ice samples, and the description of the equilibration in spin ice
samples may be incomplete at low temperatures.

Finally, we would stress the fact that our considerations have entirely to do with
spatially fluctuating static fields and their de-phasing of muon precession, whereas
Ref. [65] proposes that large dynamical fluctuations are present.

4.4 Conclusion

We have provided a way of visualising the magnetic field of a monopole inside
spin ice, yielding the first picture of this fractionalised excitation. Our work attests
to the reality of the monopolar magnetic field not only at long length scale but also
on the lattice scale.

Our analysis has further allowed us to provide a picture of the magnetic field
distribution inside spin ice in considerable detail. This is also supported by the
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novel zero-field NMR results which we reported here, and it has important impli-
cations regarding the µSR measurements which have been interpreted in terms of
magnetolyte physics in spin ice.
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Chapter 5

Defect structure of oxygen deficient
pyrochlores

Contents

5.1 The Y2Ti2O7 crystals: the ideal candidates to study the structural diffuse scattering, 86
• 5.2 Structural diffuse scattering of the defect lattice, 87 • 5.3 Discussion, 96 • 5.4
Conclusion, 100.

Generally speaking the positions of the atoms in the lattice are determined by a
combination of the short range repulsion, and the Coulomb force acting between
them. A vacancy can produce an imbalance in the Coulomb field set up by the
ions, that move in order to compensate this problem. The system reacts finding
new equilibrium positions that minimise the Madelung energy, and the evidence of
these displacements can be found studying the structural diffuse scattering at low
temperatures.

However, to make predictions on the atomic displacement is non trivial.
In Sec. 1.4 we saw that a defect pyrochlore structure could be created e.g. by

removing the O(1) from the centre of the rare earth tetrahedra. The anions at these
sites have the aim to dilute the Coulomb repulsion of the four A cations, and they
are also responsible for the Ising axes of the spins. However, one can speculate that
also the removal of an O(2) can affect the Crystal Electric Field (CEF) of the rare
earth ions (as we saw in Sec. 2.1).

Therefore we would like to study which of the two oxygen sites has a higher
probability to be removed, how the atoms relax in the presence of a vacancy and
what are the consequences on both the CEF and on the magnetic properties of the
sample.
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5.1 The Y2Ti2O7 crystals: the ideal candidates to study
the structural diffuse scattering

Dr. D. Prabhakaran grew high quality Y2Ti2O7 single crystals using the floating
zone technique at the Clarendon laboratory at Oxford University. The common
starting chemical purity of the powders is always 99.99% of pure RE2O3 (where
RE stands for rare earth) and TiO2 (see Ref. [77] for details). Then a few pieces of
single crystal from the same batch as the as-grown sample were annealed in O2 at
T = 1200◦C, with a flow rate of 50mil/min for 2 days to enhance the content of
oxygen ions. By contrast the oxygen depleted samples were grown and annealed
in a flowing mixed gas of H2 and Ar to reduce the content of oxygen.

We will refer to the annealed in O2 sample as the annealed crystal, and to the
annealed in H2 sample as the depleted crystal (Y2Ti2O7−δ).

Notice that these crystals do not belong to the spin ice family, so why are we
interested in studying them? The absence of large rare earth moments has two
advantages:

1. We are able to focus on the structural diffuse scattering of the sample. These
measurements are best performed at low temperatures in order to avoid con-
tamination with thermal diffuse scattering, and for Y2Ti2O7−δ there is also
no magnetic diffuse background.

2. We are able to investigate the magnetism on the Ti ions for Y2Ti2O7−δ,
since the magnetic signal is not overwhelmed by rare earth magnetism.

The Y2Ti2O7 crystal has a pyrochlore lattice too, but it is non magnetic and
all the elements have real scattering lengths and low absorption cross sections.
Therefore it is the perfect candidate to study the diffuse scattering pattern.

According to our X-ray and thermo-gravimetric analysis (TGA), the depleted
sample has a δ = 0.21. However we were unable to establish accurately the value
of δ for both the as grown and the annealed samples by X-ray diffraction, since
X-rays are not sensitive enough to oxygen ions. By contrast neutrons are a better
probe, and the analysis of the features of the diffuse scattering allowed us to es-
timate a δ = 0.03 for the as grown sample, and a δ = 0.0 for the annealed one.
Table 5.1 summarises the results of the screening of the three samples. Notice
that X-ray measurements have been performed by Dr. D.G. Porter at room tem-
perature, who also refined the average structure of the samples using the software
JANA2006, and fixing the occupancy value of the Ti ions.

As one can see the three samples have the same space group but different
colours, meaning that the band gap is different. Dr. S. Sturniolo used Density Func-
tional Theory (DFT) to calculate the band structure of the annealed Y2Ti2O7 crys-
tal, in this case the band gap is ≈ 3.1eV which is close to the UV region of the
spectrum. In fact the sample looks transparent using a normal light and it shines
under a UV lamp. Unfortunately DFT is not able to provide accurate results for
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Depleted As Grown Annealed
Colour Black Yellow Transparent

Space Group Fd3̄m Fd3̄m Fd3̄m
Lattice parameter 10.123(3) Å 10.111(3) Å 10.102(2) Å

Y 0.992(9) 1.016(5) 1.01(1)
Ti 1 1 1

O(1) 0.88(2) 1.01(2) 0.97(3)
O(2) 0.96(2) 1.06(2) 1.10(2)
RW 9.38 6.58 11.71
TGA δ = 0.21 δ = 0.03 δ = 0.0

Unit Formula Y2Ti2O6.79 Y2Ti2O6.97 Y2Ti2O7.00

Table 5.1: X-ray and TGA screening of the Y2Ti2O7 samples.

the depleted environment yet. This limitation is due to the fact that the symmetry
of lattice is lower and the calculation takes longer to converge.

However Tab. 5.1 shows another interesting result, i.e. the three crystals have
different lattice parameters. This is a direct manifestation of the depletion in these
systems. In fact in the defect environment an O(1) vacancy leaves the 4 nearest
neighbour cations unshielded, and the Coulomb repulsion between them pushes
away the ions one from the other. Therefore, the length of the unit cell increases.

The same analysis of the structural diffuse scattering has been repeated using
Dy2Ti2O7 samples. Table 5.2 shows the X-ray and thermo-gravimetric analysis
(TGA) of these crystals, performed again by Dr. D.G. Porter at room temperature.

Depleted Annealed
Colour Black Yellow-Green

Space Group Fd3̄m Fd3̄m
Lattice parameter 10.102(3) Å 10.083(2) Å

Dy 0.994(6) 1.02(2)
Ti 1 1

O(1) 0.89(2) 0.98(2)
O(2) 0.96(2) 1.09(3)
RW 7.3 6.4
TGA δ = 0.20 δ = 0.0

Unit Formula Dy2Ti2O6.80 Dy2Ti2O7.00

Table 5.2: X-ray and TGA screening of the Dy2Ti2O7 samples.

5.2 Structural diffuse scattering of the defect lattice

The three Y2Ti2O7 samples have been studied by diffuse neutron scattering using
the single crystal diffractometer (SXD) at the ISIS pulsed neutron source at the
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Rutherford Appleton Laboratory. SXD combines the white-beam Laue technique
with area detectors covering a solid angle of 2π steradians, allowing comprehensive
diffraction and diffuse scattering data sets to be collected. Samples were mounted
on aluminium pins and cooled to 5 K using a closed-cycle helium refrigerator in
order to suppress the phonon contribution to the diffuse scattering. A typical data
set requires at least four orientations to be collected for 4 hours each. Data were
first corrected for incident flux using a null scattering V/Nb sphere, then they were
combined to a volume of reciprocal space and sliced to obtain single planar and
linear cuts.

Figure 5.1 shows the experimental diffuse scattering pattern of the Y2Ti2O7−δ
crystal in the (hk7) plane at T = 5 K. We can see that there are beautiful exotic
features made of a cross at the centre of the plane and four arcs that link the cross
branches separated by a gap along the axial directions.

Figure 5.1: Experimental diffuse scattering pattern of the Y2Ti2O7−δ crystal in the
(hk7) plane at T = 5 K. – Notice the exotic features of the pattern made of a cross
at the centre of the plane, and four arcs that link its branches separated by a gap
along the axial directions.

Figure 5.1 has been created using the SXD2001 software at the SXD facility in
ISIS in the following way:

1. The sample, background and Vanadium runs are normalised to the number
of µamps of the measurement, notice that Vanadium and background runs
are smoothed. Then the software subtracts the background to the sample’s
runs and it divides the results by the background subtracted Vanadium runs;
pixel and time-of-flight are then converted to h,k,l points.

2. The resulting volume for each detector and run is stored separately in binary
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files.

3. These files are then loaded into SXD2001 as a volumetric data set and indi-
vidual planes can be sliced and visualised.

4. For symmetrising the volume one specifies the symmetry operators in re-
ciprocal space in SXD2001, in our case we used m3̄m symmetry. Each
symmetry operator is only applied to the part where the data have been mea-
sured and the results are collected in a new reciprocal space volume file. In
the end this file is normalised by the number of data points contributing to
each point of the volume.

5. For slicing line profiles there is again a tool in SXD2001, however a line
through a 2D plane can only be drawn by hand and then it can be written to
an ASCII file.

We repeated the same measurement on the as grown and annealed sample; the
same pattern is present in the former case, but it is completely absent in the latter
(see Fig. 5.2 [78]). Moreover the analysis of these features taking cuts in the (hk7)
plane, showed a decrease in the intensity of the signal due to the different levels of
depletion.

According to our analysis, the main features in Fig. 5.1 can be explained on
the basis of short range repulsion and Coulomb interaction between the ions. In
particular: the cross at the centre of the plane is originated by the displacements
of the 4 Y ions along the local 〈111〉 directions, due to the presence of a nearby
vacancy. These are the main displacements, and they produce a chain reaction that
forces the surrounding ions to relax to new equilibrium positions whose diffuse
scattering signatures are the arcs that links the cross branches. Moreover the re-
moval of an O(1) in the system changes the oxidation state of two Ti4+ to Ti3+

in order to preserve charge neutrality, forcing the nearest neighbour O(2) to move
towards the “more positive” charge (i.e. away from Ti3+). Figure 5.3 shows the
main displacements of the ions in the unit cell of the Y2Ti2O7−δ crystal (orange
arrows), and the comparison between the SXD data and our MC simulation in the
(hk7) plane.

As is clearly visible from Fig. 5.3(b) our model is able to reproduce the main
features of the diffuse scattering, that has the form of a beautiful cloverleaf in this
plane. The diffuse scattering program that calculates this pattern is based on the
“balls and springs” model, that will be discussed in the following section.

Notice that we repeated the same experiment using also a depleted Dy2Ti2O7−δ
single crystal. The diffuse scattering pattern in the (hk7) plane, shown in Fig. 5.4,
was similar to that of Y2Ti2O7−δ providing a strong link between these com-
pounds. The MC simulations for a similar O(1) vacancy model successfully re-
produced the data, but the high neutron absorption made these measurements more
challenging, and it was not possible to study as grown samples using this technique.
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Figure 5.2: Experimental diffuse scattering pattern of the Y2Ti2O7 as grown and
annealed crystals in the (hk7) plane at T = 5 K. – The exotic diffuse scattering
pattern is still present in the as grown sample (a) but it is completely absent in the
annealed one (b). (c) The cuts through the white line shows that the intensity of
the diffuse scattering is higher in the depleted system and it tends to decrease in
the others [78].

5.2.1 The “Balls and Springs” model

The diffuse scattering program models the ions as point like particles connected by
springs in order to simulate the lattice dynamics and mimic the Coulomb interac-
tion at low temperatures. This model is commonly called “balls and springs”.

All the atoms in the system are identified by the three crystallographic coor-
dinates, by the occupancy values (0 for vacancies or 1 in the other case) and by
the charge. These ions are then connected only to their closest neighbours using
springs of constant Fα, where the index α identifies the bond type between atom
pairs. As a first approximation one can choose the springs by looking at the struc-
ture of the system (Refs. [79], [80]), and then by comparing the calculated diffuse
scattering with the experimental data. The equilibrium length of each spring is
chosen to match the stoichiometric lattice parameters.

At the beginning we put springs between every atom in the lattice, but the cal-
culated structural diffuse scattering was completely different from the experimental
one due the fact that springs were acting against each other. Therefore we tried to
find the minimum number of springs in order to have the best agreement with the
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Figure 5.3: Main displacements in the unit cell of Y2Ti2O7−δ crystal. – (a) The
main features in Fig. 5.2 can be explained on the basis of the Coulombic interac-
tion between the ions and the short range repulsion between neighbouring ions.
The cross at the centre of the plane is originated by the displacements of the 4 Y
ions (red spheres) along the local 〈111〉 directions due to the presence of a nearby
vacancy (yellow cube). The removal of an O(1) in the system changes the oxidation
state of two Ti4+ (green spheres) to Ti3+ (magenta spheres) in order to preserve
charge neutrality. The closest O(2) (blue spheres) move towards the “more posi-
tive” charge (i.e. away from Ti3+) as highlighted with orange arrows. The defect
tetrahedron, highlighted in cyan, becomes bigger and it forces the ions to relax
in new equilibrium positions (e.g. the O(1) (cyan sphere) moves along the 〈111〉
directions). The arcs are a signature of these displacements. (b) The comparison
between the SXD data and our MC simulation at T = 5 K shows that our simple
model is able to capture the main features of the diffuse scattering pattern, where
we can clearly distinguish the cloverleaf shape of the pattern in the (hk7) plane.

data by looking at the symmetry of the lattice. After some trial and error we de-
cided to use a total of 5 springs that connect: Y-O(2), Y-O(1), Ti-O(2), O(2)-O(2)
along the longest octahedroid side and O(2)-O(1) along the longest cuboid side as
shown in Fig. 5.5.

In the first stage of the program a model crystal comprising of 64 × 64 × 64
unit cells is generated from the average structure obtained by the refinement of the
SXD data with periodic boundary conditions. For each atom the program creates
an array containing the coordinates of its nearest neighbours, labelled with the
appropriate bond index α. Then a Marsaglia random generator code (see Ref. [53])
is used to remove randomly some O(1) ions according to the depletion value δ, and
to create a pair of Ti3+ to preserve charge neutrality. Specifically, for every single
O(1) removed the program selects randomly two Ti4+ among the 12 neighbours of
the vacancy, and it changes their charges. This choice is motivated by the fact that
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Figure 5.4: Experimental diffuse scattering pattern of the Dy2Ti2O7−δ crystal in
the (hk7) plane at T = 5 K. – The diffuse scattering pattern in the (hk7) plane
looks similar to that of Y2Ti2O7−δ. The MC simulations for a similar O(1) va-
cancy model successfully reproduced the data, however, the high neutron absorp-
tion made these measurements more challenging, and it was not possible to study
as grown samples using this technique.

the Coulomb energy favours the two Ti3+ ions to sit near the oppositely charged
vacancy. Other choices (e.g. adding correlations between Ti3+ ions) are possible
but the differences are minimal and discriminating between them is beyond the
scope of the present thesis. Therefore we decided to use the most general case
where the Ti3+ are generated randomly but close to the vacancy in the lattice.

The program assigns to the vacancy a null form factor, so that it does not con-
tribute either to the crystallographic structure factor or to the intensity of the Bragg
peaks when the diffuse scattering is calculated. The possibility of introducing cor-
relations between the positions of the vacancies will be discussed later.

In order to account for the presence of vacancies in the spring model, we adjust
some of the equilibrium spring lengths according to where we expect the effect to
be largest on the grounds of energy considerations. Notice that the removal of the
springs connecting to a vacancy would be a rather uncontrolled approximation and
may lead to lattice instabilities. These adjustments are commonly called “size ef-
fects” (Refs. [79],[80]). Here we consider size effects on Yttrium ions when there
is only one vacancy nearby and size effects on O(2) ions close to a Ti3+. Note that
Y ions between two occasionally close-by vacancies are not expected to displace
significantly from their stoichiometric positions because they occupy a symmet-
ric position; therefore, we displace exclusively Y ions close to only one vacancy.
The Y ions are moved along the local 〈111〉 directions according to the symmetry
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Figure 5.5: Different springs used in the simulation. – Ions are connected to their
closest neighbouring ions using springs, in order to mimic the Coulomb interaction
in the lattice. There are a total of 5 types of springs in the system: Y-O(2), Y-O(1),
Ti-O(2), O(2)-O(2) along the longest octahedroid side and O(2)-O(1) along the
longest cuboid side. Each colour of the tubes corresponds to a specific spring as
identified in the table. Black lines show the cubic and octahedral cages surrounding
Y and Ti ions respectively.

of the system, away from a vacancy as expected from Coulomb interactions (in
accord with Refs. [81],[82],[83]), and the value of the shift is set by preliminary
comparison with the experimental data. The O(2) anions are moved away from
Ti3+ towards Ti4+ again as expected from Coulomb interactions; the shift is set in
order to obtain an average bond length between Ti3+-O(2) ' 2.03Å as measured
in Ref. [84], preserving at the same time the average structure of the system (see
Fig. 5.6(c)).

The program attempts then to relax the lattice in response to the size effects,
and accounts for thermal fluctuations using a Monte Carlo algorithm. Each ion in
the lattice is moved by a random vector drawn from a Gaussian distribution with
zero average and standard deviation given by the refinement of the data. Then
the Hook energy of the system is computed and the displacements are accepted or
rejected according to the usual Metropolis algorithm.

After each MC cycle the force constants of the springs are adjusted to obtain
the target isotropic thermal parameter (Biso value) of the Titanium ions, which is
chosen as reference since the Ti displacements are negligible compared to the other
ions. The ratios between the springs are not known a priori, however to a first ap-
proximation one can set them by preliminary comparison with the experimental
data averaged over the disorder. Monte Carlo cycles are repeated until a suffi-
ciently good convergence is found in the values of the spring constants. Once this
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is achieved, the spring constants are then fixed and the Monte Carlo simulations
are used to compute average quantities of interest, such as the average positions of
the ions and the diffuse scattering pattern in Fig. 5.3(b).

We conclude this section explaining the physical origin of the exotic features
in the experimental diffuse scattering pattern. We find that the displacement of the
Y ions next to a single vacancy is responsible alone for the cross-like pattern at the
centre of the (hk7) plane. The four arcs around it are instead due to the relaxation
of the other ions. In particular, the size effect introduced on the O(2) ions sitting
between Ti4+ and Ti3+ ions is needed to reproduce the gap in the arcs visible
along the axial directions of the plane. Electron density maps were calculated from
the x-ray diffraction data using the charge-flipping algorithm in the JANA2006
refinement package [85]. The results presented in Fig. 5.6(e) show that the Y ions
are displaced along 〈111〉 directions, providing independent confirmation of the
defect structure proposed in Fig. 5.3(a).

The diffuse scattering pattern has been calculated also in other planes for fur-
ther comparison. Figure 5.7 shows the experimental (upper half) and calculated
(bottom half) diffuse scattering in the (hk8) and (hk11) planes. In all of them we
find good agreement between the data and the simulation. Notice that all these
patterns have been calculated using exactly the same values of the parameters and
spring constants obtained for the (hk7) plane, without additional fitting or adjust-
ments.

Finally in order to complete our analysis, we calculated the diffuse scattering
pattern in the (hk7) plane using other models:

1. We removed O(2) ions randomly from the lattice according to the deple-
tion value, and we added a size effect on Ti ions, that move away from the
vacancy.

2. We randomly removed O(1) ions assuming stuffed Y ions on Ti sites to pre-
serve charge neutrality, adding the previous size effects on both Y ions close
to the vacancy and on the O(2) close to a stuffed Y3+.

Figure 5.8 shows the experimental (upper half) and calculated (bottom half)
diffuse scattering for these models. The interested reader should refer to App. C.1
for more details. For O(2) vacancies it is not possible to reproduce the cross at the
centre of the plane. If it is assumed that the stuffed compound has O(1) vacancies,
the model is essentially the same as Fig. 5.3(a), but with Ti3+ ions replaced by
Y3+ ions, and the diffuse scattering is rather similar. However, the very different
scattering lengths of Y to Ti gives some scattering features that are not observed in
the data.

5.2.2 Correlations between Vacancies

The analysis of the diffuse scattering also provides information about how vacan-
cies are distributed in the system. In order to decide which model we had to use in
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Figure 5.6: Normalised distribution of the distances between the ions. – (a)
Yttrium-vacancy distance. Yttrium ions are moved away from the vacancy along
the local 〈111〉 direction due to the Coulomb repulsion between the cations. (b)
O(1)-vacancy distance. The O(1) moves away from the vacancy pushed by the
shift of the Yttrium. (c) Ti4+ − O(2) (green) and Ti3+ − O(2) (purple) distance.
The charge difference of these ions changes the bond lengths with the O(2) ions
that move towards the Ti4+. The black line in each panel shows the equilibrium
distance in an ideal stoichiometric sample. (d) Titanium tetrahedron (left) with Ti
in green and O(2) in blue, and Yttrium tetrahedron (right) with Y in red and O(1)
in blue. (e) Electron density map, clearly showing Y displacements along 〈111〉
directions.

the Monte Carlo simulations, we ran some preliminary tests to understand whether
the vacancies are distributed at random or their positions appear to be correlated
(see Fig. 5.9). For this stage of the analysis, we used the “balls and springs” model
with only Y size effects. As a result, the gaps in the arcs are not present in the
scattering patterns, cf. Fig. 5.7(a) with Fig. 5.9(a), right panel.

We compared the case of uniformly distributed vacancies both to the case of
positive correlations (favouring clustering of vacancies) and negative correlations
(keeping the vacancies apart from one another). The corresponding probability
distributions were obtained with a pre-existing algorithm [86],[87] that rearranges
the positions of the vacancies starting from a uniform distribution (thus keeping
the density constant), until the target degree of correlation is achieved.

We can see in Fig. 5.9 that the random distribution of vacancies gives the
best agreement with the experimental diffuse scattering pattern. Positive corre-
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Figure 5.7: Comparison of the experimental diffuse scattering with the MC calcu-
lation. – The experimental diffuse scattering pattern (upper half quadrant) and the
MC calculation (bottom half) for (a) the (hk7), (b) the (hk8) and (c) the (hk11)
plane. All the exotic features of these planes are very well captured by our MC cal-
culation. Notice that all these patterns are calculated using exactly the same values
of the parameters we used for the (hk7) plane that was taken as our reference.

lations are unable to reproduce the cross-like pattern at the centre of the plane,
whereas negative correlations introduce diffuse scattering intensity features that
are not present in the experimental data. For this reason, in our simulations, we
considered only the case of uniformly distributed oxygen vacancies.

5.3 Discussion

Our analysis of the structural diffuse scattering has pointed out some interesting
results that we want to stress here, since they could be useful also to understand the
physical properties of other pyrochlore crystals.

1. oxygen vacancies are predominantly located on the O(1) sites of the py-
rochlore lattice, and this is due to the fact that the O(2) are more strongly
bound with the Ti ions (see Refs. [36], [88]).
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Figure 5.8: Diffuse scattering calculation in the (hk7) plane. – (a) O(2) vacancy
model, (b) O(1) vacancy model plus stuffed Y ions on Ti sites. The first model does
not reproduce the cross at the centre of the plane, while the second model shows
additional diffuse scattering contributions that are not present in the experimental
pattern.

2. We found that oxygen vacancies are the dominant defects in as grown crys-
tals of Y2Ti2O7. According to the TGA measurement, the oxygen depleted
sample has a δ = 0.21. If this sample is simply oxygen depleted, its chemi-
cal formula is Y2Ti2O6.79. For comparison, if the depletion of oxygen was
accompanied by substitution of Y3+ for Ti4+ for charge compensation to
yield stuffed Y2Ti2O7, the correct formula would be Y2.42Ti1.58O6.79.

Now, the fit to the X-ray diffraction data yields a ratio of occupation numbers
for Y and Ti of 0.992(9). This value rules out significant stuffing for the
oxygen depleted sample. The diffuse neutron scattering shows, even without
the need to model the data, that the as grown sample has the same defect
structure as the oxygen depleted one. Furthermore, annealing the crystal in
an oxygen atmosphere gives a transparent crystal with no detectable diffuse
neutron scattering. Hence, oxygen vacancies are firmly established as the
leading structural defects in the as grown samples.

We note that measurements of several samples from the same boule suggest
that we can only tie down occupation numbers to within about 2% in our
single crystal diffraction experiments. Hence we were unable to settle this
issue by single crystal diffraction from as grown samples alone. We can,
however, obtain a reasonably accurate estimate of δ = 21% at the 10%
accuracy level for the oxygen depleted sample by TGA analysis. Scaling the
diffuse scattering signal from the as grown sample indicates a concentration
of δ = 3%. The difference in signals in Fig. 5.2 where no signal is seen in
a 2D plot for the annealed sample, places an upper limit on defects at about
0.3%.
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Figure 5.9: Diffuse scattering calculation due to different correlations between
vacancies in the system. – (a) Randomly distributed, (b) positively correlated and
(c) negatively correlated vacancies. The left panels show a 2D projection of the 3D
system (blue) highlighting the positions of the missing oxygens (orange). For each
case we calculated the diffuse scattering pattern (right panels), to be compared with
the experimental data in Fig. 5.1. The best agreement is clearly given by the choice
of a uniformly random distribution.

3. Ross et al. (see Ref. [89]) have performed careful powder neutron diffrac-
tion studies of Yb2Ti2O7 to compare starting materials with crushed single
crystals grown using the floating zone technique. They identify light stuffing
of Ti sites by Yb at the percent level. They do not find much change upon
annealing in oxygen and, therefore, oxygen deficiency does not seem to be
significant in that case. However, it seems quite reasonable that other defects
may be important for the other pyrochlores and with different growth condi-
tions. In this specific case Yb has a smaller ionic radius than Y or Dy and,
therefore, it will much more easily substitute for Ti.

We stress that, in order to preserve charge neutrality, stuffing of Y3+ or Dy3+

on Ti4+ sites must be accompanied by a corresponding depletion of oxygen
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ions in the system. The chemical formula is R2+xTi2−xO7−x/2 where R is a
rare earth or Y. Therefore, even in an ideally stuffed sample one has that for
every two stuffed Y3+/Dy3+ ions there must be a missing O(1), and we shall
see in the next chapter that this affects the CEF of 4 neighbouring Y/Dy ions.
Moreover, the fact that a change is observed in the sample upon annealing,
strongly suggests that the oxygen depletion level in the as grown samples is
higher than the level required to compensate any possible stuffing. This is
all in keeping with the claim that oxygen depletion is the leading cause of
magnetic impurities.

4. In the case of Tb2+xTi2−xO7−x/2, Taniguchi et al. (see Ref. [90]) delib-
erately introduced stuffing, adjusting x by changing the mass ratio of the
starting materials. It is clear from this interesting paper that stuffing can also
affect low temperatures physical properties. The authors of this study do not
appear to have explicitly considered the oxygen stoichiometry, simply stating
that it depends on “oxidising conditions”. Although they quote the formula
Tb2+xTi2−xO7+y, considerations of charge neutrality would seem to make
it unlikely that y is positive and, as described above for stuffed pyrochlores,
oxygen vacancies are again likely to play an important role.

5. The interesting analysis conducted by Blundred et al. on Lu2Ti2O6.43 (see
Ref. [91]) showed that this compound has an anti site disorder between the
two cation sub lattices (i.e. stuffing), oxygen vacancies both on O(1) and
O(2) sites and the possibility of having a split vacancy consisting of two
O(2) oriented along 〈110〉. As we said before our refinement rules out the
presence of stuffed ions on both the cation sites, and we clearly demonstrated
that oxygen vacancies are predominantly on the O(1) sites of the lattice.
The probability of having a split vacancy in Y2Ti2O7 crystals is quite small;
according to Ref. [92] the difference in energy between a split vacancy and
a single O(2) vacancy is positive, thus a single symmetric vacancy is more
stable. If this is the case, the simulations in Ref. [92] showed that the lowest
energy configuration for a single vacancy system is a symmetric relaxation
of neighbouring ions: towards the vacancy for anions and away from it for
cations, which is excellent agreement with our model.

A comparison between the structural diffuse scattering of Lu2Ti2O6.43 using
neutrons and Fig. 5.1 could give us further informations on this mechanism.

6. Finally we would make a comment on the relative sensitivity of the diffuse
neutron scattering. This was the only probe that allowed us to estimate the
concentration of oxygen vacancies in the as grown and annealed samples,
since it is much more sensitive to light elements (like oxygen) than diffuse
X-ray scattering, neutron or X-ray diffraction.
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5.4 Conclusion

We showed how it is possible to study the structural diffuse scattering of a com-
pound by means of neutron scattering, which is also the best probe to investigate
oxygen vacancies in the lattice. In our case, the different content of oxygen vacan-
cies produced a pattern in the (hk7) plane made of a cross at the centre of the plane
and four arcs that link the cross branches. This “cloverleaf” pattern has been stud-
ied with the “balls and springs” model, which mimics the Coulomb interactions of
the ions in the crystal.

This analysis showed that vacancies are randomly distributed in the crystal,
mainly on the O(1) sites of the pyrochlore lattice since they are not strongly bound
with the cations (Refs. [36], [88]). The best agreement with the data was obtained
using an oxygen vacancy model where we randomly removed O(1) ions and we
moved Y and O(2) ions according to the Coulomb force. Finally we noticed that
the gap in the four arcs can be related to the presence of Ti3+ in the system. These
ions are created for charge compensation in presence of the vacancy.

It would be interesting to analyse the structural diffuse neutron scattering from
other pyrochlore systems, in this way one can study the role played by oxygen
vacancies, stuffing etc. in all these series of compounds and benchmark the results
of the analysis with Ref. [92].
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Chapter 6

Magnetism of oxygen deficient py-
rochlores

Contents

6.1 CEF analysis of the oxygen deficient spin ice crystals, 102 • 6.2 Experimen-
tal evidence of the anomalous behaviour in the presence of vacancies, 105 • 6.3
Experimental Results, 109 • 6.4 A light on the future: exploring the dynamics of
magnetic monopoles, 111 • 6.5 Discussion, 117 • 6.6 Conclusion, 118.

Recent experiments conducted at sub-Kelvin temperatures show that magnetisation
dynamics in spin ice samples occurs on far longer time scales than one could ex-
plain using straightforward monopole hydrodynamics, even accounting for Coulomb
interactions (Refs. [93]-[95]). In an attempt to explain this discrepancy, magnetic
impurities were shown to be capable of dramatically reducing the flow of mag-
netic monopoles, similarly to electrical conductors in which local impurities can
decrease the electrical conductivity (see Ref. [96]). To date, magnetic impurities in
spin ice have been modelled based on the assumption that they resemble “stuffed
spin ice” (Ref. [97]). The determination of the nature of the defects in as-grown
samples, whether they comprise substitutions or vacancies, the extent of the dis-
tortion of the surrounding lattice, and the effects on the magnetic properties, has
become a pressing issue. Understanding these defects is crucial for experiments
directed at single monopole detection, the observation of monopole currents, and
the design of potential spin-ice devices.

In this chapter we study how O(1) vacancies affect the CEF and the magnetism
of the sample, then we will discuss the role of these vacancies in the study of the
dynamics of magnetic monopoles.
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6.1 CEF analysis of the oxygen deficient spin ice crystals

The analysis of the Crystal Electric Field (CEF) set up by the defect oxygen envi-
ronment surrounding a rare earth ion has been performed using the Point Charge
Model (PCM) approximation developed in Sec. 2.1.

In order to proceed with the calculations, we used the “balls and springs” model
to obtain the average positions of the oxygen ions surrounding a Dy next to a
vacancy (averaged over all of the isolated vacancies in the system and over all the
realisations of disorder).

The reference system for the CEF calculation was chosen following Prather’s
convention, i.e. we put the local [111] easy axis along ẑ and one of the C2 axes
along ŷ (Ref. [40]). Tables 6.1, 6.2 show the crystallographic positions of the
ions according to our “balls and springs” model averaged over 10000 realisations
of disorder, for Dy next to only one or in between two vacancies respectively.
The reference frame used in the tables is that of the crystallographic unit cell (the
specific choice of origin is immaterial since only relative positions are relevant).

Ion Type x y z
Dy 0.6236± 0.0167 0.6237± 0.0174 0.6241± 0.0166

O(1) 0.4950± 0.0066 0.4949± 0.0073 0.4950± 0.0070
O(2) 0.4985± 0.0075 0.8016± 0.0057 0.4997± 0.0079
O(2) 0.7500± 0.0073 0.7479± 0.0077 0.4501± 0.0057
O(2) 0.8014± 0.0061 0.4979± 0.0076 0.4985± 0.0071
O(2) 0.4493± 0.0055 0.7491± 0.0076 0.7493± 0.0070
O(2) 0.4981± 0.0070 0.4980± 0.0073 0.8020± 0.0053
O(2) 0.7496± 0.0070 0.4493± 0.0055 0.7496± 0.0072

Table 6.1: Crystallographic positions according to the “balls and springs” model
in the presence of one vacancy.

Ion Type x y z
Dy 0.6254± 0.0080 0.6238± 0.0071 0.6256± 0.0083

O(2) 0.4975± 0.0072 0.7995± 0.0052 0.4992± 0.0075
O(2) 0.7519± 0.0063 0.7512± 0.0082 0.4507± 0.0060
O(2) 0.8002± 0.0050 0.4973± 0.0067 0.4978± 0.0075
O(2) 0.4513± 0.0053 0.7539± 0.0076 0.7506± 0.0067
O(2) 0.4977± 0.0069 0.4966± 0.0075 0.7995± 0.0057
O(2) 0.7523± 0.0073 0.4493± 0.0053 0.7529± 0.0081

Table 6.2: Crystallographic positions according to the “balls and springs” model
in the presence of two vacancies.

The coordinates of the ions give information on the symmetry of the environ-
ment and on the number of Stevens operators needed to describe it. In the case
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of one vacancy it is still possible to recognise a scalenohedra, even if one of its
corners is missing. By contrast when we remove two O(1) we are no longer able
to recognise the cage, and the environment has a hexagonal symmetry where the
O(2) are alternatingly located above and below the plane of the rare earth ion (see
Fig. 6.2(b)).

In the PCM CEF calculation, the Coulomb potential is approximated by a
spherical harmonic expansion. The number of spherical harmonics is directly re-
lated to the symmetry of the environment. For the ideal stoichiometric system
the point group is D3d, and according to Ref. [44] one needs only six Steven’s
operators in the expansion: B20, B40, B43, B60, B63, and B66. The depleted envi-
ronment where we remove (at least) an O(1) and we relax all the ions in the lattice
is far less symmetric. The system has no inversion centre and we are forced to use
all 27 Stevens operators. Nevertheless our calculation shows that the six terms in
the stoichiometric case are still the dominant ones in the expansion.

Indeed the difference in the CEF levels calculated with the full expansion or
with an ad hoc expansion truncated to those six terms is negligible, as illustrated in
Tabs. 6.3, 6.4.

Dy3+ Level Full one vacancy (meV) Reduced one vacancy (meV)
GS 0.0 (d) 0.0 (d)
1 14.22 (d) 14.12 (d)
2 41.35 (d) 41.28 (d)
3 79.91 (d) 79.85 (d)
4 126.58 (d) 126.52 (d)
5 178.48 (d) 178.41 (d)
6 232.19 (d) 232.12 (d)
7 285.36 (d) 285.3 (d)

Table 6.3: CEF levels for Dy3+ in the presence of one vacancy.

Dy3+ Level Full two vacancies (meV) Reduced two vacancies (meV)
GS 0.0 (d) 0.0 (d)
1 22.11 (d) 21.99 (d)
2 65.82 (d) 65.73 (d)
3 131.04 (d) 130.96 (d)
4 216.57 (d) 216.48 (d)
5 321.13 (d) 321.05 (d)
6 442.45 (d) 442.37 (d)
7 577.44 (d) 577.36 (d)

Table 6.4: CEF levels for Dy3+ in the presence of two vacancies.

Figure 6.1 shows the shape of the anisotropy of the magnetisation calculated in
the PCM approximation for a Dy3+ ion, applying an external field of 1 tesla and
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in the presence of one O(1) vacancy. The large blue spheres are a guide to the eye
showing the defective oxygen environment surrounding the rare earth ion, namely
one O(1) (cyan) and six O(2) (blue). The shape of the ellipsoid suggests that the
typical strong easy-axis behaviour has been dramatically altered by the vacancy,
which produces instead a strong easy plane behaviour perpendicular to the local
[111] direction, as is clearly visible in Fig. 6.1.

Figure 6.2 shows the shape of the anisotropy of the magnetisation for a Dy3+

ion between two vacancies. Again, we observe a strong easy plane behaviour. In
both cases we find that the magnitude of the in-plane magnetic moment is approx-
imately 5.7µB , reduced with respect to the stoichiometric (easy axis) value 10µB .

Figure 6.1: CEF calculation of the shape of the anisotropy of the magnetisation
in the presence of one vacancy for Dy3+. – (a) Each small coloured dot repre-
sents the tip of the magnetisation vector centred at the Dy3+ ion in response to a
given applied external field of 1 tesla, calculated in the PCM approximation. Many
values of the magnetisation are shown simultaneously for applied fields uniformly
distributed on the unit sphere. The large spheres show the depleted environment
surrounding the rare earth ion: one O(1) (cyan) and and six O(2) (blue). The posi-
tions of the atoms were averaged over 1000 realisations of disorder. The ellipsoid
shape suggests an easy plane behaviour of the Dy3+ in the depleted environment,
perpendicular to the local [111] direction. (b) Top view of the ellipsoid down the
[111] axis. The colour bar indicates the magnitude of the magnetic moment of the
rare earth ion in units of Bohr magnetons.

Notice that we only considered the surrounding oxygen ions in constructing
the CEF Hamiltonians for the central rare-earth ion, and we ignored the six sur-
rounding Ti ions. The latter are expected to account only for a small correction. In
the specific case of oxygen-depleted samples, some of the surrounding Ti ions are
likely Ti3+ instead of Ti4+, which could introduce a further (minor) anisotropy in
the easy-plane behaviour of a Dy ion close to a vacancy.
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Figure 6.2: CEF calculation of the shape of the anisotropy of the magnetisation in
the presence of two vacancies for Dy3+. – (a) Same as in Fig. 6.1, for the case
where the Dy ion lies between two vacancies. Again, we find evidence of strong
easy-plane behaviour. (b) Top view down the [111] axis. The colour bar indicates
the magnitude of the magnetic moment in units of Bohr magnetons.

6.2 Experimental evidence of the anomalous behaviour in
the presence of vacancies

A change in the magnetic properties of the sample can be easily verified measuring
the magnetisation of the system e.g. with a 7 tesla SQUID magnetometer. The
analysis of the data using the theory developed in Chap. 2 provides useful infor-
mation on the behaviour of the magnetic ions in the sample.

6.2.1 DC magnetisation analysis of Y2Ti2O7 crystals

The annealed Y2Ti2O7 crystal is non magnetic, since both Y3+ and Ti4+ have no
electrons in the outer shell (4d0 and 3d0 respectively). However the presence of
Ti3+ in the lattice to preserve charge neutrality, makes the depleted Y2Ti2O7 mag-
netic. Figure 6.3 shows the comparison of the magnetisation for the three Y2Ti2O7

crystals collected with a 7 tesla SQUID magnetometer at T = 2 K.
As it is clearly visible the magnetisation of the annealed and as grown crystals

is substantially reduced, but we found that in the latter sample the magnetic mo-
ment is a little bit higher than in the annealed one. This is consistent with the TGA
measurement that showed tiny oxygen vacancies in the as grown system.

By contrast the depleted Y2Ti2O7 shows a non zero magnetic moment, that
has been fitted using the Brillouin function. Note that the external configuration of
Ti3+ is 3d1 therefore, according to Hund’s rules, we should have J = 3/2. How-
ever we also considered the possibility that the angular momentum is quenched, as
often occurs for transition metal ions, and in this case we assumed J = S = 1/2.
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Figure 6.3: Comparison of the magnetisation data for Y2Ti2O7 crystals. – The
magnetisation measured with a 7 tesla SQUID magnetometer at T = 2 K, shows
that the magnetic moment of the annealed and as grown crystals is substantially
reduced. By contrast the depleted Y2Ti2O7−δ shows a non zero magnetic moment.

The comparison of the two Brillouin functions for J = 1/2 (red line) and
J = 3/2 (green dotted line) are shown in Fig. 6.3, the excellent agreement with
the former fit confirms the presence of quenched Ti3+ ions in this compound.

We have to note here three important aspects:

1. The experimental data have been fit also using a classical Langevin function
for an Ising, Heisenberg and easy plane system (see Chap. 2). However we
obtained a poor agreement with the data because, unlike Dy3+, Ti3+ is not
a high spin classical system.

2. The only fitting parameter in the Brillouin function is the number of Ti3+

ions present in the compound. In principle one can calculate this number
from the unit formula provided the knowledge of δ. However in all our
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attempts we found that the number of Ti3+ in the compound was always an
order of magnitude lower than the estimated one.

3. The discrepancies between the J = 1/2 model and the data of the as grown
and annealed samples, suggest the presence of additional magnetic impuri-
ties.

4. At present we do not know why the annealed measurement looks so noisy. It
seems unlikely that the oscillations and spikes are due to the physics of the
system, rather than the sensitivity and accuracy of the instrument (according
to the manual this should be ≥ 10−6 emu, a value much smaller than the
saturation of the sample ≈ 10−4 emu).

The second aspect is not trivial, it implies that the magnetism in this compound
is not simply due to a charge compensating number of isolated Ti3+ present in the
system. One possible explanation is that the majority of neighbouring Ti3+ form
strong antiferromagnetic bonds, and the observed signal arises from the remaining
isolated Ti3+ ions. Another possibility is that a proportion of the Ti ions form
Ti2+, which is expected to have a non magnetic singlet ground state. It is even
possible that partial charge compensation may be achieved through trapped elec-
trons on vacancies, via the so-called F-centres often responsible for colour in this
class of material. Incidentally, the presence of almost-free Ti3+ ions may be the
rapidly fluctuating magnetic impurities required to understand the NMR relaxation
at low temperatures (Ref. [98]).

6.2.2 DC magnetisation analysis of Dy2Ti2O7 crystals

Figure 6.4 shows the comparison of the magnetisation for two Dy2Ti2O7 crystals:
annealed and as grown. In this case the data have been collected with a 7 tesla
magnetometer at T = 2 K.

We have to stress here an important fact, regarding how we did the measure-
ment on the the as grown and annealed crystals. In order to obtain a perfect com-
parison between the magnetisation of these two samples, we used this technique:
first we measured a sharp needle taken from the as grown crystal, then we took out
the needle and we annealed it in O2 to create the annealed crystal. The advantage
of this technique is that we have a great control on the orientation of the system
when we apply the external field.

Finally the sample was remounted in exactly the same orientation of the previ-
ous one and, in this way, we were able to resolve this subtle difference in saturation
magnetisation.

The as grown sample has a magnetisation lower than the annealed one, which is
consistent with our CEF calculation that shows a decrease in the magnetic moment
of Dy3+ ions.
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Figure 6.4: Comparison of the magnetisation for the Dy2Ti2O7 annealed and as
grown crystals. – The magnetisation measured with a 7 tesla magnetometer at
T = 2 K, shows that the magnetic moment in the as grown system is lower than
in the annealed case. This is expected to be due to tiny oxygen vacancies in the as
grown system.

6.2.3 AC magnetisation analysis of Dy2Ti2O7 crystals

J. Kycia and his team, conducted AC susceptibility measurements using a magne-
tometer in a dilution refrigerator at the University of Waterloo. For this experiment
they used an as grown Dy2Ti2O7 crystal with dimensions 1.0x1.0x4.0 mm3, and
an annealed Dy2Ti2O7 crystal with dimensions 1.0x0.32x4.0 mm3. The long axis
was directed along the direction of the magnetic field. The data from Revell et al.
(see Ref. [96]) were obtained on a different, non-annealed Dy2Ti2O7 sample with
dimensions 1.0x1.0x3.9 mm3.

These samples are both needle-shaped to reduce the demagnetisation correc-
tion, they have the same crystallographic orientation, and the results were ob-
tained at the same temperature T = 800 mK. The measured imaginary portion
of the AC susceptibility, χ(ω)”, was transformed to the dynamic correlation func-
tion C(t) = 〈M(0)M(t)〉, where M(t) is the time-dependent magnetisation of
the sample (Ref. [99]). The dynamic correlation function results are presented
in Fig. 6.5, where they are compared with previous results on a different, non-
annealed sample of Dy2Ti2O7, at T = 800 mK (see Ref. [96]).

The very slow long-time tail in C(t) associated with magnetic defects is ob-
served for the as-grown sample, but it is entirely suppressed for the annealed
sample. The as grown sample characteristics match closely with the previous re-
sults. Revell et al. attributed the long time tail as being a result of interactions
of monopoles with magnetic impurities from a slight level of stuffed sites (substi-
tution of Dy for Ti). The fact that annealing in oxygen eliminates the long-time
tale suggests that the magnetic impurity sites in the as-grown sample results from
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Figure 6.5: The dynamic correlation functions from AC susceptibility measure-
ments at T = 0.8 K. – The as grown sample exhibits the long time tail seen
previously and attributed to magnetic defects (Ref [96]), but this tail is entirely
suppressed by annealing in oxygen. The inset shows ln[C(t)] versus time on a
log-log scale, where a linear regime identifies stretched exponential behaviour.

oxygen vacancies. The stretched exponentials seen in the correlation function at
early times for all samples were very similar.

Notice that the rather unused choice of axes has been made to obtain a straight
line for the stretched exponential behaviour, the departure from straight line be-
haviour is one way of emphasising where the long-time tail occurs.

6.3 Experimental Results

The difference in the magnetism of these samples has also been investigated using
polarised neutrons to study the magnetic diffuse scattering collected at T = 0.6 K
at the DNS facility in Munich. One of the most challenging aspects of measuring
the magnetic diffuse scattering in Dy2Ti2O7 spin ice crystals, is that Dy3+ is a huge
neutron absorber, since its scattering length is complex. In this case a possible
solution to study the system is to grow a Dy2Ti2O7 crystal using an isotope of
Dy3+ that has a real scattering length, or measure the common compound for a
long period of time (according to our experience ≥ 30 hours per orientation). The
last technique can also be improved if we measure the common Dy2Ti2O7 at two
different temperatures (e.g. 0.6 K and 10 K); the mutual subtraction of the two
orientations at these temperatures will show only the magnetic signal coming from
the sample, since all the background noise will cancel.

This choice has been successfully applied to study the magnetic diffuse scatter-
ing of both Dy2Ti2O7 annealed and Dy2Ti2O7 depleted crystal at the DNS facility
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in Munich. Two cylindrical samples of Dy2Ti2O7 (5x4 mm) have been oriented
using the Laue camera at the DNS facility in order to have the (hhl) parallel to the
scattering plane. The screening measurements using X-rays and TGA, shown in
Tab. 5.2, gave us a δ = 0.0, 0.20 for the annealed and depleted samples respec-
tively. Neutrons have been polarised applying an external field of 10 mtesla, and
the polarisation direction was chosen along [1,−1, 0]/

√
2.

MC simulations have been performed using the classical spin ice Hamiltonian
(Eq. 1.1) and a supercell with L = 8, averaging over 10000 realisations of dis-
order. Figure 6.6 shows the comparison between the calculated magnetic diffuse
scattering in the (hhl) plane using Eqs. 3.18, 3.24, and the measured SF ad NSF
channels at T = 0.6 K for the Dy2Ti2O7 annealed sample.

Figure 6.6: SF and NSF channels of annealed Dy2Ti2O7. – The comparison be-
tween the experimental data (insets) and our MC simulations, shows a remarkable
agreement between the two. The snowflake shape of the SF channel as well as
the chessboard motif in the NSF are present, and these patterns are also in perfect
agreement with previous measurements collected using Ho2Ti2O7 samples (see
Ref. [61]).

Despite the great difficulties of this experiment, there is a remarkable agree-
ment between the data and our simulations. The snowflake shape of the SF channel
as well as the chessboard motif in the NSF are present, and these patterns are in
perfect agreement with previous measurements collected using Ho2Ti2O7 samples
(see Ref. [61]).

All the previous MC simulations have been realised using the common spin ice
Hamiltonian (Eq. 1.1) in order to minimise the energy of the system, however it
can be interesting to study what is the contribution to the SF and NSF channels of
the exchange and the dipolar interactions alone. Figure 6.7 shows the comparison
of the calculated SF and NSF channels at T = 1.0 K, assuming the two following
Hamiltonians:

H = Jeff
∑
<ij>

Si · Sj (6.1)
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where Jeff = 1.11 K.

H = D
∑
i<j

[
Si · Sj
|rij |3

− 3(Si · rij)(Sj · rij)
|rij |5

]
(6.2)

where D = 1.41 K.
The calculations used a supercell with L = 8, and they are averaged over 10000

realisations of spin configurations. As is clearly visible from Fig. 6.7, the two SF
channels calculated using Eqs. 6.1-6.2 look quite similar; the snowflake shape is
present but the intensity of the peaks in the nearest neighbour model is different
compared to the experimental pattern. By contrast the NSF channel calculated
truncating the Hamiltonian to only nearest neighbour interactions is in complete
disagreement with the data. The chessboard pattern is completely absent and what
is visible is only the magnetic form factor of Dy3+.

Therefore we can conclude that the dipolar interaction contributes to both the
SF and NSF intensity, while the exchange only to the SF channel. Notice that this
statement is not trivial, it confirms that both these contributions are essential in
order to model spin ice crystals, since the nearest neighbour interaction alone is
insufficient to describe the system in the correct way.

We repeated the same experiment (i.e. same experimental set up and same
exposure time) using the depleted Dy2Ti2O7−δ sample. The SF and NSF channels
in the (hhl) plane at T = 0.6 K are shown in Fig. 6.8. In this case the intensity of
the previous features are barely distinguishable from the background, and this is
consistent with a suppression of the magnetic moment of Dy3+ close to a vacancy.

Naively one could set up a MC simulation to calculate the magnetic diffuse
scattering in depleted samples, assuming easy plane like spins; in this case the
dipolar and exchange interaction constants between easy plane-easy axis and easy
plane-easy plane would be our free parameters to tune according to the experimen-
tal data. However the poor statistics of our data due to the high neutron absorption
of Dy, makes it impossible to obtain useful information for a good MC compari-
son. A better study could be done by increasing the measurement time or possibly
using depleted Ho2Ti2O7 crystals.

6.4 A light on the future: exploring the dynamics of mag-
netic monopoles

A recent comparison between low-temperature magnetic relaxation measurements
on spin ice materials and numerical simulations suggests that magnetic impurities
acting as monopole pinning centres may be the origin of the surprisingly long time
scales observed (see Ref. [96]). It is therefore interesting to see how the mag-
netic distortion introduced by an O(1) vacancy can act as a pinning centre for the
monopoles.

According to our CEF calculation for Dy2Ti2O7 (see Sec. 6.1), an isolated
O(1) vacancy should introduce a tetrahedron with 4 easy plane spins surrounded
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Figure 6.7: SF (left) and NSF (right) channels calculated with only nearest neigh-
bour interactions (top) and only dipolar interaction (bottom). – The SF channels
look quite similar; the snowflake shape is present but the intensity of the peaks
in the nearest neighbour model is a little bit different compared to the experimen-
tal pattern. By contrast the NSF channel calculated truncating the Hamiltonian to
only nearest neighbour interactions is in complete disagreement with the data. The
chessboard pattern is completely absent and what is visible is only the magnetic
form factor of Dy3+. This analysis is clear evidence that the nearest neighbour
model is insufficient to describe spin ice crystals, we can not neglect long range
interactions in the system because the energy will not be minimised in the correct
way leading to the wrong spin configuration in the lattice.

by 4 neighbouring tetrahedra with 3 easy axis and 1 easy plane spin each. We
shall refer to this ensemble of spins as a 16-spin cluster (see Fig.6.9). Notice that
tetrahedra adjacent to the 16-spin cluster or farther away include a priori only easy
axis spins.

The removal of an O(1) is also likely to affect the super exchange interactions
between neighbouring rare-earth ions. These are difficult to estimate from first
principles and we shall consider them as free parameters in our qualitative calcula-
tions below.

For either Dy2Ti2O7 or Ho2Ti2O7, the ice rules are no longer well-defined in
the 5 tetrahedra close to a vacancy. When a monopole (say a 3out-1in topolog-
ical defect as shown in Fig. 6.9) approaches the cluster, it can hop onto it and
seemingly disappear. Of course there is no violation of either gauge or magnetic
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Figure 6.8: SF and NSF channels of Dy2Ti2O7−δ. – The intensity of the previous
features are barely distinguishable from the background, and this is consistent with
a suppression of the magnetic moment of Dy3+ close to a vacancy like shown in
our CEF calculation. However the poor statistic, due to the high neutron absorption
of Dy, makes impossible to obtain useful information for a good MC comparison.

charge conservation in this process; an appropriate measurement of the magnetic
flux through a surface surrounding the 16-spin cluster must show that its charge
(gauge or magnetic) changes by the appropriate amount. Pictorially, the incom-
ing monopole charge has “delocalised” over 5 tetrahedra and one can no longer
identify a specific tetrahedron where it resides.

Whereas at a coarse grained level this may seem immaterial, the process can
have measurable consequences on the energy of the system. A significant fraction
of the bare cost of a monopole derives from the nearest neighbour part of the inter-
action between spins (i.e. the energy difference between e.g. 3in-1out and 2in-2out
on a single tetrahedron), and this part of the energy is different for a monopole de-
localised over the 5 tetrahedra compared to the case where the monopole sits on a
given stoichiometric tetrahedron.

Dr. C. Castelnovo explicitly computed the energy difference using Eq. 1.1 by
comparing spin configurations such as those illustrated in Fig. 6.9, i.e. he com-
puted the change in energy caused by a spin flip process that hops a monopole
from a stoichiometric tetrahedron onto one of the 5 tetrahedra affected by the
vacancy. Here, we limit our considerations to exchange and dipolar interactions
truncated at nearest-neighbour distance. Farther range contributions to the energy
require large scale Monte Carlo simulations which are beyond the scope of our
discussion. Moreover, at intermediate temperatures, the Coulomb interaction be-
tween monopoles is screened and the long-range contribution to their bare cost is
reduced. Therefore the nearest neighbour contribution calculated here becomes
more and more accurate.

Firstly, he fixed the (yellow) spin connecting the outlying (easy-axis) tetrahe-
dron to point in a given direction (immaterial by symmetry), and he imposed that
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Figure 6.9: Monopole trapping by oxygen vacancies. – (a) An isolated O(1) va-
cancy (yellow cube) directly affects the 4 nearest neighbour Dy ions that become
easy plane spins (green-tip arrows). An additional tetrahedron is shown adjacent
to the cluster, hosting a 3out-1in monopole (blue sphere); the connecting spin is
coloured in yellow. Easy-plane spins are free to rotate in the plane perpendicular to
the local 〈111〉 directions (represented by the corresponding green semi-transparent
disc); easy-axis spins (red-tip arrows) can only point directly into or out-of a tetra-
hedron. (b) Given this spin configuration and upon flipping the yellow easy-axis
spin, the monopole hops onto one of the defected tetrahedra and it “delocalises”,
i.e. one can no longer identify a specific tetrahedron where it resides (magenta
sphere).

the outlying tetrahedron is in a 3out-1in excited state. He then considered all the
possible configurations of the remaining 11 easy-axis spins in the 16-spin cluster.
For each configuration he computed the energy of the system after allowing the
easy plane spins to relax to their ground state. In these calculations we have inter-
actions between easy axis spins, between easy-plane spins, as well as interactions
between easy axis and easy plane spins. Since the strengths of the latter two types
of interaction are not not known a priori, he considered separately the 4 following
working assumptions:

1. We naively assume that all the exchange and dipolar coupling constants are
the same as in the stoichiometric case.

2. We change the dipolar couplings involving easy-plane spins to account for
their reduced magnetic moment of approximately 5.7µB .

3. We further switch off exchange interactions between easy-plane spins (but
not between easy-plane and easy-axis spins). This is the extreme scenario
where the removal of an O(1) suppresses the super exchange interaction be-
tween Dy spins connected by the missing O(1).
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4. Finally, we remove all interactions that involve any of the easy-plane spins.
This corresponds to the Ho case where the O(1) vacancy suppresses alto-
gether the magnetic moment of the 4 spins in the central tetrahedron.

In all of the above cases he used the Dy value of the exchange interaction
J/3 = −1.24 K, with the exception of the last case where he used the Ho value
J/3 = −0.52 K (see Refs. [10],[11],[50]).

Out of all these 211 configurations, he selected a low energy ensemble defined
as those configurations whose energy falls within 1 Kelvin of the lowest energy
configuration. These are expected to be the relevant configurations at low temper-
atures. For each of them, he flipped the yellow spin connecting the 16-spin cluster
to the outlying tetrahedron and he computed the corresponding energy difference
(after allowing the easy-plane spins to relax to their lowest energy state). This spin
flip corresponds to the absorption of a monopole by the 16-spin cluster, and the
spin flip energy he computed is the corresponding change in energy of the system.
Histograms of the resulting energies from all configurations in the low energy en-
semble are shown in Fig. 6.10, separately for each of the four working assumptions
discussed above.

For all four choices of coupling strengths, we can observe a broad distribution
of energies down to large negative values. These are large enough to be comparable
to the bare energy cost of an isolated monopole (approximately 2.2 K and 3.7 K for
Dy and Ho parameters with interactions truncated at the nearest-neighbour level).
This means that a monopole coming into contact with a vacancy cluster can be-
come strongly pinned to it. Notice that, given a spin configuration (of the 11 easy-
axis spins that we vary), the energy depends on the direction of approach of the
monopole.

It is remarkable to notice the similarity in the way that monopoles interact with
these oxygen vacancies compared to the static stuffed moments discussed by Revell
et al. Depending on the direction of approach, a static magnetic moment can either
attract or repel a monopole [96]. Vacancy clusters appear to do just the same, with
nearby monopoles being either attracted or repelled depending on the configuration
of the 16-spin cluster surrounding a vacancy. Since the static magnetic moments
introduced in the simulations by Revell et al. were able to explain the long-time
tail in the magnetic relaxation of the system [96], one can reasonably expect that
local magnetic distortions introduced by oxygen vacancies can lead to similar long-
time tails. This is indeed what we see in our experimental results, where the long
time tails in the decay of the magnetisation are present in the as-grown sample but
disappear upon annealing (see Fig. 6.5).

Of course, any distribution of magnetic defects capable of trapping monopoles,
and whose pinning energies can be less than the creation of a bare monopole, also
alter the thermodynamics of the system. In thermal equilibrium, these magnetic
defects act as nucleation centres for monopole defects; in fact it is cheaper to
change the configuration of one such magnetic defect and emit a monopole than
flipping spins in (locally) stoichiometric spin ice and creating plus separating a
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Figure 6.10: Histogram of the energy change for the spin flip process in Fig. 6.9.
– The different colours correspond to three different choices of the exchange and
dipolar interactions between the spins (truncated at nearest-neighbour distance): in
the red histogram the exchange and dipolar coupling constants are the same as in
the stoichiometric case; in the blue histogram we changed the dipolar couplings
involving easy-plane spins to account for their reduced magnetic moment while
in the green histogram we further switched off the exchange interactions between
easy-plane spins (but not between easy-plane and easy-axis spins). Finally in the
magenta histogram we removed all interactions that involve any of the easy-plane
spins, this corresponds to the Ho case where the O(1) vacancy suppresses the mag-
netic moment of the 4 surrounding spins. Notice that the four distinct histograms
have been shifted along the horizontal axis by up to 0.3 K to enhance visibility.

pair of monopoles. Therefore, magnetic defects can raise the monopole density in
thermal equilibrium, and correspondingly make the magnetic relaxation dynamics
faster [27],[100].

Studying the competition of these two effects, namely the thermodynamic
speedup due to increased monopole concentration and the out-of-equilibrium trap-
ping by the very same magnetic defects, is a tall order. A proper understanding
of the effect of the trapping energy distribution on the thermodynamic and out-
of-equilibrium properties of spin ice requires an extensive study of a many body
system that goes well beyond our simple few-body description. Notwithstanding, it
is tempting to speculate that the speedup is more likely to dominate at intermediate
time scales, when the system is close to its thermodynamic equilibrium, whereas
the slowing down due to pinning should become important in the far from equilib-
rium motion of monopoles. This picture is in fact consistent with our experimental
data (see Fig. 6.5), which shows an initial slowing down of magnetic relaxation in
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the annealed sample with respect to the as-grown one.

6.5 Discussion

On the basis of these important results on the dynamic of magnetic monopoles in
presence of oxygen vacancies, we would like to stress a couple of points of our
analysis on the physical properties of depleted systems.

1. The presence of oxygen vacancies dramatically changes the single ion anisotropy
of neighbouring Dy ions from easy axis to easy plane spins. In this case ice
rules do not apply to the neighbouring tetrahedra and the physical properties
of the system changes in a non trivial way.

2. We are able to detect empirically changes to the uniform susceptibility and
to the dynamical susceptibility.

3. We found that oxygen vacancy defects, identified in the previous chapter,
have a direct effect on the monopole dynamic at low temperatures.

The magnetic residual resistance was previously attributed to the stuffing of
random Dy ions on Ti sites, however:

1. Dy ions in this specific CEF environment (i.e. the trigonal anti prism of Ti
ions) would not have Ising anisotropy, but again an easy plane behaviour
with an average moment µ = 5.4µB as shown in Fig. 6.11.

2. Depending on the direction of approach, a static magnetic moment can either
attract or repel a monopole. Vacancy clusters do the same, and one can
reasonably expect that they too will result in the long time tails.

The reason for the suppressed magnetic response from the Ti ions in Y2Ti2O7 is
still an unresolved question. However, since the saturated moment in the as grown
sample is only a few thousandth of a percent of Dy2Ti2O7, the Ti magnetism is
unlikely to affect the monopole dynamics in spin ice.

The calculation of the magnetic diffuse scattering relies only on the knowledge
of how spins are oriented in the lattice. Spin orientations are given by the MC loop
that tries to minimise the energy of the system, therefore they strongly depend on
the Hamiltonian we are using. If we neglect the dipolar interaction truncating the
expansion to only nearest neighbour terms, we lose a fundamental contribution in
the energy of the system. The MC does not minimise the energy in the correct way
and the resulting spin configurations give wrong results.

There are already extensive experimental polarised neutron data sets for the
Ho2Ti2O7 crystals (Ref. [61]) and, for comparison, we calculated the magnetic
diffuse scattering of Ho2Ti2O7 in the (hhl) plane for both the nearest neighbour
model and the nearest neighbour plus dipolar model (see Fig. 6.12). The MC cal-
culations clearly show that the nearest neighbour model is insufficient to obtain the
correct pattern in both the SF and NSF.
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Figure 6.11: Dy ion in the trigonal anti prism environment. – The CEF field calcu-
lation assuming stuffing of Dy ions on Ti sites, shows that the the rare earths would
not have Ising anisotropy, but again an easy plane behaviour with a calculated av-
erage moment µ = 5.4µB .

Another quantity of interest that can be related with the presence of magnetic
monopoles in the system is the shape of the pinch points (Ref. [101]). If we take
a cut through the pinch point (002) we can see that its shape is greatly affected by
the interactions we are using in our Hamiltonian (see Fig. 6.13) and, again, the use
of the truncated neighbour model could lead to uncontrolled approximation.

6.6 Conclusion

We have clearly demonstrated the important role of oxygen vacancies in the physics
of monopoles at low temperatures, however further studies are required in order to
understand how the magnetic response of the rare earth ions is suppressed.

The magnetism on the rare-earth sites makes a substantial contribution to the
monopole dynamics, but it would be of great interest to explore further the effects
on the system. Our results make it apparent that the density of oxygen vacancies
in spin ice samples is of key importance in the interpretation and understanding of
relaxation and response properties, and far from equilibrium behaviour in general.

Many experimental results in this direction are already available and, in some
cases, it may be that further work is needed to distinguish the effects of oxygen
vacancies from the stoichiometric behaviour. Moreover, theoretical work to date
has largely focused on stoichiometric models, and it will be interesting to see which
new phenomena may emerge when a tuneable density of impurities is introduced
via oxygen depletion.
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Figure 6.12: Comparison between the results in Ref. [61] (A-F panels) and our MC
simulation for Ho2Ti2O7 using the classical spin ice Hamiltonian (G-I panels) and
the nearest neighbour model (J-L panels). – The MC calculations clearly show that
the nearest neighbour model is insufficient to describe the correct pattern in both
the SF and NSF.
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Figure 6.13: Comparison of the pinch point (002) calculated with only nearest
neighbour interactions (a) and only dipolar interaction (b) at T = 0.7 K. – The
shape of the pinch point can be related to the density of magnetic monopoles
present in the system (see Ref. [101]), therefore the correct calculation of these
quantities is of fundamental importance in simulation in order to bench mark the
theory. As is clearly visible the HWHM calculated using the truncated neighbour
model (a) is larger than for the dipolar model in (b). Finally panels (c),(d) show a
comparison of the intensities of the pinch point (hh2) for the truncated neighbour
model and the dipolar model respectively. Note that the pinch points depend on the
temperature and on whether the spins are Ising, Heisenberg or easy planar. Hence
these features need to be taken into account when deriving monopole densities.

120



Chapter 7

The doped system: An analysis on
Dy2−xYxTi2O7

Contents
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scattering, 125 • 7.5 Internal field analysis in doped systems, 125 • 7.6 Discussion, 129
• 7.7 Conclusion, 131.

In the previous two chapters we have discussed the role played by oxygen vacancies
in spin ice crystals. We have seen that a different environment around the magnetic
ion modifies the nature of the compound and its physical properties in a non trivial
way, and we studied how it is possible to model this new system.

However, there is another type of defect that we would bring to attention: dop-
ing the crystal with non magnetic impurities. In our specific case the crystal is
grown mixing Dy/Ho powders with a non magnetic ion (e.g. Y) that substitutes
Dy/Ho in the pyrochlore lattice, effectively doping the crystal. This system has
been studied previously by polarised neutron scattering (Ref. [102]), heat capacity
(Ref. [103]) and recently by muons (Ref. [104]).

In this chapter we will focus our attention on the magnetic and thermodynamic
properties developed by these systems, and we will see how the frustration and the
ice rules are affected by the doping.

7.1 The Dy2−xYxTi2O7 pyrochlore lattice

The structure of Dy2−xYxTi2O7 crystals is identical to Dy2Ti2O7. There is a negli-
gible distortion in the lattice due to the substitution of Dy3+ with Y3+ even at very
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high doping levels, since their ionic radii are comparable (RDy = 1.027 Å and
RY = 1.019 Å respectively). Therefore all the internal structures of the lattice (i.e.
scalenohedra and trigonal anti prisms) are preserved. This statement has also been
confirmed by our neutron scattering data, that show no trace of diffuse scattering
in all these systems both at room temperature (RT) and at T = 5 K.

Figure 7.1 shows the unit cell of a Dy2−xYxTi2O7 crystal, from now on Y3+

will be identified in yellow according to our colour scheme.

Figure 7.1: Cubic unit cell of Dy2−xYxTi2O7. – The pyrochlore lattice is almost
identical to the Dy2Ti2O7 one, even at very high dilutions, since the ionic radii of
Y3+ is similar to Dy3+. Therefore there is a negligible distortion in the lattice and
all the internal structures (i.e. scalenohedra and trigonal anti prisms) are preserved.
According to our colour scheme Y3+ will be in yellow.

According to our neutron scattering measurements non magnetic impurities are
randomly distributed in the system, since the diffuse scattering pattern at T = 5
K does not show any trace of superstructures or clusters inside the system. A
priori there is no correlation between the impurities, and we have to take care of
this characteristic in our MC simulations. Moreover, since the CEF environment
surrounding the remaining rare earth ions is preserved, it seems natural to describe
this system using the classical spin ice Hamiltonian written in Eq. 1.1.
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7.2 Experimental Procedure

Dr. D. Prabhakaran grew five Dy2−xYxTi2O7 single crystals with x = 0.5, 1.0, 1.5,
1.75 and 1.9 using the floating zone technique at the Clarendon Laboratory in Ox-
ford. All the crystals have been annealed in O2 to eliminate any trace of oxygen
vacancies and they were screened at room temperature by Dr. D. Porter using X-
ray at Royal Holloway University of London. Table 7.1 shows the result of the
X-rays refinement, fixing the occupation value of Ti ions.

Dy2−xYxTi2O7 x=0.5 x=1.0 x=1.5 x=1.75 x=1.9
Colour Brown Yellow Yellow Yellow White

Space Group Fd3̄m Fd3̄m Fd3̄m Fd3̄m Fd3̄m
Lattice par. (Å) 10.121(2) 10.123(2) 10.118(3) 10.109(3) 10.102(3)

Dy 0.77(2) 0.49(2) 0.28(3) 0.13(4) 0.07(3)
Y 0.23(4) 0.51(2) 0.72(2) 0.87(2) 0.93(2)
Ti 1 1 1 1 1

O(1) 1.01(2) 1.02(2) 0.97(3) 1.01(1) 0.98(2)
O(2) 1.03(3) 0.98(2) 1.02(2) 0.95(3) 0.97(3)
RW 6.9 7.8 7.1 7.3 6.7

Table 7.1: X-ray screening of the Dy2−xYxTi2O7 samples.

These samples have been measured using a 7 tesla magnetometer at the Claren-
don laboratory in Oxford by Dr. D. Prabhakaran to study the magnetisation. The
sweep scan has been done applying an external field from −7 ≤ H ≤ 7 tesla at
T = 2 K, along the [100] direction.

After that we checked the samples for defect clusters arising from distortions
next to dopant Y ions, oxygen vacancies etc. more rigorously, studying their struc-
tural diffuse scattering with unpolarised neutrons at T = 5 K. The experiment has
been performed at the SXD facility in ISIS. All the crystals showed no trace of
diffuse scattering in all the 3D volume of the reciprocal space measured, confirm-
ing the absence of vacancies and any possible distortion in the lattice due to the
substitution of Dy with Y. These measurements also ruled out the possibility of Y
ions forming superstructures.

7.3 DC Magnetic susceptibility in doped systems

Figure 7.2 shows the comparison of the magnetisation of the five Dy2−xYxTi2O7 an-
nealed crystals measured using a 7 tesla magnetometer, with our MC simulations.
In particular, the MC simulation has been performed in a supercell with L = 4,
assuming a random distribution of Y ions in the lattice, and using the same pa-
rameters as the experimental set up (i.e. field direction, nominal doping levels and
temperature). The average has been performed over 10000 realisations of disorder.

As expected, the comparison of the magnetisation M with the stoichiometric
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annealed Dy2Ti2O7 sample (red line), shows that it decreases due to the intro-
duction of non magnetic ions in the system. The overall shape of the curves is
maintained, and there is no trace of a structural phase transition between different
doping levels, which is consistent with the fact that the introduction of Y ions does
not affect the lattice.

Figure 7.2: Magnetisation of Dy2−xYxTi2O7 crystals. – (a) The magnetisation M
decreases due to the introduction of non magnetic impurities. Our MC calculations
for a system with L = 4 (solid lines), shows that the saturation values are in good
agreement with the experimental data. However the simulation is not able to cap-
ture the correct behaviour at low fields, probably because our MC calculation is
neglecting spin correlations that are relevant at low temperatures. (b) Comparison
between Msat obtained from magnetisation data (blue dots) and MC simulations
(red dots) at 7 tesla versus the doping level 0 ≤ x ≤ 1. The magnetisation de-
creases linearly with the dilution, following a law ∝ µ(1 − x) (red line). Notice
that the error bars of the Dy2−xYxTi2O7 samples have been calculated from the
X-ray refinement.

If we plot the saturation value of M at 7 tesla for every single sample (blue
dots) versus the doping level x, we can see in Fig. 7.2(b) that Msat decreases
linearly with x, in particular:

Msat ∝ µ(1− x) (7.1)

where 0 ≤ x ≤ 1 and µ = 10µB .
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Notice that our MC calculation is able to predict the correct value of Msat for
every single sample, and it also confirms the linear decrease of M with the doping
level (see Fig. 7.2(b) red dots). However, at present, we are not able to explain the
discrepancies in the knee at low fields. We can speculate that our MC calculation
is neglecting spin correlations that are relevant at low temperatures. Therefore,
in order to improve it, we could calculate a high temperature expansion of the
magnetisation. In this way the lowest non-trivial order of the expansion should be
equivalent to our MC calculation, and the inclusion of higher orders terms should
give a better agreement with the data.

7.4 Polarised neutron scattering

Chang et al. (see Ref. [102]) have measured the spin flip (SF) and non spin flip
(NSF) channels of an analogous compound: Ho2−xYxTi2O7 for x = 0.0, 0.3 and
1. At T = 2 K, their results show that the SF scattering patterns are consistent
with a nearest neighbour spin ice model and the effects of Y doping are seen in the
widths of the pinch points. By contrast, at low temperatures the SF patterns are
characteristic of a dipolar spin ice and are unaffected by Y doping. Moreover, in
the NSF channel, they observed the signature of strong antiferromagnetic correla-
tions at the same temperature as the dipolar spin ice correlations appear in the SF
channel.

Just for comparison, we used our MC program to calculate the SF and NSF
channels at T = 2, 10 K using the classical spin ice Hamiltonian (Eq. 1.1). Fig-
ure 7.3 shows the comparison of our calculation with the experimental results in
Ref. [102].

As is clearly visible there is an excellent agreement between our calculation
and the experimental data, however, we should notice that the shape of the pinch
points in the data is a little bit larger compared to the calculated one.

7.5 Internal field analysis in doped systems

We can now use our MC program to calculate the internal field distributions of
Dy2−xYxTi2O7 for x = 0.5, 1.0 and x = 1.5, as we have successfully done for
the annealed Dy2Ti2O7 sample (see Chap. 4). In order to be consistent with the
previous analysis, we should have calculated the internal fields for two specific
types of spin configurations: pure 2in-2out and random Ising [111] configurations.
However, since we are dealing with doped systems where we actually remove spins
from a tetrahedron, the terms 2in-2out and random Ising [111] configurations can
be misleading. Therefore, from now on, we will refer to these spin configurations
as the low and high temperature configurations.

In particular, we decided to perform the calculation in the following way:

1. The program removes randomly spins in the system according to the doping
level x.
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Figure 7.3: SF and NSF channels for Ho2−xYxTi2O7 with x = 0.3. – The com-
parison with the experimental data in Ref. [102] for: (a) the SF channel at T = 2
K, (b) the NSF channel at T = 2 K and (c) the SF channel at T = 10 K, shows a
remarkable agreement between our MC calculations and the data.

2. The Monte Carlo algorithm minimises the energy of this particular config-
uration using the classical spin ice Hamiltonian (Eq. 1.1) with the standard
constants D = 1.41 K and Jex = −1.24 K. Notice that we decided to use a
temperature of T = 0.6 K for the low temperature (LT) configurations and
T = 10K for high temperature (HT).

3. The final spin configuration is saved and used to calculate the internal field
distribution in a quarter of the unit cell of the pyrochlore lattice (see Sec. 1.4.2),
on a grid of 16000 points.

4. The process is iterated averaging over the disorder of the impurities and over
different spin configurations.

Figure 7.4 shows the comparison of the histograms of the internal field distri-
bution of Dy2−xYxTi2O7 for x = 0.5, 1.0 and x = 1.5, calculated across the grid
of 16000 points spanning a quarter of the unit cell. As we could expect the overall
shape is maintained and the weight of the distribution is shifted towards low fields
due to the reduced number of spins. An interesting result is that the histograms
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Figure 7.4: Histograms of the internal field distribution of Dy2−xYxTi2O7 for x =
0.5, 1.0 and x = 1.5, calculated in a quarter of the unit cell. – (a) The overall
shape of the distribution is similar to the annealed case, but its weight is shifted
towards low fields due to the reduced number of spins. (b) The histograms for LT
and HT spin configurations look quite similar for x ≥ 1.5, due to the fact that at
large Y concentrations the average interaction between the spins drops.

for LT and HT spin configurations look quite similar for x ≥ 1.5 (see Fig. 7.4(b)).
In the un-doped Dy2Ti2O7 crystal the difference between the average over pure
2in-2out and random Ising [111] configurations, was mainly due to the fact that the
presence of monopoles was altering the symmetry of the system breaking the “flux
loops” between spins, and thus increasing the strength of the field (especially at the
centres of the super tetrahedra). Monopoles were acting as defects, and their final
effect was to suppress the local order between high and low fields.

In the doped environment the strength of the average interaction between the
spins drops, and at large Y concentrations the decrease can be very sizeable. There-
fore, the spins will remain poorly correlated (essentially randomly oriented) down
to substantially lower temperatures than classical spin ice. To give an example: if
2in-2out correlations become important in Dy2Ti2O7 below approximately T = 2
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K, when we dope the crystal with e.g. 75% Y ions, low temperature correlations
are suppressed and are likely to play a role only for temperatures much smaller
than T = 2 K.

Now, let us examine the field distribution on the lattice scale in a quarter of the
unit cell. Figures 7.5, 7.6, 7.7 show the comparison of our MC simulation for low
and high temperature spin configurations, averaged both over the defects and the
disorder of the system.

Figure 7.5: Detailed structure of the field distribution of Dy2−xYxTi2O7 for x =
0.5 on the lattice scale, calculated in a quarter of the unit cell. – (a) The inter-
nal fields distribution for LT spin configurations shows even in this case a local
structure, with the highest fields at the centres of the rare earth tetrahedra (green
ghost spheres) and the lowest at the centres of the super tetrahedra (big yellow
ghost spheres). The comparison of these positions for HT spin configurations in
(b) shows that the spatial local organisation into low and high field is still valid
in this case, but the intensity of the field is higher due to the presence of defects
(magnetic monopoles) in the system. Notice that we show Y3+ and the remaining
Dy3+ in the pyrochlore lattice with ghost spheres, according to our colour scheme.

In all cases for LT spin configurations, we can see that the field has its highest
strength at the centre of the rare earth tetrahedra (i.e. close to the spins) and its
lowest strength at the centres of the super tetrahedra. This is in good agreement
with the Dy2Ti2O7 annealed crystal, but we can notice that the intensity of the
field in the latter positions is a little bit higher than in the stoichiometric case. This
is a direct manifestation of the presence of magnetic impurities that breaks the

128



symmetry of the “flux loops” of the spins (see Chap. 4).

Figure 7.6: Detailed structure of the field distribution of Dy2−xYxTi2O7 for x =
1.0 on the lattice scale, calculated in a quarter of the unit cell. – (a) Internal fields
distribution for LT spin configurations and (b) for HT.

The high temperature spin configurations looks very different from the stoi-
chiometric Dy2Ti2O7 system. As we said before, the doping destroys the correla-
tions between spins. This phenomenon preserves the local structure of the fields
inside the crystal and, at very high doping levels, the difference between LT and
HT spin configurations vanishes (see Figs. 7.4,7.7). We can still recognise that the
intensity of the field at the centre of the super tetrahedra is a little bit higher for HT
configurations, but definitely the global local structure is now preserved.

7.6 Discussion

On the basis of the previous results, we would like to make a couple of comments
on the analysis of the internal field distribution. All the previous calculations rely
on the fact that Eq. 1.1 is also able to model the doped systems in the correct way.

Notice that this statement is not trivial since, in order to calculate the internal
fields of the sample we need to know the correct spin configurations at a certain
value of temperature. In principle this problem does not affect the HT configura-
tions, since they correspond to infinite temperature states of the system, and we
checked that the difference between HT and random [111] Ising spin configura-
tions is negligible. However we have to be careful about the LT spin configurations,
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Figure 7.7: Detailed structure of the field distribution of Dy2−xYxTi2O7 for x =
1.5 on the lattice scale, calculated in a quarter of the unit cell. – (a) Internal fields
distribution for LT spin configurations and (b) for HT. As it is visible, at very high
doping levels, the difference between LT and HT spin configurations vanishes.

since they are generated at the end of the MC loop that minimise the energy of the
system, and this calculation is strongly related to the Hamiltonian we are using.

We could investigate this phenomenon, e.g. by comparing the heat capacity of
the doped systems with the one calculated with our MC using the classical spin ice
Hamiltonian (Eq. 1.1) or the truncated expansion at the nearest neighbour level. In
principle we can speculate that the removal of spins should suppress the dipolar
interaction in Eq. 1.1, especially at very high doping levels, leaving the nearest
neighbour interaction as the leading contribution in the energy of the system.

Figure 7.8 shows the comparison between our MC simulations using Eq. 1.1
with D = 1.41 K and Jex = −1.24 K (solid lines) or the truncated nearest neigh-
bour expansion with Jex = 1.11 K (dashed lines), and the heat capacity data taken
from Ref. [103] (dotted lines).

As is clearly visible from Fig. 7.8(a), the classical spin ice Hamiltonian is able
to reproduce the heat capacity of the system even at a dilution of x = 1.4. Once
again the nearest neighbour model alone is insufficient to describe the physics of
the system, and the lack of a long range interaction does not allow us to minimise
the energy (and obtain the spin configurations) in the correct way, at least until
x = 1.4.

We have to notice that after this “threshold” it seems that the agreement of our
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MC simulation using Eq. 1.1 fails, and the model that is able to fit the heat capacity
data (at least at low temperatures) is the nearest neighbour one.

The failure of the dipolar model at high dilution may reflect a need to use a
larger system for MC simulations in this case. However, we would like to stress
two points:

1. According to Ref. [103], the blue dotted line in Fig. 7.8(c) should represent
the heat capacity of a Dy0.2Y1.8Ti2O7 crystal. In order to have a better
agreement with the data, we found that the correct value of x should be 1.75.
This may indicate uncertainty about the uniformity and absolute value of the
stoichiometry of the sample.

2. Our simulation is not able to reproduce the relative noisy behaviour of the
highly doped compound after T = 3 K, which would seen to be an indication
of a high background level.

7.7 Conclusion

We analysed in great detail the physical properties of several Dy2−xYxTi2O7 an-
nealed crystals. The magnetisation data, benchmarked with our X-ray, neutron
scattering analysis and our MC simulations, showed a linear decrease of the mag-
netisation in the samples according to the doping level, and no trace of a structural
phase transition since the similar atomic radius of Dy and Y ions does not affect
the lattice.

The comparison of the internal field analysis averaged over LT spin configu-
rations showed that there is still a considerable local order between high and low
fields, localised at the centres of the rare earth tetrahedra and at the centres of the
super tetrahedra respectively. This is consistent with what we found for the stoi-
chiometric Dy2Ti2O7 sample (see Chap. 4) however, unlike the latter, this order
seems to be preserved even for HT configurations, since non magnetic impurities
are decreasing the correlations between spins.

The heat capacity data showed that the classical spin ice Hamiltonian is able
to model the physics of the doped system until x = 1.4, after this “threshold” the
nearest neighbour model seems to predict the correct behaviour at low tempera-
tures.

We hope that this analysis can be taken as a basis towards a more detailed study
of the dynamics of magnetic monopoles in doped systems. In particular it could
be very interesting to study how the monopoles can be trapped by non magnetic
impurities, in analogy with what we have done for oxygen vacancies.
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Figure 7.8: Comparison between the heat capacity data of Dy2−xYxTi2O7 for
x = 0.0, 0.4, 1.4 and 1.8 according to Ref. [103], and our MC simulations. –
(a) Heat capacity calculation using Eq. 1.1 with D = 1.41 K and Jex = −1.24 K
(solid lines). (b) Heat capacity calculation using Eq. 1.1 truncated at the nearest
neighbour level with Jex = 1.11 K (dashed lines). The nearest neighbour model
alone is insufficient to describe the physics of the system, and the lacking of a
long range interaction does not allow us to minimise the energy (and obtain the
spin configurations) in the correct way, at least until x = 1.4. (c) Comparison of
the heat capacity calculation using Eq. 1.1 with D = 1.41 K and Jex = −1.24
K (solid lines) or the truncated nearest neighbour expansion with Jex = 1.11 K
(dashed lines) for the highly diluted Dy2−xYxTi2O7 sample. At high doping levels
it seems that the agreement of our MC simulation using Eq. 1.1 fails presumably
because the size of the MC simulation is too small, and the model that is able to
fit the heat capacity data (at least at low temperatures) is the nearest neighbour
one. Nevertheless we have to notice that this good agreement has been reached in
our simulation using x = 1.75 and, at present, we do not know the origin of the
discrepancy between data and theoretical predictions after T = 3 K.
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Chapter 8

Conclusion and Future Outlook

Contents

I was mainly concerned in the study of defects in spin ice crystals. They may rise
as topological defects (magnetic monopoles) in the pure compound, or as structural
defects from the presence of vacancies and dopant ions.

In particular: the analysis of the internal fields showed that there is a consider-
able local order between high and low fields due to the symmetry of the pyrochlore
lattice. The highest field is felt at the centre of the rare earth tetrahedra, while
the lowest field is felt at the centre of the super tetrahedra of the rare earth ions.
In principle µSR and NMR techniques can access to these regions of the crystal,
providing further information on the internal field distribution in spin ice and quan-
tifying the density of magnetic monopoles present in the system. Notice that the
distinction between low and high fields gets broken down as monopoles appear,
since their strong fields interact with the other spins in the crystal and break the
symmetry. This is indeed a clear evidence of the fact that they act as topological
defects of the lattice.

We also studied the effect of oxygen depletion in the crystal. The introduc-
tion of oxygen vacancies alters the nature of the compound and, in extreme cases,
the system undergoes a structural phase transition from the pyrochlore to the per-
ovskite lattice, loosing the distinctive spin ice features. The analysis of the struc-
tural diffuse scattering at low temperatures showed that the 4 rare earth ions close
to the vacancy move away along the local 〈111〉 directions, due to the Coulomb
repulsion.

This phenomenon creates a chain reaction in the system, forcing the surround-
ing ions to find new equilibrium positions in order to minimise the Madelung en-
ergy. Vacancies affect the Crystal Electric Field (CEF) of the compound changing
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the energy of the levels and suppressing the magnetic moment of the spins. Indeed
magnetisation measurements on the depleted compounds showed that the magneti-
sation decreases in the presence of oxygen vacancies.

The structural diffuse scattering also showed that we can get rid of oxygen
vacancies (always present even in the common as grown compound), by annealing
in O2 the crystal at T = 1200◦C. This technique is able to change the oxygen
stoichiometry of the compound, which becomes much closer to the ideal one.

According to our CEF calculation the easy axis of the 4 rare earth spins sur-
rounding the vacancy is broken down, and the magnetic moment acquires an easy
plane behaviour. This new characteristic is likely to affect also the exchange in-
teraction between spins, and the dynamics of magnetic monopoles. Indeed in the
nearest neighbour approximation a simple cluster model of 16 spins showed that,
when a monopoles hops into one of the defect tetrahedra, it delocalises and it is not
possible to identify where it resides anymore.

This argument can be used to explain the anomalous behaviour of the magnetic
monopoles at low temperatures. AC susceptibility measurements confirmed an
initial slowing down of magnetic relaxation in the annealed sample with respect
to the as-grown one. The presence of vacancies initially speeds up the dynamic
due to the increased number of monopoles, the long time dynamics is slowed due
to the trapping of diffusing monopoles by the defective clusters. However, a full
understanding would require knowledge of all of the exchange constants in the
system.

Finally we studied how doping affects spin ice crystals. We saw that there is
a linear decrease of the magnetisation of the compound proportional to the doping
level, but ice rules are still preserved at low temperatures. Moreover, the impurities
affect the spin correlations suppressing the local order between high and low fields.
In fact we observed that the internal field distribution at high and low temperatures
look very similar for high doping levels.

The possibility of creating magnetic circuits in analogy to electrical circuits, the
so called magnetricity, opens up huge potential for practical applications. Here we
have identified oxygen vacancies as a source of magnetic residual resistance. The
magnetic equivalent of electrical resistance is of great importance in developing
magnetic devices. Recently magnetic currents have been created and measured by
S.R. Giblin et al. (Ref. [105]), and it would be of great interest to see how these
are affected by the controlled introduction of oxygen vacancies, doping etc.

One way to get closer to practical applications is to grow artificial nano struc-
tures. L. Bovo et al. (Ref. [106]) have succeeded in growing thin films of spin ice
materials, and the properties differ from the bulk at low temperatures. This may
be due to epitaxial strain or, alternatively, defects may play a role. It is difficult to
grow high quality single crystals for large oxygen deficiencies. However, it may
be possible to stabilise much larger departures from stoichiometric compositions
in epitaxial single crystal films and, in this way, enable the study of new strongly
correlated phenomena.

The magneto thermal avalanche quench has been identified as a mechanism to
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study far from equilibrium monopole dynamics in spin ice (Ref. [107]). Here we
showed that oxygen vacancies strongly affect the long time out of the equilibrium
behaviour. Hence studies of the type described in Refs. [107]-[111] on samples
with controlled concentration of oxygen vacancies and other defects would be a
promising approach to the study of non equilibrium phases.

We hope that the characterisation contained in this thesis can be used as a
starting point for future researches in the spin ice field; in particular towards a
proper understanding of the dynamics of the topological defects at low tempera-
tures, which represent a challenging out of the equilibrium system.
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Appendix A

Contents

A.1 Ewald 3D Calculation for a spin along the easy axis, 136.

A.1 Ewald 3D Calculation for a spin along the easy axis

Now we show the calculation of the three components of the magnetic field for
a spin with magnetic moment along [1, 1, 1]/

√
3. Notice that this calculation has

been done with the conventions expressed in Chap. 2.

Bx1 =

∞∑
nx,ny ,nz=−∞

+
6(nx + x)2αe−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]2

+

4α3(nx + x)2e−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]

+

3(nx + x)2erfc[
√

(nx + x)2 + (ny + y)2 + (nz + z)2α]

[(nx + x)2 + (nj + y)2 + (nz + z)2]5/2
+

6(nx + x)(ny + y)αe−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]2

+

4α3(nx + x)(ny + y)e−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]

+

3(nx + x)(ny + y)erfc[
√

(nx + x)2 + (ny + y)2 + (nz + z)2α]

[(nx + x)2 + (nj + y)2 + (nz + z)2]5/2
+

6(nx + x)(nz + z)αe−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]2

+
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4α3(nx + x)(nz + z)e−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (nz + z)2]

+

3(nx + x)(nz + z)erfc[
√

(nx + x)2 + (ny + y)2 + (nz + z)2α]

[(nx + x)2 + (nj + y)2 + (nz + z)2]5/2
−
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√
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−

erfc[
√
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[(nx + x)2 + (nj + y)2 + (nz + z)2]3/2
x̂ (A.1)

By1 =
∞∑

nx,ny ,nz=−∞
+

6(nx + x)(ny + y)αe−[(nx+x)2+(ny+y)2+(nz+z)2]α2

√
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+
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√
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√
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√
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√
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ŷ (A.2)
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3(nx + x)(nz + z)erfc[
√
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ẑ (A.3)

and for the second part:
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y + n2
z

sin(2πnxx) cos(2πnyy) sin(2πnzz) +

∞∑
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−16πn2
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−
π2(n2x+n

2
y)

α2

n2
x + n2

y

cos(2πnxx) cos(2πnyy) +

+16πnxnye
−
π2(n2x+n

2
y)

α2

n2
x + n2

y

sin(2πnxx) sin(2πnyy) +
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∞∑
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−16πn2
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−π

2(n2x+n
2
z)

α2

n2
x + n2

z

cos(2πnxx) cos(2πnzz) +

+16πnxnze
−π

2(n2x+n
2
z)

α2

n2
x + n2

z

sin(2πnxx) sin(2πnzz)x̂ (A.4)

By2 =
∞∑

ny=+1

−8π cos(2πnyy)e−
π2n2y

α2 +

∞∑
nx,ny ,nz=+1

−32πn2
ye
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π2(n2x+n

2
y+n

2
z)

α2

n2
x + n2

y + n2
z

cos(2πnxx) cos(2πnyy) cos(2πnzz) +

+32πnxnye
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π2(n2x+n

2
y+n
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z)

α2
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x + n2

y + n2
z

sin(2πnxx) sin(2πnyy) cos(2πnzz) +

+32πnynze
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2
y+n
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z)

α2

n2
x + n2

y + n2
z

cos(2πnxx) sin(2πnyy) sin(2πnzz) +

∞∑
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−16πn2
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−
π2(n2x+n

2
y)

α2

n2
x + n2

y

cos(2πnxx) cos(2πnyy) +

+16πnxnye
−
π2(n2x+n

2
y)

α2

n2
x + n2

y

sin(2πnxx) sin(2πnyy) +

∞∑
ny ,nz=+1

−16πn2
ye
−
π2(n2y+n

2
z)

α2

n2
y + n2

z

cos(2πnyy) cos(2πnzz) +

+16πnynze
−
π2(n2y+n

2
z)

α2

n2
y + n2

z

sin(2πnyy) sin(2πnzz)ŷ (A.5)

Bz2 =
∞∑

nz=+1

−8π cos(2πnzz)e
−π

2n2z
α2 +

∞∑
nx,ny ,nz=+1

−32πn2
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−
π2(n2x+n

2
y+n

2
z)

α2

n2
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z

cos(2πnxx) cos(2πnyy) cos(2πnzz) +

+32πnxnze
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π2(n2x+n

2
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2
z)

α2

n2
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z

sin(2πnxx) cos(2πnyy) sin(2πnzz) +

+32πnynze
−
π2(n2x+n

2
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2
z)

α2

n2
x + n2

y + n2
z

cos(2πnxx) sin(2πnyy) sin(2πnzz) +
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∞∑
nx,nz=+1

−16πn2
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−π

2(n2x+n
2
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α2

n2
x + n2

z

cos(2πnxx) cos(2πnzz) +

+16πnxnze
−π

2(n2x+n
2
z)

α2

n2
x + n2

z

sin(2πnxx) sin(2πnzz) +

∞∑
ny ,nz=+1

−16πn2
ze
−
π2(n2y+n

2
z)

α2

n2
y + n2

z

cos(2πnyy) cos(2πnzz) +

+16πnynze
−
π2(n2y+n

2
z)

α2

n2
y + n2

z

sin(2πnyy) sin(2πnzz)ẑ (A.6)

Finally the magnetic field is:

‖ ~B‖ =
µ0µ

4π
√

3

1

L3

√
(Bx1 +Bx2)2 + (By1 +By2)2 + (Bz1 +Bz2)2 (A.7)

where 
x = (rxi − rxj )/L = rxi /L

y = (ryi − r
y
j )/L = ryi /L

z = (rzi − rzj )/L = rzi /L

(A.8)

and again L is the dimensional size of the total simulation cell (i.e. L = 2
√

2Lrnn).
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Appendix B
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B.1 The Ewald 2D calculation of the magnetic field, 141.

B.1 The Ewald 2D calculation of the magnetic field

We present here the Ewald calculation of the magnetic field for a 2D lattice, the
comparison with the 3D case can be very useful to understand the physical proper-
ties of these systems.

According to Ref. [112], the total Coulomb energy for a system periodic in two
dimensions and finite in the third one is:

U =
1

2

N∑
i,j=1


∞′∑
|~n|=0

qiqj
erfc(α|~rij + ~n|)
|~rij + ~n|

+
π

A

∑
~h6=0

qiqj
cos(~h · ~rij)
|~h|[

e|
~h|zijerfc

(
αzij +

|~h|
2α

)
+ e−|

~h|zijerfc

(
−αzij +

|~h|
2α

)]}
−

π

A

N∑
i,j=1

qiqj

{
zijerf(αzij) +

1

α
√
π

e−α
2z2ij

}
(B.1)

Here ~h = 2π(nx/L, ny/L, 0) is a reciprocal vector, A = L× L is the area of
the simulation cell and the term erfc(z) represents the complementary error func-
tion of the system:

erfc(z) = 1− erf(z) =
2√
π

∫ ∞
z

e−t
2
dt =

e−z
2

z
√
π

∞∑
n=0

(−1)n
(2n− 1)!!

(2z2)n
(B.2)
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Notice that the last term in Eq. B.2 represents the boundary condition on the ẑ axis,
this term is of fundamental importance in order to calculate the low field along it.

Now if we use again the three assumptions we made for the 3D calculation, in
perfect analogy we can observe that:

φ(~rij)d.d = − 1

qiqj
(µi · ∇)(µj · ∇)φ(~rij)c.c (B.3)

and the Hamiltonian can be explicitly rewritten the summation over i, j as:

H =
∑
ij

1

L
qiqjU + const. (B.4)

where again the term const. takes care of all the terms regarding the chemical po-
tential. Adding the dipole-dipole interaction, we obtain the following Hamiltonian:

H =
∑
ij

− 1

qiqj
(µi · ∇)(µj · ∇)

[
1

L
qiqjU + const

]
(B.5)

H = −1

2

∑
i 6=j

1

L
(µi · ∇)(µj · ∇)U (B.6)

where we put 1/2 to avoid the double counting, and we split the two summations
because we only need the terms where i 6= j.

This equation can be compared with the classical Hamiltonian:

H = −1

2

∑
i 6=j

~µj · ~Bi(rij) +
∑
i

vi (B.7)

Again the terms
∑

i vi takes care of the terms where i = j, but we do not need
them.

We can therefore identify:

H = − ~µj · ~Bi(rij) = − 1

L
( ~µj · ∇)(~µi · ∇)U (B.8)

And
~Bi(rij) =

1

L
∇ [~µi · ∇U ] (B.9)

Note that the gradients are taken with respect to ~rij . Expressing B in S.I. units and
re-writing the gradients with respect to ~x = ~rij/L = (x, y, z) we obtain:

~Bi(~rij) =
µ0µ

4π

1

L3
∇x [µ̂i · ∇xU(~x)] (B.10)

Therefore the only problem left is to calculate the gradient of the function U but,
thanks to assumptions we made, we obtain for the first part:
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Bx1 =

+∞∑
nx,ny=−∞

+
6α(nx + x)(z)e−[(nx+x)2+(ny+y)2+(z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (z)2]2

+

4α3(nx + x)(z)e−[(nx+x)2+(ny+y)2+(z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (z)2]

+

3(nx + x)(z)erfc[α
√

(nx + x)2 + (ny + y)2 + (z)2]

[(nx + x)2 + (ny + y)2 + (z)2]5/2
(B.11)

By1 =
+∞∑

nx,ny=−∞
+

6α(ny + y)(z)e−[(nx+x)2+(ny+y)2+(z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (z)2]2

+

4α3(ny + y)(ny + z)e−[(nx+x)2+(ny+y)2+(z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (z)2]

+

3(ny + y)(z)erfc[α
√

(nx + x)2 + (ny + y)2 + (z)2]

[(nx + x)2 + (ny + y)2 + (z)2]5/2
(B.12)

Bz1 =
+∞∑

nx,ny=−∞
− 2αe−[(nx+x)2+(ny+y)2+(z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (z)2]

+

6α(z)2e−[(nx+x)2+(ny+y)2+(z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (z)2]2

+

4(z)2α3e−[(nx+x)2+(ny+y)2+(z)2]α2

√
π[(nx + x)2 + (ny + y)2 + (z)2]

−

erfc[α
√

(nx + x)2 + (ny + y)2 + (z)2]

[(nx + x)2 + (ny + y)2 + (z)2]3/2
+

3(z)2erfc[α
√

(nx + x)2 + (ny + y)2 + (z)2]

[(nx + x)2 + (ny + y)2 + (z)2]5/2
(B.13)

and for the second part:

Bx2 =
+∞∑

nx,ny=−∞, 6=0

2nxπ
2

A

e−z√4n2
xπ

2+4n2
yπ

2
erfc


√

4n2
xπ

2 + 4n2
yπ

2

2α
− zα

 −

ez
√

4n2
xπ

2+4n2
yπ

2
erfc


√

4n2
xπ

2 + 4n2
yπ

2

2α
+ zα

 sin(2πnxx+ 2πnyy) (B.14)

By2 =

+∞∑
nx,ny=−∞, 6=0

2nyπ
2

A

e−z√4n2
xπ

2+4n2
yπ

2
erfc


√

4n2
xπ

2 + 4n2
yπ

2

2α
− zα

 −
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ez
√

4n2
xπ

2+4n2
yπ

2
erfc


√

4n2
xπ

2 + 4n2
yπ

2

2α
+ zα

 sin(2πnxx+ 2πnyy) (B.15)

Bz2 =
+∞∑

nx,ny=−∞, 6=0

π cos(2πnxx+ 2πnyy)

A

[
e−z
√

4n2
xπ

2+4n2
yπ

2

erfc


√

4n2
xπ

2 + 4n2
yπ

2

2α
− zα

√4n2
xπ

2 + 4n2
yπ

2 +

ez
√

4n2
xπ

2+4n2
yπ

2
erfc


√

4n2
xπ

2 + 4n2
yπ

2

2α
+ zα

√4n2
xπ

2 + 4n2
yπ

2 −

4αe−
4n2xπ

2+4n2yπ
2

4α2
−z2α2

√
π

 (B.16)

Bz3 = −4α
√
π

A
e−z

2α2
(B.17)

Finally the magnetic field is:

‖ ~B‖ =
µ0µ

4π

1

L3

√
(Bx1 +Bx2)2 + (By1 +By2)2 + (Bz1 +Bz2 +Bz3)2

(B.18)
where 

x = (rxi − rxj )/L = rxi /L

y = (ryi − r
y
j )/L = ryi /L

z = (rzi − rzj )/L = rzi /L

(B.19)

and L is the dimensional size of the total simulation cell (i.e. L = 2
√

2Lrnn).

B.1.1 A comparison between the Ewald 3D and 2D

Now we can analyse the differences between these equations and the ones obtained
with the Ewald 3D method. This is very important in order to better understand
their behaviour and their physically meaning.

Our method is known as the Hayes, Barber and Clarke method (HBC) and it
uses a Fourier integral representation of the sum of Dirac delta functions that stand
for the point charges of the system (see Ref. [113]). This approach was originally
developed by Bertaut and derived by Parry for the 2D case, in order to compute
deviations of the potential near the surface of ionic crystals. The HBC method uses
the Gaussian integral to rewrite the inverse particle distance as:

1

r
=

1√
π

∫ ∞
0

e−tr
2

√
t
dt (B.20)
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The integral is separated at 1/α2 and gives a short-range part for the integral
from 1/α2 to ∞, which corresponds to the complementary error function, and a
long-range part (for the integral from 0 to 1/α2) as in the classical Ewald method
to give:

1

|ri,j,ν |
=

erfc(α|ri,j,ν |)
|ri,j,ν |

+
1√
π

∫ 1/α2

0

e−t(s
2
i,j,ν+z2i,j,ν)

√
t

dt (B.21)

Here α, whose unit is an inverse length, is the screening parameter for the
Gaussian “charge cloud” and should be chosen so that only few real-space vectors
ν have to be considered for the short-range summation. With the correct Fourier
transformation one ends up with Eq. B.1, correct with the periodic boundary con-
dition on the ẑ axis.

Now, if we check the two methods, we can see that the first three terms of the
magnetic field (Bx1, By1, Bz1) are the same, except for the fact that the summation
over nz is not applied in the 2D case. These functions are the second derivative of
the complementary error function and they are computed in the real space. As we
said before these equations give the magnetic field strength near the dipole, for a
reasonable choice of the α parameter.

The second terms (Bx2, By2, Bz2) are computed in the reciprocal space, and
they are very different from the Ewald 3D ones. For the 2D case we do not need
imaginary terms in the summation, so we can approximate the exponential with a
cosine multiplied by two oscillatory functions needed to preserve the 2D structure.
These functions are used to calculate the fields very far from the origin, and their
approximation is of vital importance in order to obtain a good agreement with the
data.

Finally the last term (Bz3) appears only in the 2D method, and it expresses the
boundary condition over the ẑ axis in order to suppress the oscillatory behaviour
of the functions very far from the origin.

B.1.2 A comparison between simulations and the analytic formula

In order to benchmark the calculations given by the simulation with the Ewald 2D
method, it is possible to compare the results of the simulations with the analytic
formula. We can consider a system made up of an infinite array of dipoles pointing
along ẑ, at the same distance and with no thickness (see Fig B.1). This plane will be
identified with the X-Y plane of our simulation, then we can measure the strength
of the magnetic field in the ẑ direction (i.e. in the direction perpendicular to the
plane).

In literature, the magnetic field of a dipole is calculated as:

~B = const.

[
~m

r3
− 3(~m · r̂)r̂

r5

]
(B.22)

Where ~m is the magnetic dipole moment and r̂ is the verso of the direction.
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Figure B.1: Ewald 2D simulation system X-Y plane. – Red arrows represent spin
arrangement in the system.

Taking the module of Eq. B.22 and inserting the characteristic of our system,
we can find that the magnetic field strength along ẑ is:

| ~B| = Bz = const.

Nmax∑
l,m=−Nmax

[
3z2

(z2 + l2 +m2)5/2
− 1

(z2 + l2 +m2)3/2

]
(B.23)

Where l and m is the replicator vector in the X-Y plane, Nmax is the number of
spins and const. = µ0µ/4πL

3.
Obviously in order to have a good agreement with the simulation the parameter

Nmax must tend to infinity, but this case is very time consuming so we chose to
consider only the case with Nmax = 16, 32, 64 and 128. Figure B.2 compares | ~B|
in function of distance (in unit of L), for the Ewald 2D method (blue dots) and for
the analytic formula (solid lines).

As one can see there is a perfect agreement between our simulation and the
analytic formula, in particular the agreement gets better and better as soon asNmax

gets higher. The plateu is due to the fact that the analytic formula represent a
finite system, in fact this plateau tends to decrease as Nmax is increased, and then
it disappears when Nmax = ∞. We can check this assumption with a simple
calculation; first of all we have to integrate Eq. B.23 over a circle of radius R, and
then take the limit to infinity.

In particular:

const.

∫ R

0
2πr

[
3z2

(z2 + r2)5/2
− 1

(z2 + r2)3/2

]
dr = const.

2πR2

(R2 + z2)3/2
(B.24)
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Figure B.2: Comparison between the Ewald 2D simulation and the analytic for-
mula. – The solid curve represents the analytic formula (Eq. B.23) for Nmax = 16
(green), Nmax = 32 (orange), Nmax = 64 (red) and Nmax = 128 (black); blue
dots are the simulation data. The initial field decay is power law as 1/z3 when the
dominant contribution is that of the closest spin. Then it crosses over to an expo-
nential decay in z at large distances, when the system tends asymptotically to the
behaviour of a continuum parallel-plate capacitor.

Now taking the limit, we obtain that:

lim
R→∞

const.
2πR2

(R2 + z2)3/2
≈ 1

R
= 0 (B.25)

Notice that if we measure the field very far from the surface, the system behaves
as a parallel-plate capacitor. We can calculate the magnetic field strength also along
x̂ and ŷ, in this case the periodic system will create a series of parabola with the
periodicity of the cell (see Fig. B.3).

As we can see the Ewald 2D method replies the dipole in the X-Y plane, the
agreement with the analytic result is very good and again it gets better and better
as Nmax is raised. Notice that we decided to truncate the simulation to the first 2
cells in order to highlight the differences with the analytic formula.

B.1.3 Ewald 2D Calculation for large value of z

Watching closely at Fig. B.2 we can see that when the distance increases, the be-
haviour of the curve is ∝ e−Cz (where C is a constant) and not to ∝ e−Cz

2
.

This characteristic is very peculiar and its origin is due to the function f(z) ∝
e−zerfc(−z) located in the Bz2 component; in fact if we expand this term around
infinity we find that:

f(z →∞) ∝ e−zerfc(−z) ≈
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Figure B.3: Ewald 2D simulation check with the analytic formula along x̂ and ŷ.
– The solid curve represents the magnitude of the field via the analytic formula
(Eq. B.23) for Nmax = 16 (green), Nmax = 32 (orange), Nmax = 64 (red) and
Nmax = 128 (black); blue dots are the simulation data.

e−z−z
2

(
2ez

2
+

(
− 1

z
√
π

+
1

2z3
√
π
− 3

4z5
√
π

+O

[
1

z6

]))
≈ 2e−z (B.26)

Figure B.4 shows the behaviour of the three curves e−zerfc(−z) (red line), its
Taylor expansion (black line) and 2e−z (blue line), for large values of z. As one
can see their agreement is indeed remarkable.

Lets try to analyse every single term in Eqs.1.120-1.126, assuming for simplic-
ity that x = y = 0:

+∞∑
nx,ny=−∞

− 2αe−[n2
x+n2

y+z2]α2

√
π[n2

x + n2
y + z2]

=

2αe−α
2z2

+∞∑
nx,ny=−∞

− e−[n2
x+n2

y ]α2

√
π[n2

x + n2
y + z2]

(B.27)

If we call n2
x + n2

y = r2, the above term becomes:

2αe−α
2z2

∞∑
r=0

− e−r
2α2

√
π[r2 + z2]

(B.28)

This function satisfies the equality:

2αe−α
2z2

z2
√
π
≤ 2αe−α

2z2
∞∑
r=0

e−r
2α2

√
π[r2 + z2]
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Figure B.4: Study of the behaviour of the tail for large values of z. – The red curve
represents e−zerfc(−z), the black one is its Taylor expansion while the blue one is
the asymptotic expression 2e−z .

≤ 2αe−α
2z2

(
1√
πz2

+

∞∑
r=1

e−r
2α2

√
πr2

)
(B.29)

The lower bound was found taking the minimum value of r; the upper bound
was found extracting z from the summation and observing that the denominator is
the sum of two square quantities that go to infinity. Therefore we can neglect z.
The last term in brackets is a constant, so if we now take the limit for z →∞ due
to the Squeeze Theorem, this term is ∝ e−α

2z2 . All the other terms are analogue to
this one, except for:

+∞∑
nx,ny=−∞

−
erfc[α

√
n2

x + n2
y + z2]

[n2
x + n2

y + z2]3/2
(B.30)

In this case the term is composed of a sum of square terms. We can call r2 =
n2
x + n2

y and, since we are looking for the large z behaviour, we can make a Taylor
expansion of the complementary error function for z→∞:

+∞∑
r=0

−erfc[α
√

r2 + z2]

[r2 + z2]3/2
≈ e−α2z2

+∞∑
r=0

− 1

α
√
π

e−α
2r2

(r2 + z2)2
(B.31)

Now this term is analogous to the previous one thus, taking the limit for large
z, it is ∝ e−α

2z2 . All the other terms can be analysed in the same way.
The last two functions we are going to analyse are located in the component
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Bz2. The first one is:

+∞∑
nx,ny=−∞, 6=0

ez
√

4n2
xπ

2+4n2
yπ

2
erfc


√

4n2
xπ

2 + 4n2
yπ

2

2α
+ zα


√

4n2
xπ

2 + 4n2
yπ

2 (B.32)

Even for this case we can call r =
√
n2
x + n2

y and then make a Taylor expan-
sion of the complementary error function for large z:

+∞∑
r=1

2πre2πzrerfc
(πr

α
+ zα

)
≈ e−α

2z2
+∞∑
r=1

2πr√
π(πr

α + zα)
e−

π2r2

α2 (B.33)

Now the analysis is similar to the previous cases.
Finally we analyse the term ∝ e−zerfc(−z). This term is a bit different from

the previous ones and it needs an accurate analysis in order to check the behaviour
for large z:

+∞∑
nx,ny=−∞, 6=0

e−z
√

4n2
xπ

2+4n2
yπ

2
erfc


√

4n2
xπ

2 + 4n2
yπ

2

2α
− zα


√

4n2
xπ

2 + 4n2
yπ

2 (B.34)

First of all we can express this summation using a Kronecker delta, in order to
express the condition that nx and ny can not be zero at the same time:

+∞∑
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+∞∑
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√
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2 (B.35)

The coefficient nx and ny are the component of the reciprocal vector 2π(nx, ny, 0)

and
√

4π2n2
x + 4π2n2

y is its modulo. So, if we fix this value to
√
n2
x + n2

y = r,
the previous summation can be split in the sum over all the possible value of r:

∞∑
r=1

+∞∑
nx=−∞

+∞∑
ny=−∞

δ(r2 − n2
x − n2

y)2πre
−2πrzerfc

(πr

α
− zα

)
(B.36)

The summation over nx and ny gives ≈ 2πr, as we can see calculating the
integral in polar coordinate:

+∞∑
nx=−∞

+∞∑
ny=−∞

δ(r2 − n2
x − n2

y) ≈ 2πr (B.37)
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Therefore the expression can be re-written as:

∞∑
r=1

4π2r2e−2πrzerfc
(πr

α
− zα

)
(B.38)

and this function satisfies the equality:

4π2e−2πzerfc
(π
α
− zα

)
≤
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r=1

4π2r2e−2πrzerfc
(πr

α
− zα

)
≤ 8π2
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r=1

r2e−2πrz =
8π2e2πz(1 + e2πz)

(e2πz − 1)3
(B.39)

The lower bound was found taking the minimum value of r, the upper bound
was found noting that the complementary error function for large z tends to 2. Now
the summation can be explicitly calculated and, using again the Squeeze Theorem,
we can check that this term is ∝ e−z as we wanted to show.

Notice that it is very important to look for the exact coefficients in order to
find the function that correctly fits the data. A possible method is to extrapolate
from Eq. B.36 all the terms that go as e−2πz , checking that the remaining parts are
negligible and finally multiply the function times π. Thus:
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y)2πre
−2πrzerfc

(πr

α
− zα

)
=

+∞∑
nx=−∞

+∞∑
ny=−∞

δ(1− n2
x − n2

y)4πe
−2πz +

∞∑
r=2

+∞∑
nx=−∞

+∞∑
ny=−∞

δ(r2 − n2
x − n2

y)4πre
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Where we already used the fact that the complementary error function as z → ∞
tends to 2. The first term can be exactly calculated, and we obtain:

16πe−2πz +
∞∑
r=2

+∞∑
nx=−∞

+∞∑
ny=−∞

δ(r2 − n2
x − n2

y)4πre
−2πrz (B.41)

The second term is negligible because it goes to zero faster than the first one:

∞∑
r=2

8π2r2e−2πrz = −4π
d

dz

∞∑
r=2

re−2πrz = −4π
d

dz

(
e−2πz(2e2πz − 1)

(e2πz − 1)2

)
=

8π2[−3 + 5 cosh(2πz) + 3 sinh(2πz)]

(e2πz − 1)3
(B.42)
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Clearly this term goes to zero faster than the previous one, so the function
that approximates our data is only the first term in Eq. B.41 multiplied per π, i.e.
f(z) = 16π2e−2πz . Figure B.5 shows the comparison between the Ewald 2D data
(blue balls) and the previous function (red line) for large values of z.

Figure B.5: Comparison between Ewald 2D simulation data (orange dots) and the
analytic function f(z) = 16π2e−2πz (blue line) for very large values of z. – There
is a perfect agreement between the simulation data and the analytic formula but the
behaviour at large z is crucially dominated by the distance of the spins inside the
system.

As we can see there is a perfect agreement between our analytical calculation
and the data, nevertheless we must notice that the behaviour at large z is crucially
dominated by the distance of the spins inside the system, i.e. from the value we
give to nx and ny in order to replicate the spins. In fact if we multiply nx and ny
times a constant A, and we repeat all the previous calculations, we find that the
correct function that fits the large z behaviour is:

f(z) = 16π2Ae−2πAz (B.43)

Where the constant A = a/L with a ε R.

B.1.4 Magnetic field components along the three axes

We conclude this study with a short analysis regarding the sign of the field along
the three axes, this is of fundamental importance in order to study the direction of
the magnetic field inside a system as in Fig B.1. For this reason we show the three
components of the magnetic field calculated along x̂, ŷ in Fig B.6, and along ẑ in
Fig B.7, compared to the analytic formula with Nmax = 16, 32, 64 and 128.

Simulation data are in good agreement with the analytic formula, as it is clearly
visible from Fig B.6; on the X-Y plane the field is periodic nevertheless the sign of
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Figure B.6: Magnetic field component Bz along x̂ and ŷ axes. – The solid
curve represents the magnitude of the field via the analytic formula (Eq. B.23)
for Nmax = 16 (green), Nmax = 32 (orange), Nmax = 64 (red) and Nmax = 128
(black); blue dots are the simulation data. As one can see the data replies exactly
the periodicity of the system.

the component is negative and only Bz is present. These statements are physically
correct and they are both due to the spin direction inside the system.

In particular: all the spins are pointing in the ẑ direction, so the field is entering
in the X-Y plane and the scalar product in Eq. B.22 is zero. The new equation is
now:

~B = −const. ~m
r3
⇒ Bz = −const

Nmax∑
l,m=−Nmax

1

((x+ l)2 +m2)3/2
(B.44)

This equation takes care of all the assumptions made before since ~m, the magnetic
dipole moment, points only in the ẑ direction.

Fig B.7 shows the three magnetic field components calculated along the ẑ di-
rection. Even in this case only Bz is present but the system has no periodicity, we
also verified that the component Bx and By are perfectly zero in the data.

For all these cases there is a good agreement between the Ewald 2D simulation
and the analytic formula.

Now we can analyse the Bx and By components of the field along x̂ and ŷ
axes with z = L/100, Fig. B.8 shows the result of the simulation (magenta dots)
compared with the analytic formula (Eq. B.22) forNmax = 16 (green),Nmax = 32
(orange), Nmax = 64 (red) and Nmax = 128 (black). In this case the components
Bx and By are not zero, and we have a remarkable agreement with the simulation.
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Figure B.7: Magnetic field component Bz along ẑ axis. – The solid curve repre-
sents the magnitude of the field via the analytic formula (Eq. B.22) for Nmax = 16
(green), Nmax = 32 (orange), Nmax = 64 (red) and Nmax = 128 (black); the blue
dots are the simulation data. In this case there is no periodicity along the direction
(which is clearly visible) and even in this case only the z component survives due
to the spin direction. We verified that the component in x and y are perfectly zero
in the data. The sign of the component must be positive, because all the spins are
pointing along the ẑ direction.

Figure B.8: Magnetic field components Bx and By along x̂ and ŷ axes with z =
L/100. – The solid curve represents the magnitude of the field via the analytic
formula (Eq. B.22) for Nmax = 16 (green), Nmax = 32 (orange), Nmax = 64
(red) and Nmax = 128 (black); magenta dots are the simulation data. In this case
the components Bx and By are not zero, and the agreement with the simulation is
indeed very good.
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Appendix C

Contents

C.1 Studies of the Size Effect without the “balls and springs” model, 155 • C.2 Size
Effects due to oxygen Vacancies with the “balls and springs”, 161 •C.3 Y2(Ti2−xYx)O7−x/2

crystal: Combination of stuffing and vacancies, 164.

C.1 Studies of the Size Effect without the “balls and springs”
model

We present here a detailed study about all the possible size effects we can intro-
duce in our model to calculate the diffuse scattering pattern in the (hk7) plane of the
Y2Ti2O7−δ crystal. All these calculations have been performed with and without
the use of the “balls and springs model”, because our aim is to reproduce qualita-
tively the main features of the diffuse scattering (arcs, cross and gaps as shown in
Fig 5.1) even with the absence of this stage.

Notice that a size effect corresponds to a particular distortion in the lattice of the
system, where one or more ions can move along particular symmetrical directions
due to the Coulomb force they experience in presence of a vacancy.

C.1.1 Size Effects due to oxygen Vacancies

In this section we study which type of size effects we can take into account by
removing only O(1) or O(2) in the lattice. Vacancies are randomly distributed in the
system according to the nominal depletion value δ = 0.21, and the parameters of
the size effects have been found by trial and error, comparing the calculated diffuse
scattering with the experimental one in Fig. 5.1. Notice that all of the following
figures show the calculated diffuse scattering pattern using the best values of the
size effect parameters we found in our study.
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Figure C.1: Calculated Diffuse Scattering of Y2Ti2O7−δ in the (hk7) plane. – Left:
We impose only O(1) vacancies and the size effect on the Y atoms that are moved
away from the vacancy along the local 〈111〉 directions without the application of
the “balls and springs”. Right: We impose only O(1) vacancies and the size effect
on the Y atoms that are moved towards the vacancy along the local 〈111〉 directions
without the application of the “balls and springs”.

Figure C.1 shows the calculated diffuse scattering pattern in the (hk7) plane
due to the presence of O(1) vacancies randomly distributed in the system. In this
case the size effect has been imposed only on the Y ions that are the first nearest
neighbours of the vacancies. Naively one would expect that, in presence of a va-
cancy, the four Y cations would tend to move away one from the other due to the
fact that they are no more shielded from the Coulomb repulsion. Moreover since
they are located on the pyrochlore lattice that has a high degree of symmetry, the
most probable directions of the displacements should be the local 〈111〉. As one
can see from the left panel in Fig. C.1 when the four Y ions are moved away from
the vacancy we obtain a cross-like pattern at centre of the (hk7) plane overlapped
by a square. By contrast if we move the Y ions towards the vacancies we can still
see a cross shape at the centre but the intensity of the diffuse scattering is in wrong
areas compared to the experimental one (see Fig 5.1).

Figure C.2 shows the calculated diffuse scattering pattern in the (hk7) plane
due to the presence of only O(2) vacancies randomly distributed in the system. In
this case the size effect has been imposed only on Ti ions that are the first nearest
neighbours of the vacancies. We show the calculated diffuse scattering pattern
when the Ti ions are moved away from the vacancy in the left panel of Fig. C.2,
and vice versa in the right one. The two patterns are complementary, and the size
effect was chosen on the base of the fact that the absence of an O(2) changes the
charge of the two nearest neighbour Ti ions from 4+ to 3+ to preserve charge
neutrality. Thus, due to the Coulomb repulsion, the two cations should move away
one from the other. The calculation of the diffuse scattering showed in the left
panel of Fig. C.2 is in better agreement with the experimental pattern, we can see a
sort of arcs in the (hk7) plane, but it is not possible to obtain the cross and the gap.
Another possible size effect that takes into account the charge difference between
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Figure C.2: Calculated Diffuse Scattering of Y2Ti2O7−δ in the (hk7) plane. – Left:
We impose O(2) vacancies and the size effect on the Ti atoms that are moved away
from the vacancy without the application of the “balls and springs”. Right: We
impose only O(2) vacancies and the size effect on the Ti atoms that are moved
towards the vacancy without the application of the “balls and springs”.

Ti4+ and Ti3+ is shown in Fig C.3.

Figure C.3: Calculated Diffuse Scattering of Y2Ti2O7−δ in the (hk7) plane. – Left:
We impose only O(1) vacancies and the size effect on the O(2) atoms that are
moved away from the Ti3+ ions without the application of the “balls and springs”.
Right: We impose only O(1) vacancies and the size effect on the O(2) atoms that
are moved towards the Ti3+ ions without the application of the “balls and springs”.

In this case we calculated the diffuse scattering pattern in the (hk7) plane due
to the presence of only O(1) vacancies randomly distributed in the system that
create a couple of Ti3+ ions to preserve charge neutrality. The size effect has been
imposed only on the O(2) ions that are moved towards the Ti4+, taking care of
the fact that the bond length between Ti3+-O(2) is longer than Ti4+-O(2). We
show the calculated diffuse scattering pattern moving the O(2) away from Ti3+

in Fig C.3 left panel and towards them in the right one. Even in this case we can
notice that there is a sort of cross at the centre of the plane when we are moving
the O(2) away from the Ti3+, and no particular features in the other case.
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Figure C.4: Calculated Diffuse Scattering of Y2Ti2O7−δ in the (hk7) plane. – We
impose only O(1) vacancies and two size effects: the first one on the Y atoms that
are moved away from the vacancy, and the second one on the O(2) atoms that are
moved away from Ti3+ ions without and with the application of the “balls and
springs” (left and right panel respectively).

Finally the left panel of Fig C.4 shows the calculated diffuse scattering pattern
imposing only O(1) vacancies and two size effects: the first one on the Y atoms that
are moved away from the vacancy due to the Coulomb repulsion of the cations, and
the second one on the O(2) atoms that are moved away from Ti3+ ions to increase
the bond length. The calculated diffuse scattering pattern shows a cross at the
centre of the plane but it is still very difficult to see the four arcs. Now we can try to
couple those size effects with the “balls and springs” model, that tries to minimise
the unbalance in the Coulomb force relaxing all the other ions in the lattice. As one
can see from the right panel in Fig C.4 our calculation improves a lot, all the exotic
features (arcs, cross and gaps) are present and we have a remarkable agreement
with the experimental data.

C.1.2 Size Effects due to Stuffing

Another possibility to explain the diffuse scattering pattern is the stuffing. In this
case one of the ion (Y or Ti) can occupy a site reserved for another ion, and the
charge difference between them can create and unbalance in the Coulomb energy
forcing a displacement of the involved ions. Notice that the following figures show
the calculated diffuse scattering pattern in the (hk7) plane in presence of isolated
stuffed ions randomly distributed in the lattice. We distinguished the case where
the stuffing is only on the Y sites or only on the Ti sites.

Figure C.5 shows the calculated diffuse scattering pattern in the (hk7) plane
when we impose only Y stuffing on Ti sites. In this case the Ti tetrahedron has
three Ti4+ and one Y3+ ion, thus the nearest neighbour O(2) is shifted towards the
Ti ions that are “more positive” than the other one. The calculated diffuse scattering
pattern moving the O(2) towards the Ti is shown in the left panel of Fig. C.5, vice
versa in the right one. Notice that in the former case we can see a barely cross at
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Figure C.5: Calculated Diffuse Scattering of Y2Ti2O7 in the (hk7) plane. – Left:
We impose only Y stuffing on Ti sites and the size effect on the O(2) that are moved
away from the Y and towards the Ti4+ without the application of the “balls and
springs”. Right: We impose only Y stuffing on Ti sites and the size effect on the
O(2) that are moved towards the Y and away from Ti4+ without the application of
the “balls and springs”.

the centre of the plane and something similar to four arcs that link the branches of
the cross, however the gap in the arcs is not present even in this case.

Figure C.6: Calculated Diffuse Scattering of Y2Ti2O7 in the (hk7) plane. – Left:
We impose only Ti stuffing on Y sites and the size effect on the O(1) that are moved
away from the Ti ion along without the application of the “balls and springs”.
Right: We impose only Ti stuffing on Y sites and the size effect on the O(1) that
are moved towards the Ti ion without the application of the “balls and springs”.

Now we can reverse the stuffing and put isolated Ti ions on Y sites (see Fig. C.6).
In this case the tetrahedron hosts three Y3+ and one Ti4+ ion, thus the O(1) at the
centre should move towards the Ti ion. The calculated diffuse scattering pattern
moving the O(1) towards the Ti is shown in the right panel of Fig. C.6, vice versa
in the left one. Once again the movement of the O(1) towards the Ti ions gives
the best agreement with the experimental diffuse scattering pattern, showing the
presence of a cross at the centre of the plane inside a big square. Finally we can
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conclude this analysis coupling the previous two size effects.

Figure C.7: Calculated Diffuse Scattering of Y2Ti2O7 in the (hk7) plane. – We
imposed the stuffing on both Y and Ti sites in order to preserve charge neutrality,
and we moved the O(1) and O(2) towards the Ti ions according to the Coulomb
force.

Figure C.7 shows the calculated diffuse scattering pattern in a stuffed Y2Ti2O7

system where we put isolated Y ions on Ti sites and vice versa in order to preserve
charge neutrality, and we moved the O(1) and O(2) towards the Ti ions according to
the Coulomb force. The calculated diffuse scattering pattern looks pretty similar to
the experimental one, we can notice the cross at the centre of the plane overlapped
by a square. Nevertheless it is still not possible to get the gap in the arcs.

C.1.3 Conclusion

We presented a detailed analysis about possible size effects that can be used to
simulate the diffuse scattering pattern of the Y2Ti2O7−δ crystal shown in Fig. 5.1.
The analysis has been carried out without the introduction of the “balls and springs”
model and all the size effects have been motivated on the base of the Coulomb force
acting on the ions. We saw that it is possible to explain the origin of the cross at the
centre of the plane using a displacement along the local 〈111〉 directions, however
no one of the previous size effects alone gave us the arcs present in the experimental
pattern. The best agreement with the data can only be reached coupling the size
effect with the “balls and springs” model, that takes into account the relaxation
of distant neighbours from the vacancies too. It is also possible to get a good
agreement with the data using isolated stuffed ions, in this case the size effect is
able to reproduce the cross at the centre of the plane but the arcs are in some way
distorted into a square superimposed to the cross.
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C.2 Size Effects due to oxygen Vacancies with the “balls
and springs”

We reproduced all the previous calculations of the diffuse scattering in the (hk7)
plane using the best set of parameters for the size effects, and applying the “balls
and springs” model to the simulation. We first calculated the diffuse scattering
pattern in presence of only oxygen vacancies on O(1) or O(2) sites, with no stuffing
on the other sites.

Figure C.8: Calculated Diffuse Scattering of Y2Ti2O7−δ in the (hk7) plane. – We
imposed only O(1) vacancies in the system and we added the “balls and springs”
model to the size effect moving Y ions away from a vacancy (left panel), or towards
it (right panel).

Figure C.8 shows the calculated diffuse scattering pattern in the (hk7) plane
in presence of only O(1) vacancies. In particular we show the calculation of the
diffuse scattering moving Y ions away from the vacancies in the (a) panel, and
opposite in the (b) panel. As one can see there is a remarkable agreement between
Fig. C.8(a) and the experimental data in Fig. 5.1. All the main features of the
diffuse scattering are present even if we can not see the gap in the arcs. By contrast
the pattern looks completely different in the (b) panel, since there is no sign of both
arcs and cross.

Figure C.9 shows the calculated diffuse scattering pattern in the (hk7) plane in
presence of only O(2) vacancies. In this case the (a) panel shows the calculation
of the diffuse scattering moving Ti ions away from the vacancies, while the (b)
panel shows the opposite. We can see that it is not possible to reproduce the cross
at the centre of the plane using this type of size effect, but we can notice one
important aspects arising from this calculation: we have the best agreement with
the experimental data when Ti ions are moved away from the O(2) vacancies, since
in the other case we obtained diffuse scattering also at the centre of the plane.

Finally we can also consider the charge difference between Ti4+ and Ti3+ in
presence of only O(1) vacancies. Figure C.10 shows the calculated diffuse scatter-
ing pattern in the (hk7) plane moving the O(2) away or towards Ti3+ ions adding
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Figure C.9: Calculated Diffuse Scattering of Y2Ti2O7−δ in the (hk7) plane. – We
imposed only O(2) vacancies in the system and we added the “balls and springs”
model to the size effect moving Ti ions away from a vacancy (left panel), or towards
it (right panel).

the “balls and springs” model. Notice that the arcs are barely visible in this case
and there is no cross at all, but the gap is clearly appearing along the axial direc-
tions of the plane. The fact that we are able to reproduce the gaps in the arcs with
this size effect is not trivial, and it could be used to prove the existence of Ti3+ in
the system.

Figure C.10: Calculated Diffuse Scattering of Y2Ti2O7−δ in the (hk7) plane. – We
imposed only O(1) vacancies in the system and we added the “balls and springs”
model to the size effect moving O(2) ions away from a Ti3+ (left panel), or towards
it (right panel).

C.2.1 Size Effects due to Stuffing

We can now study the effect due to stuffed ions, considered as isolated defects in
the lattice. The aim of this analysis is to study how the relaxation of the other ions
can affect the diffuse scattering pattern in these systems.

Figure C.11 shows the calculated diffuse scattering pattern in the (hk7) plane
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Figure C.11: Calculated Diffuse Scattering of Y2Ti2O7 in the (hk7) plane. – We
imposed stuffed Ti ions on Y sites, and we added the “balls and springs” model to
the size effect moving the O(1) away from Ti4+, or towards it.

Figure C.12: Calculated Diffuse Scattering of Y2Ti2O7 in the (hk7) plane. – We
imposed stuffed Y ions on Ti sites, and we added the “balls and springs” model
to the size effect moving the O(2) away from Y ions and towards Ti4+, or only
towards Y ions.

for a Ti stuffed system (i.e. Ti ions are on Y sites), in particular we calculated the
diffuse scattering pattern moving the O(1) away from Ti4+ in (a) panel and the op-
posite in the (b) one. By contrast Fig. C.12 shows the calculated diffuse scattering
pattern in the (hk7) plane in a Y stuffed system (i.e. Y ions are on Ti sites) where
we moved the O(2) away from Y ions in the (a) panel or towards them in the (b)
one. As it is clearly visible the cross at the centre of the plane is completely absent
in all these calculations, and the best agreement with the experimental pattern is
observed only when oxygen ions are moved towards Ti4+, as we explained previ-
ously. The fact that it is not possible to reproduce the cross using a stuffed model
is not trivial, since it implies that only oxygen vacancies can create that particular
feature. Moreover we were able to simulate it only when we removed the O(1) and
we switched on the size effect on Y ions close to the vacancy. This statement could
be used to prove that the O(1) have a higher probability to be removed compared
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to the O(2) as stated in literature (see Ref. [36]).

Figure C.13: Calculated Diffuse Scattering of Y2Ti2O7−δ and Y2Ti2O7 in the (hk7)
plane. – Comparison between the oxygen vacancy model (left panel) and the
stuffed one (right panel). Notice the good agreement of the former model with
the experimental pattern shown in Fig. 5.1, where we can see that all the main
features (arcs, cross and gaps) are present.

Finally Fig. C.13 shows the comparison between the oxygen vacancy model
(a) and the stuffed one (b). In the former calculation we removed randomly only
the O(1) and we applied the size effect on Y ions (moved away from the vacancy)
and on the O(2) that are moved away from Ti3+ and towards Ti4+. In the latter
calculation we put stuffed ions on both Y and Ti sites to preserve charge neutrality
and we moved O(1) and O(2) towards Ti4+ according to the Coulomb force.

Once again the oxygen vacancy model has the best agreement with the exper-
imental data. All the main features are present, and we can notice that there is a
trace of the gap arising in the arcs too.

C.3 Y2(Ti2−xYx)O7−x/2 crystal: Combination of stuffing
and vacancies

In order to investigate all the possible diffuse scattering models, we calculated the
diffuse scattering pattern in the (hk7) plane for a Y2(Ti2−xYx)O7−x/2 crystal. In
this system we merged stuffing and oxygen vacancies in order to preserve charge
neutrality, in particular we put Y ions on Ti sites that remain in the highest oxi-
dation state and we introduced only O(1) vacancies. The pattern was calculated
for x = 0.1, 0.2, 0.5 adding the “balls and springs” model to the size effects on Y
ions that are moved away from a vacancy, and on O(2) ions that are moved towards
Ti ions in presence of stuffing. Figure C.14 shows the comparison of the diffuse
scattering patterns.

As it is clearly visible from Fig. C.14 the cross at the centre of the plane be-
comes visible from x = 0.2, below that threshold its intensity is barely visible
since the number of O(1) vacancies is too low. The “balls and springs” model re-
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Figure C.14: Calculated Diffuse Scattering of Y2(Ti2−xYx)O7−x/2 in the (hk7)
plane for x = 0.1, 0.2, 0.5 respectively. – The cross at the centre of the plane
becomes visible from x = 0.2, below that threshold its intensity is barely visible
since the number of O(1) vacancies is too low. Arcs and gaps are present but in this
case their intensity is much more diffuse than in the previous cases, the boundaries
are not clear and their shape tend to become a circle at very high stuffing levels.

produces both the arcs and the gaps but in this case their intensity is much more
diffuse than in the previous cases, the boundaries are not clear and their shape tend
to become a circle at very high stuffing levels. We can now add a correlation be-
tween O(1) vacancies and the stuffed Y ions, in particular we can distribute these
ions randomly but close to one vacancy. The calculated diffuse scattering pattern in
the (hk7) plane is shown in Fig. C.15. Even in this case the cross becomes visible
from x = 0.2 due to the low number of vacancies in the system, but the shape of
the arcs looks much more similar to the experimental pattern of Fig. 5.1 especially
at very low stuffing levels. Notice that the depletion value of our crystal should
correspond to x = 0.5 in these calculations, thus the fact that the calculated diffuse
scattering has a poor agreement with the data indicates a very low stuffing level in
our compound.

In conclusion we can state again that the oxygen vacancy model has the best
agreement with the experimental diffuse scattering patten shown in Fig. 5.1, all the
features in the (hk7) plane are the result of a particular displacement of the ions due
to the presence of vacancies and they can be understood on the base of Coulomb
force. The combination of stuffing and vacancies did not produce any significant
improvement to our calculation, unless we are assuming a possible correlation be-
tween vacancies and stuffed ions. In this case the cross at the centre of the plane
becomes visible above a particular threshold and the rings tend to become a cir-
cle at high stuffing levels. Notice that the presence of the gap is connected to the
movement of the O(2) towards Ti4+, due to the presence of stuffed Y3+ on Ti sites.
This size effect is qualitatively equal to the movement of the O(2) in presence of
Ti3+, and it can give us an evidence of the presence of these ions in the lattice.
However we can exclude the possibility to have a very high stuffing level of Y ions
in the system, since the calculated diffuse scattering presents features that are not
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Figure C.15: Calculated Diffuse Scattering of Y2(Ti2−xYx)O7−x/2 in the (hk7)
plane for x = 0.1, 0.2, 0.5 respectively. – We added a possible correlation between
the O(1) vacancies and the stuffed Y ions, that are created randomly in the system
but close to the vacancy. Even in this case the cross becomes visible from x = 0.2,
and the shape of the arcs looks more similar to the experimental pattern.

consistent with the data.
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