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## Summary

This thesis deals with random graph processes. More precisely it deals with two random graph processes which create $H$-free graphs. The first of these processes is the random $H$-elimination process which starts from the complete graph and in every step removes an edge uniformly at random from the set of edges which are found in a copy of $H$. The second is the $H$-free random graph process which starts from the empty graph and in every step an edge chosen uniformly at random from the set of edges which when added to the graph would not create a copy of $H$ is inserted.

We consider these graph processes for several classes of graphs $H$, for example strictly two balanced graphs. The class of strictly two balanced graphs includes among others cycles and complete graphs.

We analysed the $H$-elimination process, when $H$ is strictly 2-balanced. For this class we show the typical number of edges found at the end of the process. We also consider the subgraphs created by the process and its independence number. We also managed to show the expected number of edges in the $H$-elimination process when $H=K_{4}^{-}$, the graph created from the complete graph on 4 vertices by removing an edge and when $H=K_{3,4}^{-}$where $K_{3,4}^{-}$is created from the complete bipartite graph with 3 vertices in one partition and 4 vertices in the second partition, by removing an edge.

In case of the $H$-free process we considered the case when $H$ is the triangle and showed that the triangle-free random graph process only creates sparse subgraphs. Finally we have improved the lower bound on the length of the $K_{3,4}^{-}$-free random graph process.
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## Chapter 1

## Introduction

Random graph processes have received considerable attention lately. These processes provide a natural context for modelling complex networks which evolve over time. They also provide a simple way, and in some cases the only way, to construct a counterexample in extremal graph theory. There are also strong connections to algorithmic graph theory as examining these processes provide good estimates on the typical running time of algorithms.

There are multiple ways to define a random graph process. The first of these is known as the Erdős-Rényi random graph process, which was introduced by Erdős and Rényi [14]. The process starts from the empty graph on $n$ vertices and in every step an edge is selected uniformly at random from the set of non-edges and inserted into the graph. The process stops after $m$ edges have been inserted. Even though we call this a random graph this actually describes a probability space over the graphs on $n$ vertices containing $m$ edges, where each of these graphs is selected with the same probability. The aim is to study the likely structural properties of the graph created by this process when the number of vertices is large. We say that a property holds asymptotically almost surely (a.a.s.) if the probability that the property holds tends to one as the number of vertices tends to infinity. The properties of the Erdôs-Rényi random graph process are well known, due to its connection to the Erdős-Rényi random graph, where every edge is inserted independently with probability $p \approx\left(m /\binom{n}{2}\right)$.

One of the significant results of this process was improving the lower bound of the Ramsey number $R(k, t)$. We have that $R(k, t)>n$ if there is a graph on $n$ vertices which neither contains a complete graph on $k$ vertices as a subgraph nor does it contain an independent set of size $t$ i.e. a set where no two vertices in the set are connected. Constructing such graphs is difficult.

The Erdős-Rényi random graph process a.a.s. creates graphs with small independent sets. Therefore if one chooses $m$ as large as possible such that the process a.a.s. has no copies of a complete graph on $k$ vertices one has a lower bound on the Ramsey number. One can improve the bound slightly by allowing a small number of copies of a complete graph on $k$ vertices and removing every edge from every copy as this has almost no affect on the size of the independent sets. In order to increase the number of edges in the final graph the following two modifications were suggested at a conference by Bollobás and Erdős [10]. The processes first appeared in print in Erdős, Suen and Winkler [17].

The first of these processes is called the $H$-free random graph process which starts out from the empty graph on $n$ vertices. In every step of the process we select an edge from the set of non-edges which when added to the graph do not create a copy of $H$, and insert it into the graph. The process stops once no more edges can
be added.
The second process, called the $H$-elimination process, runs in the opposite direction. This process starts from the complete graph on $n$ vertices and in every step of the process an edge selected uniformly at random from the set of edges contained in a copy of $H$ is removed. The process stops after no more copies of $H$ exist.

This thesis deals with these two processes. Similarly to the Erdôs-Rényi random graph process we are interested in the likely structural properties of the graph created by these processes. However, in contrast to the Erdős-Rényi random graph process, which always finishes with the complete graph after inserting all of the $\binom{n}{2}$ possible edges, already determining the typical length of the $H$-free and $H$ elimination process can prove challenging.

Multiple equivalent definitions exist for both the $H$-free and $H$-elimination random graph process. We will discuss these in Chapter 3. The alternative definitions indicate a connection between the Erdős-Rényi, the $H$-free, and the $H$-elimination graph processes. This connection was used by Osthus and Taraz [31] and independently by Bollobás and Riordan [9] to establish bounds on the $H$-free process. These results can also be transferred to the $H$-elimination process for more details see Chapter 4.

We examine the $H$-elimination process for a special class of graphs, namely the strictly 2-balanced graphs. Let $v(H)$ and $e(H)$ denote the number of vertices and the number of edges of the graph $H$ respectively. A graph $H$ is strictly 2-balanced if

$$
\frac{e\left(H^{\prime}\right)-1}{v\left(H^{\prime}\right)-2}<\frac{e(H)-1}{v(H)-2}
$$

holds for every proper subgraph $H^{\prime}$ of $H$ which contains more than two vertices. In Chapter 5 we will show the expected number of edges contained in this process and that the number of edges is a.a.s. concentrated around its expectation. Formally we will show that there exists a constant $c$ depending on $H$ such that the final graph created by this process contains a.a.s.

$$
(1+o(1)) c n^{2-(v(H)-2) /(e(H)-1)}
$$

edges. We also investigate the subgraphs created by this process and have shown that a.a.s. every sparse $H$-free graph is created by this process, but no dense subgraphs are. We also include bounds on the independence number of the graph created by this process which hold a.a.s.. In case $H$ is a complete graph we show that the independence number of the graph created by the $H$-elimination process is a.a.s. larger then that created by the $H$-free process and thus provides a worse bound for the Ramsey number.

The remainder of the thesis deals with the $H$-free random graph process. When $H$ is a star Ruciński and Wormald [38] have shown that the number of edges in the final graph is a.a.s. the maximal possible number of edges in a $H$-free graph. The next breakthrough was made by Bohman [4], who showed upper and lower bounds matching up to a constant factor for the number of edges in the triangle-free process which hold a.a.s.. He also determined an upper bound on the independence number of the process and thus was able to recreate Kim's [27] lower bound on the asymptotics of the off-diagonal Ramsey number $R(3, t)$. The results have been
extended to several other graphs and classes of graphs [6], [46], [51], [33], [34], [47], [32], for more details see Chapter 4.

The subgraphs of the random $H$-free graphs have also been considered. When $H$ is a triangle Bohman and Keevash [6] and Wolfovitz [50] established subgraph counts which hold for the early stages of the process. Their results imply that a.a.s. only sparse triangle-free graphs appear during the early stages of the triangle-free process. However denser $H$-free graphs may appear during the later stages of the process. We will show in Chapter 6 that this is not the case, namely a.a.s. no dense triangle-free graph appears in the triangle-free process. More precisely we show that there exists a constant $\delta$ such that if $(e(F) / v(F))>\delta$ then $F$ is a.a.s. not contained in the random triangle-free graph process.

In the final chapter of the thesis we examine the $K_{3,4}^{-}$-free random graph process. We apply the differential equation method to this random graph process in order to establish a lower bound on the number of edges contained in the graph. We show that the final graph contains at least $C n^{3 / 2} \sqrt{\log \log n}$ edges for some constant $C$. This improves the previous best known lower bound established by Osthus and Taraz [31].

## Chapter 2

## Preliminaries

This chapter introduces the notation and definitions used throughout this thesis. It also contains the proof of several simple propositions which will be relevant later.

### 2.1 Graphs

A graph $G=(V, E)$ is a set of vertices $V$ and a set of edges $E$ where $E \subseteq\{\{u, v\}$ : $u, v \in V, u \neq v\}$. We denote the vertex set of a graph by $V(G)$ and its edge set with $E(G)$ also $v(G)=|V(G)|$ and $e(G)=|E(G)|$. The conjugate of a graph $G=(V, E)$ denoted by $\bar{G}$ is a graph on the same set of vertices, however an edge is present in $\bar{G}$ iff it is not present in $G$.

There are several important classes of graphs. The complete graph on $k$ vertices is denoted by $K_{k}$ and the cycle on $\ell$ vertices is denoted by $C_{\ell}$. Also $P_{\ell}$ denotes a path of length $\ell$, where the length of a path is determined by the number of edges contained in it. The complete bipartite graph, where one partition has $r_{1}$ and the other partition has $r_{2}$ vertices is denoted by $K_{r_{1}, r_{2}}$. In many cases we will be interested in graphs which are created from another graph by removing specific edges. Let $\left\{e_{1}, e_{2}, \ldots e_{k}\right\} \subseteq E(G)$ then $G_{\left\{e_{1}, e_{2}, \ldots e_{k}\right\}}$ denotes the graph created from $G$ by removing the edges $\left\{e_{1}, e_{2}, \ldots e_{k}\right\}$. Also let $R \subseteq V(G)$ then $G_{R}$ denotes the graph where every edge between the vertices of $R$ is removed. The notation $G^{-}$will be used for $G_{e}$ when $G$ is symmetric meaning that removing any of its edges gives the same graph, e.g. $P_{\ell-1}=C_{\ell}^{-}$.

We are interested in several graph properties. The notation $\delta(G)$ is used for the minimal degree of $G$ and $\Delta(G)$ for the maximal degree. The size of the largest independent set in $G$, also referred to as the independence number of $G$, is denoted by $\alpha(G)$.

Let $F$ and $G$ be graphs such that $v(F) \leq v(G)$. For an injective function $f$ : $V(F) \rightarrow V(G)$ let $f(E(F))$ denote the set of vertex pairs in $G$ which correspond to the edges of $F$ i.e. $f(E(F))=\{\{f(u), f(v)\}:\{u, v\} \in E(F)\}$.

We say that there is a copy of $F$ in $G$ if there is an injective function $f: V(F) \rightarrow$ $V(G)$ such that $f(E(F)) \subseteq E(G)$. A graph $F$ is a subgraph of $G$ if $V(F) \subseteq V(G)$ and $E(F) \subseteq E(G)$ and is denoted by $F \subseteq G$. We say that $F$ is a proper subgraph of $G$, denoted by $F \subsetneq G$, if $F$ is a subgraph of $G$ and $F$ is not isomorphic to $G$. Also for $S \subseteq V(G)$ we denote by $G[S]$ the spanning subgraph of $G$ on $S$ i.e. $V(G[S])=S$ and $E(G[S])=\{\{u, v\} \in E(G): u, v \in S\}$.

The Ramsey-number is denoted by $R(k, l)$. We say that $R(k, l)=n$ if $n$ is the smallest number such that any two colouring of the edges of $K_{n}$, with red and blue either contains a blue $K_{k}$ or a red $K_{l}$.

The Turán number denoted by ex $(n, H)$ is the maximal number of edges that can be found in a graph on $n$ vertices without creating a copy of $H$.

### 2.2 Asymptotics

When describing asymptotics we will use the following notation: Let $f, g: \mathbb{N} \rightarrow \mathbb{R}^{+}$ then

$$
\begin{aligned}
f(n)=O(g(n)) & \Longleftrightarrow \exists C \text { s.t. } f(n) / g(n) \leq C \\
f(n)=\Omega(g(n)) & \Longleftrightarrow g(n)=O(f(n)) \\
f(n)=\Theta(g(n)) & \Longleftrightarrow f(n)=O(g(n)) \text { and } g(n)=O(f(n)) \\
f(n)=o(g(n)) & \Longleftrightarrow \lim _{n \rightarrow \infty} f(n) / g(n)=0 \\
f(n)=\omega(g(n)) & \Longleftrightarrow g(n)=o(f(n))
\end{aligned}
$$

### 2.3 Probability

A probability space is defined by a triple $(\Omega, \mathcal{F}, \mathbb{P})$, where $\Omega$ is the sample space, $\mathcal{F}$ is a $\sigma$-algebra and $\mathbb{P}: \mathcal{F} \rightarrow\{0,1\}$.

In case of a random graph processes described above we consider graphs on $n$ vertices. Let $\Omega$ be the set of all maximal sequences of distinct pairs in $E\left(K_{n}\right)$ satisfying the condition of the process. Each element $\omega \in \Omega$ describes a possible evolution of the process. Note that the probability measure on $\Omega$ is not necessarily uniform. However in the case of the $H$-elimination and $H$-free random graph process it is given by the uniform random choice at each step. Define a family of equivalence classes on the elements of $\Omega$, where two elements belong to the same class in case their first $i$ entries match. Denote the partitions created by the equivalence classes with $\mathcal{P}_{i}$. The parts of $\mathcal{P}_{i}$ are called atoms. For every $i$ the partition $\mathcal{P}_{i}$ generates a $\sigma$-algebra $\mathcal{F}_{i}$. The collection $\mathcal{F}=\mathcal{F}_{0} \subseteq \mathcal{F}_{1} \subseteq \mathcal{F}_{2} \subseteq \ldots$ is called the natural filtration of the process. Given a random variable $X$ and a $\sigma$-algebra $\mathcal{F}$ we say that $X$ is $\mathcal{F}$ measurable if it is constant on each atom of $\mathcal{F}$. Define the conditional expectation of a random variable $X$ as:

$$
\mathbb{E}(X \mid \mathcal{F})(\omega)=\sum_{\omega^{\prime} \in[\omega]} \mathbb{P}\left(\omega^{\prime}\right) X\left(\omega^{\prime}\right) / \sum_{\omega^{\prime} \in[\omega]} \mathbb{P}\left(\omega^{\prime}\right),
$$

where $[\omega]$ denotes the atom of $\mathcal{F}$ containing $\omega$. Note that $\mathbb{E}(X \mid \mathcal{F})$ is a random variable and that it is measurable.

### 2.4 Graph Densities

Let $H$ be a graph, then we define the density of $H$ as

$$
d(H)=\frac{e(H)}{v(H)}
$$

and the maximal density of $H$ as

$$
m(H)=\max _{H^{\prime} \subseteq H} d\left(H^{\prime}\right) .
$$

We say that a graph is strictly balanced if for every $H^{\prime} \subsetneq H d\left(H^{\prime}\right)<d(H)$ and it is balanced if $m(H)=d(H)$. The 2-density of a graph with more than 2 vertices is defined similarly

$$
d_{2}(H)=\frac{e(H)-1}{v(H)-2}
$$

and the maximal 2-density

$$
m_{2}(H)=\max _{\substack{H^{\prime} \subseteq H \\ v\left(H^{\prime}\right)>2}} d_{2}\left(H^{\prime}\right) .
$$

A graph is strictly 2-balanced if for every $H^{\prime} \subsetneq H$ with $v\left(H^{\prime}\right)>2$ we have $d_{2}\left(H^{\prime}\right)<$ $d_{2}(H)$ and it is 2-balanced if $m_{2}(H)=d_{2}(H)$. When determining whether a graph is strictly 2-balanced it is enough to examine the densities of every spanning subgraph i.e. $H$ is strictly 2-balanced if for every $S \subsetneq V(H)$ with $|S|>2$ we have that $d_{2}(H[S])<d_{2}(H)$. An analogous statement holds for 2-balanced graphs.

Bohman and Keevash [6] have shown that strictly 2-balanced graphs are 2connected. Osthus and Taraz [31] noted that they are also strictly balanced. In Proposition 2.1 we show that every 2-balanced graph is balanced, however they are not necessarily connected as a complete matching on $2 k$ vertices where $k>1$ is 2-balanced. In Proposition 2.2 we will show that this is the only class of 2-balanced graphs which are not connected. Note that adding an isolated vertex to a graph decreases its 2-density and thus no 2-balanced graph contains an isolated vertex. Let $H$ be a 2-balanced graph, since it does not contain any isolated vertices thus $2 e(H) \geq v(H)$ and thus $d_{2}(H) \geq 1 / 2$.

## Proposition 2.1

Every 2-balanced graph is balanced.
Proof Let $H$ be a 2-balanced graph and $H^{\prime} \subsetneq H$. Since $H$ has no isolated vertices, removing $k$ vertices from $H$ removes at least $\lceil k / 2\rceil$ edges. Therefore $e(H)-e\left(H^{\prime}\right) \geq$ $\left(v(H)-v\left(H^{\prime}\right)\right) / 2$ or equivalently $2 e\left(H^{\prime}\right)+v(H) \leq 2 e(H)+v\left(H^{\prime}\right)$.

Since $H$ is 2-balanced we have that:

$$
\begin{aligned}
\frac{e\left(H^{\prime}\right)-1}{v\left(H^{\prime}\right)-2} & \leq \frac{e(H)-1}{v(H)-2} \\
e\left(H^{\prime}\right) v(H)-2 e\left(H^{\prime}\right)-v(H) & \leq e(H) v\left(H^{\prime}\right)-v\left(H^{\prime}\right)-2 e(H) \\
e\left(H^{\prime}\right) v(H) & \leq e(H) v\left(H^{\prime}\right) \\
\frac{e\left(H^{\prime}\right)}{v\left(H^{\prime}\right)} & \leq \frac{e(H)}{v(H)}
\end{aligned}
$$

completing the proof.

Excluding the case when $H$ is a maximal matching on $2 k$ vertices every 2balanced graph has maximal 2-density larger than $1 / 2$ as it must contain a path with 2 edges and $d_{2}\left(P_{2}\right)=1$. Using this fact we can show that every 2-balanced graph which is not a matching is connected. Define the family of functions

$$
f_{d}(H)=v(H)-2-(e(H)-1) / d .
$$

This family is very useful when analysing densities as $f_{d}(H)>0$ iff $d_{2}(H)<d$, $f_{d}(H)<0$ iff $d_{2}(H)>d$ and $f_{d}(H)=0$ iff $d_{2}(H)=d$.

## Proposition 2.2

Every 2-balanced graph $H$ with $d_{2}(H)>1 / 2$ is connected.
Proof Assume for contradiction that $H$ is 2-balanced with $d_{2}(H)>1 / 2$ and not connected. Therefore one can partition $V(H)$ into $V_{1}, V_{2}$ such that there is no edge joining a vertex in $V_{1}$ to a vertex in $V_{2}$. Then we have that

$$
\begin{aligned}
0>-2+\frac{1}{d_{2}(H)} & =f_{d_{2}(H)}(H)-2+\frac{1}{d_{2}(H)}=v(H)-2-\frac{e(H)-1}{d_{2}(H)}-2+\frac{1}{d_{2}(H)} \\
& =\left|V_{1}\right|-2-\frac{e\left(H\left[V_{1}\right]\right)-1}{d_{2}(H)}+\left|V_{2}\right|-2-\frac{e\left(H\left[V_{2}\right]\right)-1}{d_{2}(H)} \\
& =f_{d_{2}(H)}\left(H\left[V_{1}\right]\right)+f_{d_{2}(H)}\left(H\left[V_{2}\right]\right) .
\end{aligned}
$$

Therefore at least one of the terms is less then 0 and without loss of generality we may assume that it is the first. Thus $0>f_{d_{2}(H)}\left(H\left[V_{1}\right]\right)$ which implies that $d_{2}\left(H\left[V_{1}\right]\right)>d_{2}(H)$ contradicting the fact that $H$ is 2-balanced.

### 2.5 Rooted Graphs

Let $F$ be a graph and let $R \subseteq V(F)$, then we call $(R, F)$ a rooted graph. We say that ( $R, F$ ) is nontrivial if every vertex in the root has a non-root neighbour. In most cases we will be considering rooted graphs where $R$ forms an independent set.

## Definition 2.1

Let $(R, F)$ be a rooted graph and $G$ be a graph such that $v(F) \leq v(G)$ and let $S \subseteq V(G)$ with $|S|=|R|$. For an injective function $\phi: R \rightarrow V(G)$ we say that there is a copy of $(R, F)$ with respect to $\phi$ in $G$ if there exists an injective function $f: V(F) \rightarrow V(G)$ such that $f(E(F)) \subseteq E(G)$ and $\left.f\right|_{R}=\phi$.

In many cases it is enough that there is a copy of $(R, F)$ with respect to $\phi$ in $G$ for some $\phi: R \rightarrow S$ where $S \subseteq V(G)$. In this case we say that there is a copy of $(R, F)$ rooted at $S$ in $G$.

## Definition 2.2

$\left(R^{\prime}, F^{\prime}\right)$ is a rooted subgraph of $(R, F)$ denoted by $\left(R^{\prime}, F^{\prime}\right) \subseteq(R, F)$ if $\left(R^{\prime}, F^{\prime}\right)$ is a rooted graph, $F^{\prime}$ is a subgraph of $F$ and $R^{\prime}=R \cap V\left(F^{\prime}\right)$.

We say that $\left(R^{\prime}, F^{\prime}\right)$ is a proper rooted subgraph of $(R, F)$ denoted by $\left(R^{\prime}, F^{\prime}\right) \subsetneq$ $(R, F)$ in case $\left(R^{\prime}, F^{\prime}\right)$ is a rooted subgraph of $(R, F)$ and $F^{\prime}$ is a proper subgraph of $F$.

The following density function can be defined for rooted graphs:

$$
d(R, F)=\frac{e(F)}{v(F)-|R|}
$$

and the maximal density

$$
m(R, F)=\max _{R \subseteq S \subseteq V(F)} d(R, F[S])
$$

We say that a rooted graph is strictly balanced if for every $R \subsetneq S \subsetneq V(F)$ we have $d(R, F[S])<d(R, F)$ and it is balanced if $d(R, F[S]) \leq d(R, F)$. In the following we show that if $(R, F)$ is a non-trivial strictly balanced rooted graph then $d\left(R^{\prime}, F^{\prime}\right)<d(R, F)$ for every $\left(R^{\prime}, F^{\prime}\right) \subsetneq(R, F)$.

## Proposition 2.3

Let $(R, F)$ be a nontrivial strictly balanced rooted graph and $\left(R^{\prime}, F^{\prime}\right) \subsetneq(R, F)$ then $d\left(R^{\prime}, F^{\prime}\right)<d(R, F)$.

Proof In case $R^{\prime}=R$ then the statement holds as either $V\left(F^{\prime}\right)=V(F)$ in which case $e\left(F^{\prime}\right)<e(F)$ or $d\left(R, F^{\prime}\right) \leq d\left(R, F\left[V\left(F^{\prime}\right)\right]\right)<d(R, F)$.

Now if $R^{\prime} \subsetneq R$ then create $F^{\prime \prime}$ by adding the vertices in $R \backslash R^{\prime}$ to $F^{\prime}$, formally $F^{\prime \prime}=\left(V\left(F^{\prime}\right) \cup R, E\left(F^{\prime}\right)\right)$. Obviously $d\left(R^{\prime}, F^{\prime}\right)=d\left(R, F^{\prime \prime}\right)$. Due to the fact that $(R, F)$ is nontrivial we have that $\left(R, F^{\prime \prime}\right) \subsetneq(R, F)$ and we have already shown that $d\left(R, F^{\prime \prime}\right)<d(R, F)$.

Note that this is not true for trivial rooted graphs, as removing an isolated vertex from the roots does not necessarily have an affect on the density.

## Proposition 2.4

Let $(R, F)$ be a balanced rooted graph and $\left(R^{\prime}, F^{\prime}\right) \subsetneq(R, F)$ then $d\left(R^{\prime}, F^{\prime}\right) \leq d(R, F)$.
Proof Similarly as before let $F^{\prime \prime}$ be the graph created from $F^{\prime}$ by adding all the vertices in $R \backslash R^{\prime}$. Obviously $d\left(R^{\prime}, F^{\prime}\right)=d\left(R, F^{\prime \prime}\right)$. The result follows as $\left(R, F^{\prime \prime}\right) \subseteq$ $(R, F)$ and since $(R, F)$ is balanced $d\left(R, F^{\prime \prime}\right) \leq d\left(R, F\left[V\left(F^{\prime \prime}\right)\right]\right) \leq d(R, F)$.

When determining whether a rooted graph is strictly balanced it is easier to work with the following family of functions

$$
f_{d}(R, F)=v(F)-|R|-\frac{e(F)}{d}
$$

as $f_{d}(R, F)=v(F)-|R|-\frac{e(F)}{d}>0$ iff $d(R, F)<d$ and similarly $f_{d}(R, F)=$ $v(F)-|R|-\frac{e(F)}{d}<0$ iff $d(R, F)>d$. Note that if $R$ is an independent set then
$f_{d}(R, F)=0$ iff $d(R, F)=d$ or $F=(R, \emptyset)$. Therefore if $(R, F)$ is a nontrivial strictly balanced rooted graph such that $R$ forms an independent set then by Lemma 2.3 we have that $f_{d(R, F)}\left(R^{\prime}, F^{\prime}\right)>0$ for every $\left(R^{\prime}, F^{\prime}\right) \subsetneq(R, F)$.

There is a connection between strictly balanced rooted graphs and strictly 2balanced graphs, namely $H$ is strictly 2-balanced iff for every $r \in E(H)$ the rooted graph $\left(r, H_{r}\right)$ is strictly balanced. Similarly $H$ is 2-balanced iff for every $r \in E(H)$ the rooted graph $\left(r, H_{r}\right)$ is balanced.

Note that rooted graphs generalise the notion of a graph as every graph can be considered as a rooted graph where the roots form an empty set. In this case the notion of density of the rooted graph and the notion of density of the graph coincide.

### 2.6 Probabilistic Theorems

In this section we introduce some probabilistic Lemma's and Theorem's which will be used during this thesis. The following two Lemmas give lower bounds on the probability that no event from a set of multiple dependent events happen.

Lemma 2.5 (Harris's Lemma[23])
Let $\Omega$ be a finite universal set and let $E$ be a random subset of $\Omega$ given by

$$
\mathbb{P}(e \in E)=p_{e}
$$

where these events are mutually independent over $e \in \Omega$. Let $\left\{A_{i}\right\}_{i \in I}$ be subsets of $\Omega$, where I is a finite index set. Let $X_{i}$ be the indicator random variable for the event that $A_{i} \subseteq E$. Then for $X=\sum_{i \in I} X_{i}$ we have that:

$$
\mathbb{P}(X=0) \geq \prod_{i \in I} \mathbb{P}\left(X_{i}=0\right)
$$

## Lemma 2.6

With the setup of Lemma 2.5, if in addition $\mathbb{E}\left(X_{i}\right)<1$ for every $i \in I$ then

$$
\mathbb{P}(X=0) \geq \exp \left(-\frac{\mathbb{E}(X)}{\max _{i \in I}\left(1-\mathbb{E}\left(X_{i}\right)\right)}\right) .
$$

Proof Lemma 2.5 gives us that $\mathbb{P}(X=0) \geq \prod_{i \in I} \mathbb{P}\left(X_{i}=0\right)$. We also have that

$$
\begin{aligned}
\prod_{i \in I} \mathbb{P}\left(X_{i}=0\right)=\prod_{i \in I}\left(1-\mathbb{E}\left(X_{i}\right)\right) & \geq \prod_{i \in I} \exp \left(-\frac{\mathbb{E}\left(X_{i}\right)}{1-\mathbb{E}\left(X_{i}\right)}\right) \\
& \geq \exp \left(-\frac{\mathbb{E}(X)}{\max _{i \in I}\left(1-\mathbb{E}\left(X_{i}\right)\right)}\right)
\end{aligned}
$$

completing the proof.
The following two Theorems give upper bounds on the probability that no event from a set of multiple dependent events happens. We need the following
definition for the first of these. We say that $L$ is a dependency graph for a family of random variables $\left\{X_{i}\right\}_{i \in I}$ if $V(L)=I$ such that if $A$ and $B$ are two disjoint subsets of $I$ and $L$ contains no edge between $A$ and $B$, then the families $\left\{X_{i}\right\}_{i \in A}$ and $\left\{X_{i}\right\}_{i \in B}$ are mutually independent.

## Theorem 2.7 (Suen's inequality [24])

Let $X_{i}, i \in I$ be a finite family of Bernoulli random variables having dependency graph $L$.
For $i, j \in I$ we write $i \sim j$ if $\{i, j\} \in E(L)$. Let

$$
\Delta=\sum_{i \sim j} \mathbb{E}\left(X_{i} X_{j}\right)
$$

and

$$
\delta=\max _{i \in I} \sum_{i \sim k} \mathbb{E}\left(X_{k}\right) .
$$

Then for $X=\sum_{i \in I} X_{i}$ we have that:

$$
\mathbb{P}(X=0) \leq \exp \left(-\mathbb{E}(X)+\Delta e^{2 \delta}\right) .
$$

Theorem 2.8 (Janson's inequality[25])
Let $\Omega$ be a finite universal set and let $E$ be a random subset of $\Omega$ given by

$$
\mathbb{P}(e \in E)=p_{e}
$$

where these events are mutually independent over $e \in \Omega$. Let $\left\{A_{i}\right\}_{i \in I}$ be subsets of $\Omega$, where I is a finite index set. Let $\mathcal{B}_{i}$ be the event that $A_{i} \subseteq E$. For $i, j \in I$ we write $i \sim j$ if $i \neq j$ and $A_{i} \cap A_{j} \neq \emptyset$. Let

$$
\mu=\sum_{i \in I} \mathbb{P}\left(\mathcal{B}_{i}\right)
$$

and

$$
\Delta=\sum_{i \sim j} \mathbb{P}\left(\mathcal{B}_{i} \cap \mathcal{B}_{j}\right) .
$$

Then:

$$
\mathbb{P}\left(\bigcap_{i \in I} \overline{\mathcal{B}_{i}}\right) \leq \exp (-\mu+\Delta)
$$

and

$$
\mathbb{P}\left(\bigcap_{i \in I} \overline{\mathcal{B}_{i}}\right) \leq \exp \left(-\frac{\mu^{2}}{2 \Delta}\right) .
$$

Note that we can assign indicator variables $X_{i}$ to the events $\mathcal{B}_{i}$ and in such a case the event that none of the $\mathcal{B}_{i}$ happen is equivalent to the event that $X=\sum X_{i}=0$.

Note that if one considers a set of random variables which fulfil the conditions of Janson's inequality, then Suen's inequality can also be applied to them, with the same value of $\Delta$. Thus Janson's inequality gives a stronger bound, but Suen's inequality can be applied more generally. The final Theorem in this section gives an upper bound on the probability that out of a set of events many mutually independent events happen.

## Theorem 2.9 ([18])

Let $\left\{\mathcal{A}_{i}\right\}_{i \in I}$ be a set of events in an arbitrary probability space with I finite. Denote $\mu=$ $\sum_{i \in I} \mathbb{P}\left(\mathcal{A}_{i}\right)$. Let $Y$ denote the size of the largest set $J \subseteq I$ such that the set of events $\left\{\mathcal{A}_{j}\right\}_{j \in J}$ are mutually independent and the event $\bigcap_{j \in J} \mathcal{A}_{j}$ holds. Then

$$
\mathbb{P}(Y \geq s) \leq \frac{\mu^{s}}{s!} \leq\left(\frac{\mathrm{e} \mu}{s}\right)^{s}
$$

## Chapter 3

## Random Graph Processes

We start this chapter by showing equivalent definitions for the Erdős-Rényi random graph process. Later we show how these definitions can be modified to create equivalent definitions for the $H$-free and $H$-elimination random graph processes.

### 3.1 Erdős-Rényi random graph process

## Definition 3.1

The Erdős-Rényi random graph process starts out from the empty graph on $n$ vertices and in every step it selects an edge uniformly at random from the set of non-edges and inserts it into the graph.

Denote the graph created after $m$ vertices were inserted by $G_{n, m}$. There are several alternative definitions for this random graph process. The first of these orders the edges before starting the process, instead of selecting the next edge after every step, formally:

## Definition 3.2

Consider the empty graph on $n$ vertices and select a random permutation of the $\binom{n}{2}$ possible edges. Insert the first $m$ edges of this permutation to create the random graph $G_{n, m}$.

Originally Erdős and Rényi [13] considered the following equivalent random graph model.

## Definition 3.3

Let $G_{n, m}$ be the graph selected uniformly at random from all labelled graphs on $n$ vertices containing $m$ edges.

The properties of $G_{n, m}$ are well understood mostly due to its connection to $G_{n, p}$ when $m \approx\binom{n}{2} p$.

## Definition 3.4

Let $G_{n, p}$ be the random graph on $n$ vertices where each of the $\binom{n}{2}$ edges is present with probability $p$ independently of the presence or absence of the other edges.

A well known equivalent definition for this random graph model $G_{n, p}$ is the following:

## Definition 3.5

Consider the complete graph on $n$ vertices and assign to each of its $\binom{n}{2}$ edges a birthtime uniformly and independently distributed on $[0,1]$. An edge is present in $G_{n, p}$ if its birthtime is at most $p$.

This definition suggests the previously described connection between $G_{n, p}$ and $G_{n, m}$ as ordering the edges according to their birthtimes and inserting the first $m$ edges into the graph creates $G_{n, m}$. Also if $m=\binom{n}{2} p$ such that $m=\omega(1)$ then there are a.a.s. $m$ edges with birthtimes less then $p$.

Łuczak [29] showed that for a graph property $\mathcal{Q}$ if one knows the asymptotic probability for $G_{n, m}$ and this is the same for every $m \approx p\binom{n}{2}$ than one also has it for $G_{n, p}$.

## Theorem 3.1 ([29])

Let $\mathcal{Q}$ be an arbitrary graph property and $p=p(n) \in[0,1]$. If for every graph $G_{n, m}$ such that $m=\binom{n}{2} p+O\left(\sqrt{\binom{n}{2} p(1-p)}\right)$ it holds that $\mathbb{P}\left(G_{n, m}\right.$ has $\left.\mathcal{Q}\right) \rightarrow$ a as $n \rightarrow \infty$, then also $\mathbb{P}\left(G_{n, p}\right.$ has $\left.\mathcal{Q}\right) \rightarrow a$ as $n \rightarrow \infty$.

In the same paper Łuczak [29] also showed the other direction, but only if the graph property is monotone. A graph property is increasing if it is preserved under the addition of edges and it is decreasing if it is preserved under the removal of edges. A graph property is monotone if it is either increasing or decreasing.

## Theorem 3.2 ([29])

Let $\mathcal{Q}$ be a monotone graph property and $0 \leq m \leq\binom{ n}{2}$. If for every graph $G_{n, p}$ such that $p=m /\binom{n}{2}+O\left(\sqrt{m\left(m-\binom{n}{2}\right) /\binom{n}{2}^{3}}\right)$ it holds that $\mathbb{P}\left(G_{n, p}\right.$ has $\left.\mathcal{Q}\right) \rightarrow$ a as $n \rightarrow \infty$, then also $\mathbb{P}\left(G_{n, m}\right.$ has $\left.\mathcal{Q}\right) \rightarrow a$ as $n \rightarrow \infty$.

Similar results were known beforehand for the cases when the probability that the graph property appears tended to 0 or 1 see for example [8].

### 3.2 The $H$-free processes

## Definition 3.6 ( $\boldsymbol{H}$-free random graph process)

Fix a finite graph $H$. Start out from the empty graph on $n$ vertices denoted by $G_{f}(H)_{n, 0}$. In step $i$ consider $O(i)$ the set of non-edges which when inserted into $G_{f}(H)_{n, i}$ would not create a copy of $H . G_{f}(H)_{n, i+1}$ is constructed by adding an edge chosen uniformly at random from $O(i)$. The process stops when no more edges can be inserted.

The set $O(i)$ is called the set of open pairs at step $i$ and let $Q(i)=|O(i)|$. The set of non-edges which when inserted would create a copy $H$ in $G_{f}(H)_{n, i}$ is called the set of closed pairs at step $i$ and is denoted by $C(i)$. The graph created by this process is denoted by $G_{f}(H)_{n}$.

Similarly to the Erdős-Rényi random graph process there are several alternative definitions. Erdős, Suen and Winkler [17] gave the following equivalent definitions. The first of these is based on ordering the edges randomly at the start of the process.

## Definition 3.7 ( $\boldsymbol{H}$-free random graph process)

Fix a finite graph $H$. Consider a random permutation on the edges of the complete graph on $n$ vertices. Start from the empty graph on $n$ vertices and consider the edges in the permutation one at a time. An edge is inserted into the graph if it does not form a copy of $H$ with the previously inserted edges. The process stops after all edges have been considered.

## Proposition 3.3

The above definitions of the $H$-free random graph process are equivalent.
Proof Note that it is enough to show that at any step of Definition 3.7 we have that the next edge which will actually be inserted is chosen uniformly at random from the set of edges which when inserted into the graph would not create a copy of $H$. Denote the edges of the complete graph on $n$ vertices with $e_{1}, \ldots, e_{\binom{n}{2}}$ and let $\sigma$ be a permutation on $\left.\left[\begin{array}{c}n \\ 2\end{array}\right)\right]$. Fix $i<\binom{n}{2}$ and let $j_{1}, j_{2}$ be such that $j_{1}, j_{2} \neq \sigma(j)$ for any $j \leq i$ and inserting either the edge $e_{j_{1}}$ or the edge $e_{j_{2}}$ would not create a copy of $H$. Now we are interested in the number of permutations $S_{1}$ such that for all $\sigma_{1} \in S_{1}$ we have that $\sigma_{1}(j)=\sigma(j)$ for $j \leq i$ and the next edge to be inserted is $j_{1}$. Define $S_{2}$ analogously. Our aim is to show that $\left|S_{1}\right|=\left|S_{2}\right|$. Let $\sigma_{1} \in S_{1}$ and let $\sigma_{2}$ be the permutation created from $\sigma_{1}$ by switching $j_{1}$ and $j_{2}$ i.e. $\sigma_{2}\left(\sigma_{1}^{-1}\left(j_{1}\right)\right)=j_{2}$ and $\sigma_{2}\left(\sigma_{1}^{-1}\left(j_{2}\right)\right)=j_{1}$. Note that $\sigma_{2} \in S_{2}$ and that due to symmetry this operation is a bijection between the two sets.

These first two models resemble the random graph process $G_{n, m}$. Introducing birthtimes gives us a model resembling $G_{n, p}$. In this case birthtimes are used to determine the order the edges are chosen.

## Definition 3.8 ( $\boldsymbol{H}$-free random graph process)

Fix a finite graph $H$. Consider the complete graph on $n$ vertices and assign to each of the possible $\binom{n}{2}$ edges a birthtime uniformly distributed in $[0,1]$. Now start out from an empty graph on $n$ vertices and increase $p$ gradually. Every time a new edge is born consider adding this edge to the graph. In case adding this edge would create a copy of $H$ in the graph then discard the edge, otherwise insert it into the graph. Edges with equal birthtime (which occur
with probability zero) are considered in arbitrary order. Denote with $G_{f}(H)_{n, p}$ the graph where all the edges with birthtime at most $p$ have been considered.

Note that the term $H$-free can be replaced with any graph property preserved by the deletion of edges, i.e. the next edge is chosen uniformly at random from the set of non-edges which when added to the graph the chosen property is still satisfied. In addition to the $H$-free random graph process, planar [21], bipartite [17] and cycle-free [1] random graph processes have been studied.

## 3.3 $H$-elimination process

## Definition 3.9 ( $\boldsymbol{H}$-elimination random graph process)

Fix a graph $H$. Start out from the complete graph on $n$ vertices and in every step of the process select an edge uniformly at random from the set of edges contained in a copy of $H$ and remove it from the graph. The process stops once no more copies of $H$ exist.

Bollobás and Erdős [10] noted that the definition above actually describes a family of processes as the edge which will be removed does not have to be selected according to a uniform distribution, e.g. the edge could be selected in proportion to the number of copies of $H$ it is contained in. However the following equivalent definitions only apply when the following edge is selected uniformly. Similarly to the case of the $H$-free process this is equivalent to the following definition.

## Definition 3.10 ( $\boldsymbol{H}$-elimination random graph process)

Fix a finite graph $H$. Start from the complete graph on $n$ vertices. Take a random permutation of the edges of $K_{n}$ and traverse the edges one at a time. An edge is removed from the graph if it is contained in a copy of $H$ otherwise it remains in the graph.

Erdős, Suen and Winkler [17] observed that in this second definition if one has a copy of $H$ in the graph then none of its edges have been traversed, as every traversed edge has either been removed or it is not in a copy of $H$. Therefore when deciding whether an edge is in a copy of $H$ one only has to consider the edges which have not yet been traversed. Thus we have that an edge remains in the graph iff it does not form a copy of $H$ with the edges which have not yet been traversed. Note that this is equivalent to the process which starts out from the empty graph and in every step of the process and edge is inserted iff it does not form a copy of $H$ with the edges which have not yet been traversed. Reversing the direction in which the edges are traversed leads to the following definition.

## Definition 3.11 ( $\boldsymbol{H}$-elimination random graph process)

Fix a finite graph $H$. Consider a random permutation on the edges of the complete graph on $n$ vertices. Start from the empty graph on $n$ vertices and consider the edges in the permutation one at a time. An edge is added if it does not form a copy of $H$ with the previously traversed edges, otherwise it is discarded.

The difference between this definition and Definition 3.7 for the random H free graph process is that in this case an edge is discarded if it forms a copy of $H$ with the previously traversed edges, instead of the previously inserted edges. This implies that for any permutation the $H$-elimination process gives a subgraph of the $H$-free process. Similarly as in the previous section we can construct our process by assigning birth times to the edges.

## Definition 3.12 ( $\boldsymbol{H}$-elimination random graph process)

Fix a finite graph $H$. Consider the complete graph on $n$ vertices and assign to each of the possible $\binom{n}{2}$ edges a birthtime uniformly distributed in $[0,1)$. Now start out from an empty graph on $n$ vertices and increase p gradually. Every time a new edge is born consider adding this edge to the graph. In case adding this edge forms a copy of $H$ with the previously born edges then discard the edge, otherwise insert it into the graph. Edges with equal birthtime (which occur with probability zero) are considered in arbitrary order.

Note that choosing the edge uniformly at random from $[0,1]$ or from $[0,1)$ is equivalent as with probability 1 none of the edges was assigned birthtime 1 . The graph created after every edge with assigned value less then $p$ has been considered is denoted by $G_{e}(H)_{n, p}$.

## 3.4 $H$-removal process

A third option to create an $H$-free graph is the $H$-removal process, which similarly to the previous process starts out from the complete graph on $n$ vertices and in every step a copy of $H$ is selected uniformly at random and its edges are removed from the graph. The process stops once no more copies of $H$ exist.

The number of edges present in this process has been investigated when $H$ is a triangle. Recently Bohman, Frieze and Lubetzky [5] have shown that the random triangle-removal process terminates a.a.s. with $n^{3 / 2+o(1)}$ edges, improving previous results by Spencer [43], Rödl and Thoma [36] and Grable [22].

## Chapter 4

## Previous Results

## 4.1 $H$-free process

The first question concerning the $H$-free random graph process is the number of edges contained in the process. The first results relied on comparing the $H$-free random graph process to $G_{n, p}$. These results already managed to approximate the number of edges in the process up to a logarithmic factor. In many cases these are still the best known bounds. The first half of this section discusses the ideas behind these approximations. In many cases applying the differential equation method improves these bounds. In some cases it gives lower and upper bounds which differ only by a constant factor and for a special class of graphs it gives even tighter concentration.

### 4.1.1 Bounds using approximations

Erdős, Suen and Winkler [17] observed that Definition 3.8 implies that the graph created from $G_{n, p}$ by removing every edge contained in a copy of $H$ is a subgraph of $G_{f}(H)_{n, p}$ and thus also of $G_{f}(H)_{n}$. We will denote the graph created from $G_{n, p}$ by removing every copy of $H$ with $G(H)_{n, p}$. This observation was later used by Osthus and Taraz [31] and Bollobás and Riordan [9] to give lower and upper bounds for special cases of the $H$-free random graph process. We will give the results in Osthus and Taraz [31] as these are more general and their upper bounds are more accurate.
Theorem 4.1 ([31])
Let $H$ be a balanced graph then a.a.s.

$$
e\left(G_{f}(H)_{n}\right)=\Omega\left(n^{2-1 / m(H)}\right) .
$$

Note that this implies a lower bound for every 2-balanced graph $H$.
Theorem 4.2 ([31])
Let $H$ be a strictly 2-balanced graph then a.a.s.

$$
\Delta\left(G_{f}(H)_{n}\right)=O\left(n^{1-1 / d_{2}(H)} \log ^{1 /(\Delta(H)-1)}\right) .
$$

The proofs analyse $G(H)_{n, p}$ where $p$ is chosen in such a way that the expected number of copies of $H$ in $G_{n, p}$ is a small fraction of the expected number of edges found in $G_{n, p}$ i.e. $p=c n^{-1 / m(H)}$ where $c$ is a suitably chosen constant. Based
on concentration results on the number of edges and the number of copies of a balanced graph in $G_{n, p}$ one can deduce $e\left(G(H)_{n, p}\right)=\Omega\left(n^{2-1 / d_{2}(H)}\right)$.

For the upper bound consider $x$ a vertex with maximal degree in $H$ and denote the neighbourhood of $x$ with $N(x)$. Now consider the graph $H^{\prime}$ which is created from $H$ by removing $x$. Note that for any vertex $v \in V\left(G_{f}(H)_{n}\right)$ and any $S \subseteq N(v)$ with $|S|=\Delta(H)$ there can be no copy of $\left(N(x), H^{\prime}\right)$ rooted at $S$ in $G_{f}(H)_{n}$, except when this copy contains $v$, as any such copy would imply that a copy of $H$ is also present in $G_{f}(H)_{n}$.

Osthus and Taraz [31] show that any set of $C n^{1-1 / d_{2}(H)} \log ^{1 /(\Delta(H)-1)} n$ vertices in $V\left(G(H)_{n, p}\right)$ a.a.s. contains a subset $S$ such that $|S|=\Delta(H)$ and a copy of $\left(N(x), H^{\prime}\right)$ is rooted at S in $G(H)_{n, p}$. This clearly implies the upper bound on the degree of every vertex and thus also on $e\left(G_{f}(H)_{n}\right)$.

In many cases these are still the best known results on the number of edges in the $H$-free process.

Instead of removing every edge found in a copy of $H$ Wolfovitz [49] calculated, for strictly 2-balanced graphs, the probability that an edge is actually removed. More precisely he gave an upper bound on the probability that assuming $f \in E\left(G_{n, p}\right)$ we have that $f \notin E\left(G_{f}(H)_{n, p}\right)$ when $p=c(\log n)^{1 / 8 e(H)} n^{-1 / d_{2}(H)}$ for a suitably chosen constant $c$. This improved the lower bounds on $e\left(G_{f}(H)_{n}\right)$, although only in expectation.

## Theorem 4.3

Let $H$ be a strictly 2-balanced graph then

$$
\mathbb{E}\left(e\left(G_{f}(H)_{n}\right)\right)=\Omega\left(n^{2-1 / d_{2}(H)}(\log \log n)^{1 /(e(H)-1)}\right) .
$$

Warnke [47] showed the following connection between $G_{f}(H)_{n, m}$ and $G_{n, m}$ for decreasing graph properties:

## Lemma 4.4 ([47])

Suppose $\mathcal{Q}$ is a decreasing graph property and that $\lambda=\lambda(n) \geq 2$ is a parameter. Then for every $1 \leq m \leq\binom{ n}{2} / \lambda$, setting $M=m \lambda$, we have

$$
\mathbb{P}\left[G_{f}(H)_{n, m} \notin \mathcal{Q} \text { and }|O(m)| \geq n^{2} / \lambda\right] \leq \mathbb{P}\left[G_{n, M} \notin \mathcal{Q}\right]+e^{-m / 4}
$$

Further using the connection between $G_{n, m}$ and $G_{n, p}$ Warnke [47] showed that Theorem 4.5 ([47])
Let $m=m(n)=\omega(1)$ and $p=m /\binom{n}{2}$. Suppose that a.a.s. $|O(i)|>\binom{n}{2} / \lambda$ for some $\lambda=\lambda(m)$ and that $\mathcal{Q}$ is a decreasing graph property. Then for the $H$-free process we have

$$
\mathbb{P}\left[G_{f}(H)_{n, m} \notin \mathcal{Q}\right] \leq \mathbb{P}\left[G_{n, p \lambda} \notin \mathcal{Q}\right]+o(1) .
$$

Later we will use a slightly modified version of this Theorem namely

## Theorem 4.6

Let $m=m(n)=\omega(\log n)$ and $p=m /\binom{n}{2}$. Then for any decreasing graph property $\mathcal{Q}$ we have that:

$$
\mathbb{P}\left[G_{f}(H)_{n, m} \notin \mathcal{Q} \text { and }|O(m)| \geq n^{2} / \lambda\right] \leq \mathbb{P}\left[G_{n, p \lambda} \notin \mathcal{Q}\right]+o\left(n^{-2}\right)
$$

### 4.1.1.1 Hamiltonicity

One can also answer the question whether there is a Hamiltonian cycle in $G_{f}(H)_{n}$ using similar methods. For this we need the following statements on random graphs:

## Theorem 4.7 ([7])

The threshold function for the appearance of a subgraph $S$ in $G_{n, p}$ is $p=n^{-1 / m(S)}$.
Theorem 4.8 ([35])
The threshold function for the appearance of a Hamiltonian cycle in $G_{n, p}$ is $p=n^{-1} \log n$.
When $d(H)>1$ the Hamiltonicity of the $H$-free process follows from the fact that $G_{n, p}=G(H)_{n, p}=G_{f}(H)_{n, p}$ as long as no copy of $H$ is present in $G_{n, p}$. Since this holds a.a.s. when $p=o\left(n^{-1 / d(H)}\right)$ and because $d(H)>1$ this holds at the time when the Hamiltonian cycle is formed in $G_{n, p}$. Therefore there is also a Hamiltonian cycle in $G_{f}(H)_{n}$.

The case when $H$ is a cycle was solved by Allen [2] and Osthus [30] using the following result of Sudakov and Vu [44]:

## Theorem 4.9 ([44])

For every fixed $\varepsilon>0$ and $p \geq \log ^{4} n / n$ the random graph $G_{n, p}$ a.a.s. has the following property. If $G^{\prime}$ is a subgraph of $G_{n, p}$ with maximum degree $\Delta\left(G^{\prime}\right) \leq(1-\varepsilon) n p$ then $G-G^{\prime}$ contains a Hamiltonian cycle.

## Theorem 4.10

Let $H$ be a cycle then a.a.s. $G_{f}(H)_{n}$ is Hamiltonian.

Proof The difference compared to the previous case is that a small number of copies of $H$ are already present in $G_{n, p}$ when the Hamiltonian cycle is formed at $p=$ $\log n / n$. Select $\hat{p}=\log ^{4} n / n$. Next we will show that the graph $G^{\prime}=G_{n, \hat{p}}-G(H)_{n, \hat{p}}$ a.a.s. has maximum degree 2 . Note that once we have shown this the result follows from Theorem 4.9.

In order to show that the maximum degree of $G^{\prime}$ is 2 we will show that $G_{n, \hat{p}}$ does not contain two vertex overlapping copies of $H$. Let $F$ be a graph created from two vertex overlapping copies of $H$. Note that the density of $F$ is larger than 1 as $\delta(F) \geq 2$ and $\Delta(F)>2$ thus $d(F) \geq\left(\left(v_{F}-1\right) \delta(F)+\Delta(F)\right) /\left(2 v_{F}\right)>1$. Therefore according to Theorem 4.7 a.a.s. no copy of such a graph is present in
$G_{n, \hat{p}}$. The result follows as there are only finite number of ways two copies of $H$ can overlap.

### 4.1.2 Bounds using the Differential Equation Method

Applying the differential equation method to the $H$-free random graph process brought the next breakthrough. The differential equation method was developed by Wormald [52]. The main idea is to identify a collection of random variables whose one step expected changes can be approximated in terms of the random variables in the collection. These expressions yield an autonomous system of ordinary differential equations, and in case some additional conditions are met then the random variables in our collection are tightly concentrated around the trajectory given by the solution of the o.d.e.. There are several different sets of conditions which when fulfilled result in tight concentration of the random variables for example Theorem 5.1 in Wormald [52] or Lemma A. 1 in Warnke [46] which is an improved version of Lemma 7.3 in Bohman and Keevash [6].

Next we present the version by Warnke [46]. The notation $\pm$ is used in two ways. First for $b \geq 0$ we denote by $a \pm b$ the closed interval $[a-b, a+b]$. For brevity we use the notation $x=a \pm b$ for $x \in[a-b, a+b]$ and $x \pm y=a \pm b$ for $[x-y, x+y] \subseteq[a-b, a+b]$. The second is the notation $\pm_{1}$. Every expression containing this symbol is an abbreviation for two different statements the first is where every $\pm_{1}$ is replaced by + and the second is when it is replaced by - . For example $x^{ \pm_{1}}=a^{ \pm 1} \pm b$ holds if both $x^{+}=a^{+} \pm b$ and $x^{-}=a^{-} \pm b$ hold. For the sake of brevity we will omit the labels of the $\pm$ sign whenever there is no danger of confusion.

In case all of the conditions of the following Lemma are satisfied for every value of $i \leq m$ then we have bounds on the random variables $X_{\sigma}(i)$ which hold a.a.s. for every $i \leq m$.

## Lemma 4.11 ('Differential Equation Method'[46])

Suppose that $m=m(n)$ and $s=s(n)$ are positive parameters. Let $\mathcal{V}=\mathcal{V}(n)$ be a set, and $\left\{\mathcal{I}_{j}\right\}_{j \in \mathcal{V}}$ be a family of sets, where $\mathcal{I}_{j}=\mathcal{I}_{j}(n)$. For every $0 \leq i \leq m$ set $t=t(i):=i / s$. Suppose we have a filtration $\mathcal{F}_{0} \subseteq \mathcal{F}_{1} \subseteq \cdots$ and random variables $X_{\sigma}(i)$ and $Y_{\sigma}^{ \pm}(i)$ which satisfy the following conditions. Assume that for all $j \in \mathcal{V}$ and $\sigma \in \mathcal{I}_{j}$ the random variables $X_{\sigma}(i)$ are non-negative and $\mathcal{F}_{i}$-measurable for all $0 \leq i \leq m$, and that for all $0 \leq i<m$ the random variables $Y_{\sigma}^{ \pm}(i)$ are non-negative, $\mathcal{F}_{i+1}-$ measurable and satisfy

$$
X_{\sigma}(i+1)-X_{\sigma}(i)=Y_{\sigma}^{+}(i)-Y_{\sigma}^{-}(i) .
$$

In addition, suppose that for each $j \in \mathcal{V}$ and $\sigma \in \mathcal{I}_{j}$ we have positive parameters $u_{\sigma}=$ $u_{\sigma}(n), \lambda_{\sigma}=\lambda_{\sigma}(n), \beta_{\sigma}=\beta_{\sigma}(n), \tau_{\sigma}=\tau_{\sigma}(n), s_{\sigma}=s_{\sigma}(n)$ and $S_{\sigma}=S_{\sigma}(n)$, as well as functions $x_{\sigma}(t)$ and $f_{\sigma}(t)$ that are smooth and non-negative for $t \geq 0$. For all $0 \leq i^{*} \leq m$, let $\mathcal{G}_{i^{*}}$ denote the event that for all $0 \leq i \leq i^{*}, j \in \mathcal{V}$ and $\sigma \in \mathcal{I}_{j}$, we have

$$
X_{\sigma}(i)=\left(x_{\sigma}(t) \pm \frac{f_{\sigma}(t)}{s_{\sigma}}\right) S_{\sigma} .
$$

Moreover, assume that we have an event $\mathcal{H}_{i} \in \mathcal{F}_{i}$ for all $0 \leq i \leq m$ with $\mathcal{H}_{i+1} \subseteq \mathcal{H}_{i}$ for all $0 \leq i<m$. Finally, suppose that for $n$ large enough the following conditions hold:

1. (Trend hypothesis) For all $0 \leq i<m, j \in \mathcal{V}$ and $\sigma \in \mathcal{I}_{j}$, whenever $\mathcal{G}_{i} \cap \mathcal{H}_{i}$ holds we have

$$
\mathbb{E}\left[Y_{\sigma}^{ \pm 1}(i) \mid \mathcal{F}_{i}\right]=\left(y_{\sigma}^{ \pm 1}(t) \pm \frac{h_{\sigma}(t)}{s_{\sigma}}\right) \frac{S_{\sigma}}{s}
$$

where $y_{\sigma}^{ \pm}(t)$ and $h_{\sigma}(t)$ are smooth non-negative functions such that

$$
x_{\sigma}^{\prime}(t)=y_{\sigma}^{+}(t)-y_{\sigma}^{-}(t) \quad \text { and } \quad f_{\sigma}(t) \geq 2 \int_{0}^{t} h_{\sigma}(\tau) d \tau+\beta_{\sigma} .
$$

2. (Boundedness hypothesis) For all $0 \leq i<m, j \in \mathcal{V}$ and $\sigma \in \mathcal{I}_{j}$, whenever $\mathcal{G}_{i} \cap \mathcal{H}_{i}$ holds we have

$$
Y_{\sigma}^{ \pm}(i) \leq \frac{\beta_{\sigma}^{2}}{s_{\sigma}^{2} \lambda_{\sigma} \tau_{\sigma}} \cdot \frac{S_{\sigma}}{u_{\sigma}}
$$

3. (Initial conditions) For all $j \in \mathcal{V}$ and $\sigma \in \mathcal{I}_{j}$ we have

$$
X_{\sigma}(0)=\left(x_{\sigma}(0) \pm \frac{\beta_{\sigma}}{3 s_{\sigma}}\right) S_{\sigma}
$$

4. (Bounded number of variables) For all $j \in \mathcal{V}$ and $\sigma \in \mathcal{I}_{j}$ we have

$$
\max \left\{|\mathcal{V}|,\left|\mathcal{I}_{j}\right|\right\} \leq e^{u_{\sigma}}
$$

5. (High probability event) The event $\mathcal{H}_{i}$ satisfies

$$
\mathbb{P}\left[\exists i \leq m: \mathcal{G}_{i} \cap \neg \mathcal{H}_{i}\right]=o(1) .
$$

6. (Additional technical assumptions) For all $j \in \mathcal{V}$ and $\sigma \in \mathcal{I}_{j}$ we have $u_{\sigma}=\omega(1)$ as well as

$$
\begin{gathered}
s \geq \max \left\{15 u_{\sigma} \tau_{\sigma}\left(s_{\sigma} \lambda_{\sigma} / \beta_{\sigma}\right)^{2}, 9 s_{\sigma} \lambda_{\sigma} / \beta_{\sigma}\right\}, \quad s /\left(18 s_{\sigma} \lambda_{\sigma} / \beta_{\sigma}\right)<m \leq s \cdot \tau_{\sigma} / 1944, \\
\sup _{0 \leq t \leq m / s} y_{\sigma}^{ \pm}(t) \leq \lambda_{\sigma}, \quad \\
\int_{0}^{m / s}\left|x_{\sigma}^{\prime \prime}(t)\right| d t \leq \lambda_{\sigma}, \\
h_{\sigma}(0) \leq s_{\sigma} \lambda_{\sigma} \quad \text { and } \quad \int_{0}^{m / s}\left|h_{\sigma}^{\prime}(t)\right| d t \leq s_{\sigma} \lambda_{\sigma} .
\end{gathered}
$$

Then $\mathcal{G}_{m} \cap \mathcal{H}_{m}$ holds with high probability.
The fact that the $x_{\sigma}(t)$ are the solutions of a system of differential equations is implicitly contained in the trend hypothesis. In order to verify the trend hypothesis we need that $\mathbb{E}\left(Y_{\sigma}^{ \pm_{1}}(i) \mid \mathcal{F}_{i}\right)$ can be expressed using the random variables $X_{\sigma}(i)$. We also have that $X_{\sigma}(i)$ is concentrated around $x_{\sigma}(t) S_{\sigma}$. Removing all of the error
terms leaves us with a system of differential equations. In general this system of differential equations is determined, usually with the help of heuristics, before attempting to verify the conditions of Lemma 4.11. In this section we will show the heuristics used in determining these equations for several $H$-free processes.

When analysing the $H$-free process using the differential equation method Definition 3.6 will be used. One of the key observations behind the analysis of the $H$-free process is that until one has roughly $n^{2-\varepsilon}$ open edges for some small $\varepsilon>0$, depending only on $H$, the $H$-free random graph process resembles the Erdős-Rényi random graph process.

### 4.1.2.1 Star-free processes

In the special case when $H$ is a star the $H$-free process is equivalent to the degree bounded random graph process, or $d$-process where $d=\Delta(H)-1$. In the $d$-process, one starts out from the empty graph on $n$ vertices and in every step selects uniformly at random a pair of non-adjacent vertices which have degree less then $d$ and adds this edge to the graph. Obviously the process contains at most $\lfloor d n / 2\rfloor$ edges. Wormald [52], extending an argument of Ruciński and Wormald [38], has shown that one can track the random variables $D_{0}(i), \ldots, D_{d}(i)$ accurately, where $D_{j}(i)$ is the number of vertices of degree $j$ in $G_{f}(H)_{n, i}$ when $i \leq d\left(n / 2-n^{1-\varepsilon}\right)$ for some $\varepsilon>0$. Note that at this stage $\left|O\left(d\left(n-n^{1-\varepsilon}\right)\right)\right|=\Omega\left(n^{2-2 \varepsilon}\right)$ as we have $\Omega\left(n^{1-\varepsilon}\right)$ vertices with degree less then $d$.

Note that

$$
Q(i)=\frac{1}{2}\left(\sum_{k=0}^{d-1} D_{k}(i)\right)^{2}+O(n)=\frac{1}{2}\left(n-D_{d}(i)\right)^{2}+O(n)
$$

where the $O(n)$ term follows from the edges already present between the vertices with degree less then $d$. Let $D_{j}^{+}(i)$ be the number of vertices $v$ which had degree $j-1$ in $G_{f}(H)_{n, i}$, but have degree $j$ in $G_{f}(H)_{n, i+1}$. Similarly let $D_{j}^{-}(i)$ be the number of vertices $v$ which had degree $j$ in $G_{f}(H)_{n, i}$, but have degree $j+1$ in $G_{f}(H)_{n, i+1}$. Then we have that:

$$
\mathbb{E}\left(D_{j}^{+}(i)\right)=\frac{D_{j-1}(i) \sum_{k=0}^{d-1} D_{k}(i)+O(n)}{Q(i)}=\frac{2 D_{j-1}(i)}{n-D_{d}(i)}+O\left(n^{-1}\right)
$$

for $j>0$ as $Q(i)=\Omega\left(n^{2-2 \varepsilon}\right)$. Since inserting an edge can increase the degree of any vertex by at most one we have that $D_{j}^{+}(i)=D_{j-1}^{-}(i)$ and thus:

$$
\mathbb{E}\left(D_{j}^{-}(i)\right)=\frac{2 D_{j}(i)}{n-D_{d}(i)}+O\left(n^{-1}\right)
$$

for $j<d$. Clearly $D_{0}(0)=n$ and $D_{j}(0)=0$ for $j>0$.
In the following we will show the heuristics involved in determining the differential equations needed for the proof. Let $t=i / n$ and $D_{j}(i) \approx z_{j}(t(i)) n$ where $\approx$ means that we approximate the value of $D_{j}(i)$ with $z_{j}(t(i)) n$. Then we can estimate
the derivative of $z_{0}$ as follows:

$$
\begin{aligned}
z_{0}^{\prime}(t) & =z_{0}^{\prime}(t(i))(t(i+1)-t(i)) n \\
& \approx\left(z_{0}(t(i+1))-z_{0}(t(i))\right) n \\
& \approx\left(D_{0}(i+1)\right)-\left(D_{0}(i)\right) \\
& \approx D_{0}^{+}(i)-D_{0}^{-}(i) \\
& \approx \mathbb{E}\left(D_{0}^{+}(i)\right)-\mathbb{E}\left(D_{0}^{-}(i)\right) \\
& \approx-\frac{2 D_{0}(i)}{n-D_{d}(i)} \\
& \approx-\frac{2 z_{0}(t(i)) n}{n-z_{d}(t(i)) n} \\
& =-\frac{2 z_{0}(t(i))}{1-z_{d}(t(i))} .
\end{aligned}
$$

A similar argument for the remaining variables gives us the following differential equations and initial conditions:

$$
\begin{array}{ll}
z_{0}^{\prime}(t)=-\frac{2 z_{0}(t)}{1-z_{d}(t)} & z_{0}(0)=1 \\
z_{j}^{\prime}(t)=\frac{2 z_{j-1}(t)-2 z_{j}(t)}{1-z_{d}(t)} & z_{j}(0)=0 \text { for } 0<j<d \\
z_{d}^{\prime}(t)=\frac{2 z_{d-1}(t)}{1-z_{d}(t)} & z_{d}(0)=0
\end{array}
$$

The simple way to find the solution for this system of differential equations is by exploiting the connection between $G_{f}(H)_{n, i}$ and $G_{n, i}$, and thus the connection between $G_{f}(H)_{n, i}$ and $G_{n, p}$. Note that $i=n t \approx\binom{n}{2} p$ thus $p \approx 2 t / n$. When $p=$ $O\left(n^{-1}\right)$ then the degree of every vertex can be approximated with independent Poisson random variables with parameter $\lambda=n p$ thus the expected number of vertices with degree $j$ is $n(n p)^{j} e^{-n p} / j$ !. This suggests the following solutions for the differential equations:

$$
\begin{aligned}
& z_{j}(t)=\frac{(2 t)^{j} e^{-2 t}}{j!} \text { for } 0 \leq j<d \\
& z_{d}(t)=1-\sum_{k=0}^{d-1} z_{k}(t)
\end{aligned}
$$

and one can quickly check that these solutions satisfy the differential equations. Wormald [52] has shown that a.a.s. the random variables remain close to the solutions given by these differential equations.

## Definition 4.1

Let $\mathcal{G}_{m}$ be the event that

$$
D_{k}(i)=n z(i / n)+o(n)
$$

holds for all $0 \leq k \leq d$ and $0 \leq i<m$.

## Theorem 4.12 ([52])

Let $H$ be a star. Then there exists an $\varepsilon>0$ depending only on $H$ such that $\mathcal{G}_{m}$ holds a.a.s. for $m=n(d / 2-\varepsilon)$.

Wormald [52] actually states that this can be extended until $d\left(n / 2-n^{1-\varepsilon}\right)$ edges have been inserted into the process for some small $\varepsilon$. Ruciński and Wormald [38] showed that after this point the minimum degree in the process a.a.s. increases and soon after the minimum degree reaches $d-1$ a.a.s. all the vertices with degree $d-1$ form an independent set. Thus the process can continue until every vertex has degree $d$ and the graph contains $\lfloor d n / 2\rfloor$ edges.

Ruciński and Wormald [39] also show that when the $d \geq 3$ the degree bounded random graph process is a.a.s. connected. However Telcs, Wormald and Zhou [45] showed that this does not hold in the case when $d=2$, as in this case the degree bounded process is a.a.s. not connected.

### 4.1.2.2 Strictly 2-balanced graphs

However when $H$ is not a star this simplification can not be applied anymore. Bohman and Keevash [6] in order to track the number of open pairs, also needed to track the formation of rooted graphs. Let $(R, \Gamma)$ be a rooted graph where $R$ forms an independent set and $J$ is a spanning subgraph of $\Gamma$. Denote by $\Xi_{\phi, J, \Gamma}(i)$ the set of injective functions $f: V(\Gamma) \rightarrow V\left(G_{f}(H)_{n, i}\right)$ such that $\left.f\right|_{R}=\phi, f(E(J)) \subseteq$ $E\left(G_{f}(H)_{n, i}\right)$ and $f(E(\Gamma) \backslash E(J)) \subseteq O(i)$. Note that $\Xi_{\phi, J, \Gamma}(i)$ describes the copies of the rooted graph $(R, J)$ rooted at $\phi(R)$ such that the edges needed to extend this copy into a copy of $(R, \Gamma)$ can still be inserted. Let $X_{\phi, J, \Gamma}(i)=\left|\Xi_{\phi, J, \Gamma}(i)\right|$.

In addition to the number of open pairs Bohman and Keevash [6] track the random variables $X_{\phi, J, \Gamma}(i)$ if one of the following two conditions holds:

- a) $m(R, \Gamma)<d_{2}(H)$ and $\Gamma$ does not contain $H$ as a subgraph
- b) $m(R, \Gamma)=d_{2}(H), E(J) \subsetneq E(\Gamma)$ and the graph $\Gamma^{\prime}$ created from $\Gamma$ by adding all the edges $\{a, b\} \in R \times R$ such that $\phi(a) \phi(b) \in E\left(G_{f}(H)_{n, i}\right)$ does not contain a copy of $H$.

We will refer to these variables as the tracked variables. Let $t(i)=i / n^{2-1 / d_{2}(H)}$ and similarly as before we would like to show that these random variables are a.a.s. concentrated around some functions for the beginning of the process namely for the first $\mu n^{2-1 / d_{2}(H)} \log ^{1 /(e(H)-1)} n$ steps, where $\mu$ is a constant depending on $H$. Our aim is to approximate the random variables as follows:

$$
\begin{aligned}
X_{\phi, J, \Gamma}(i) & \approx x_{R, J, \Gamma}(t(i)) n^{f_{d_{2}(H)}(R, J)} \\
Q(i) & \approx q(t(i)) n^{2}
\end{aligned}
$$

Recall that $f_{d_{2}(H)}(R, J)=v(J)-|R|-e(J) / 2$. Note that the expected number of copies of $(R, J)$ rooted at $S \subseteq V\left(G_{n, p}\right)$, with $|R|=|S|$, when $p=n^{-1 / d_{2}(H)+o(1)}$ is $n^{f_{d_{2}(H)}(R, J)+o(1)}$. Since we expect the $H$-free random graph process to create a graph which resembles $G_{n, p}$ when $p=n^{-1 / d_{2}(H)+o(1)}$ we choose this as our scaling factor.

Note that $Q(i)=X_{\phi_{0}, \bar{e}, e}(i) / 2$ where $\phi_{0}: \emptyset \rightarrow V\left(G_{f}(H)_{n}\right)$ and $e$ and $\bar{e}$ are graphs on 2 vertices with the edge present and absent, respectively.

Similarly as before we will use differential equations to determine the values of these functions based on the expected change in the variables.

Denote by $C_{u, v}(i)$ the number of pairs in $O(i)$ which would become closed if the edge $\{u, v\}$ were inserted in step $i$. We will use the following heuristic:

$$
\begin{aligned}
C_{u, v}(i) & \approx \sum_{\substack{r, e \in E(H) \\
r \neq e}} \sum_{\phi: r \rightarrow\{u, v\}} X_{\phi, H_{\{r, e\}}, H_{r}}(i) / \operatorname{aut}(H) \\
& \approx \frac{2}{\operatorname{aut}(H)} \sum_{\substack{r, e \in E(H) \\
r \neq e}} x_{r, H_{\{r, e\}}, H_{r}}(t) n^{1 / d_{2}(H)} .
\end{aligned}
$$

Note that this approximation assumes that $C_{u, v}(i)$ is concentrated around the same value for every open pair $\{u, v\}$. Define

$$
c(t)=\frac{2}{\operatorname{aut}(H)} \sum_{\substack{r, e \in E(H) \\ r \neq e}} x_{r, H_{\{r, e\}}, H_{r}}(t)
$$

and let $Q(i)^{+}$be the size of $O(i+1) \backslash O(i)$ and $Q(i)^{-}$be the size of $O(i) \backslash O(i+1)$. Define $X_{\phi, J, \Gamma}^{+}(i)$ and $X_{\phi, J, \Gamma}^{-}(i)$ similarly. Then we have that:

$$
\begin{aligned}
\mathbb{E}\left(Q(i)^{+}\right) & =0 \\
\mathbb{E}\left(Q(i)^{-}\right) & \approx \frac{1}{Q(i)} \sum_{\{u, v\} \in O(i)} C_{u, v}(i) \approx c(t) n^{1 / d_{2}(H)} \\
\mathbb{E}\left(X_{\phi, J, \Gamma}^{+}(i)\right) & \approx \frac{1}{Q(i)} \sum_{e \in E(J)} X_{\phi, J_{e}, \Gamma}(i) \approx \sum_{e \in E(J)} \frac{1}{q(t) n^{2}} x_{R, J_{e}, \Gamma}(t) n^{f_{d_{2}(H)}\left(R, J_{e}\right)} \\
& \approx \sum_{e \in E(J)} \frac{1}{q(t) n^{2-1 / d_{2}(H)}} x_{R, J_{e}, \Gamma}(t) n^{f_{d_{2}(H)}(R, J)} \\
\mathbb{E}\left(X_{\phi, J, \Gamma}^{-}(i)\right) & \approx \frac{1}{Q(i)} \sum_{f \in \Xi_{\phi, J, \Gamma}} \sum_{e \in E(\Gamma) \backslash E(J)} C_{f(e)}(i) \\
& \approx \frac{1}{q(t) n^{2-1 / d_{2}(H)}}(e(\Gamma)-e(J)) c(t) x_{R, J, \Gamma}(t) n^{f_{d_{2}(H)}(R, J)} .
\end{aligned}
$$

Recall that $t(i+1)-t(i)=n^{-2+1 / d_{2}(H)}$ and thus we have the following differential equations:

$$
\begin{aligned}
q^{\prime}(t) & =-c(t) \\
q(t) x_{R, J, \Gamma}^{\prime}(t) & =\sum_{e \in E(J)} x_{R, J e, \Gamma}(t)-(e(\Gamma)-e(J)) c(t) x_{R, J, \Gamma}(t) \\
c(t) & =\frac{2}{\operatorname{aut}(H)} \sum_{\substack{r, e \in E(H) \\
r \neq e}} x_{r, H_{\{r, e\}}, H_{r}}(t) .
\end{aligned}
$$

Clearly $x_{R, J, \Gamma}(0)=1$ if $J$ is the empty graph and $x_{R, J, \Gamma}(0)=0$ otherwise. Also $q(0)=1 / 2$.

Similarly to the star-free random graph process the similarities to $G_{n, p}$ can be exploited, this time with $p \approx 2 t n^{-1 / d_{2}(H)}$. Obviously the edges are distributed independently and we will assume that the open pairs are also distributed independently. This suggests the following solution:

$$
x_{r, J, \Gamma}(t)=(2 t)^{e(J)}(2 q(t))^{e(\Gamma)-e(J)}
$$

it follows that

$$
c(t)=\frac{2 e(H)(e(H)-1)}{\operatorname{aut}(H)} 2^{e(H)-1} t^{e(H)-2} q(t)
$$

and thus

$$
2 q(t)=\exp \left(\int_{0}^{t}-c(\tau) d \tau\right)=\exp \left(-2^{e(H)} \frac{e(H)}{\operatorname{aut}(H)} t^{e(H)-1}\right) .
$$

Fix constants $\mu, \varepsilon, V$ and $W$ satisfying $0<\mu \ll \varepsilon \ll 1 / W \ll 1 / V \ll 1 / e_{H}$. The notation $0 \leq \alpha \ll \beta$ means that there is an increasing function $f(x)$ such that the following hold for every $0<\alpha<f(\beta)$ :

- $e\left(\mu \log ^{1 /(e(H)-1)} n\right) \leq n^{\varepsilon}$
- $q\left(\mu \log ^{1 /(e(H)-1)} n\right)^{-V} \leq n^{\varepsilon}$
where $e(t)=e^{P(t)}-1$ with $P(t)=W\left(t^{e(H)-1}+t\right)$. Also define $s_{e}=n^{1 /(2 e(H))-\varepsilon}$ and $m=\mu n^{2-1 / d_{2}(H)} \log ^{1 /(e(H)-1)} n$.


## Definition 4.2

Let $\mathcal{G}_{m}$ be the event that for every tracked variable and every $i \leq m$ the following holds:

$$
X_{\phi, J, \Gamma}(i)=\left(1 \pm e(t) / s_{e}\right)\left(x_{R, J, \Gamma}(t(i)) \pm 1 / s_{e}\right) n^{f_{d_{2}(H)}(R, J)} .
$$

## Theorem 4.13 ([6])

For strictly 2-balanced graphs $\mathcal{G}_{m}$ holds a.a.s..

## Theorem 4.14 ([6])

For strictly two balanced $H$ we have that $G_{f}(H)_{n}$ contains a.a.s.

$$
\Omega\left(n^{2-1 / d_{2}(H)} \log ^{1 /(e(H)-1)} n\right)
$$

edges.
Proof Since $\mathcal{G}_{m}$ holds a.a.s. we have that

$$
Q(i)=\left(1 \pm \frac{e(t)}{s_{e}}\right)\left(q(t(i)) \pm \frac{1}{s_{e}}\right) n^{2} .
$$

Note that $e(t(m)) / s_{e}=o(1)$ and that $s_{e}=o(q(t(m)))$. We also have that $q(t(m))=$ $\Omega\left(n^{-\varepsilon}\right)$ thus $Q(i)=\Omega\left(q\left(t(m) n^{2}\right)\right)=\Omega(1)$. The statement follows from the fact that the $H$-free process finishes only when there are no more open pairs.

Note that in order to set up the differential equations it would be enough to consider the random variables $X_{\phi, J, H_{r}}(i)$ for every $J \subsetneq H_{r}$ and $r \in E(H)$ as these variables determine $C_{u, v}(i)$.

Before showing how these results can be extended to determine upper bounds on the size of the maximal independent set and on the maximum degree we first show how this result was modified by Picollelli [32] to show a lower bound on the diamond-free process.

### 4.1.2.3 The Diamond

The diamond or $K_{4}^{-}$is a 2-balanced graph however it is not strictly 2-balanced as $K_{3} \subsetneq K_{4}^{-}$and $d_{2}\left(K_{3}\right)=d_{2}\left(K_{4}^{-}\right)=2$. Similarly to the previous cases the aim is to track $Q(i)$ for which we need to determine $\mathbb{E}\left(Q(i)^{-}\right)$. However unlike the strictly 2balanced case $C_{u, v}(i)$ is not concentrated around one value for every $\{u, v\} \in O(i)$. This is due to the fact that there is a large difference in the value of $C_{u, v}(i)$ based on whether the codegree of $\{u, v\} \in O(i)$ is 0 or 1 . Note that when the codegree of $\{u, v\}$ is larger than one then it is already closed.

Partition $O(i)$ into two parts $O_{0}(i)$ and $O_{1}(i)$ where $O_{0}(i)$ is the set of open pairs which have codegree zero and $O_{1}(i)$ is the set of open pairs which have codegree 1. Also let $Q_{0}(i)=\left|O_{0}(i)\right|$ and $Q_{1}(i)=\left|O_{1}(i)\right|$. Note that this is similar to what was done in the star free process where the vertices with degree less than $d$ were partitioned into classes with degree exactly $k$ for every $k<d$. The edges are also partitioned into two groups namely the edges not contained in a triangle denoted by $E_{0}(i)$ and the edges contained in a triangle denoted by $E_{1}(i)$. We are interested in the sets $\Xi_{\phi, J, \Gamma}(i)$ and the random variables $X_{\phi, J, \Gamma}(i)$ only in the case when $\Gamma=$ $\left(K_{3}\right)_{r}$ for $r \in E\left(K_{3}\right)$ and $\phi(r) \in O(i)$. Therefore we simplify the notation. For the rest of this section fix $r \in K_{3}$ and let $\left\{e_{1}, e_{2}\right\}=E\left(K_{3}\right) \backslash r$. Let $\Xi_{\phi, E(J)}(i)=$ $\Xi_{\phi, J,\left(K_{3}\right)_{r}}(i)$ and $X_{\phi, E(J)}(i)=X_{\phi, J,\left(K_{3}\right)_{r}}(i)$. In order to track $Q_{0}(i)$ and $Q_{1}(i)$ we need to partition the set $\Xi_{\phi, E(J)}(i)$ according to whether the codegree of $f\left(e_{1}\right)$ and $f\left(e_{2}\right)$ is zero or one. Thus for fixed $\phi$ and $J$ we are looking at 4 sets $\Xi_{\phi, E(J), D}(i)$ and thus 4 random variables $X_{\phi, E(J), D}(i)$, where $D \subseteq\left\{e_{1}, e_{2}\right\}$. Formally $\Xi_{\phi, E(J), D}(i)$ is the set of maps $f \in \Xi_{\phi, E(J)}(i)$ which satisfy that $f(e) \in O_{1}(i) \cup E_{1}(i)$ iff $e \in D$. Similarly to the strictly 2-balanced case let $t=i / n^{2-1 / m_{2}(H)}=i / n^{3 / 2}$ and

$$
\begin{aligned}
Q_{0}(i) & \approx q_{0}(t) n^{2} \\
Q_{1}(i) & \approx q_{1}(t) n^{2} \\
X_{\phi, E(J), D}(i) & \approx x_{r, E(J), D}(t) n^{f_{2}(r, J)} .
\end{aligned}
$$

Similarly to the strictly 2-balanced case the $n^{f_{2}(r, J)}$ term follows from the fact that we expect our graph to look similar to $G_{n, p}$ when $p=n^{-1 / 2+o(1)}$. The expected number of copies in $(R, J)$ rooted at $S$ in $G_{n, p}$, when $p=n^{-1 / 2+o(1)}$ is $n^{f_{2}(R, J)+o(1)}$. We also assume that each partition of $\Xi_{\phi, E(J)}(i)$ contains a large fraction of the elements.

We modify the definition of $C_{u, v}(i)$ slightly. For $u, v \in O_{1}(i)$ it still denotes the number of edges which when inserted into the graph would close $\{u, v\}$. However in the case when $\{u, v\} \in O_{0}(i)$ this is the number of open pairs which when inserted into the graph would remove $\{u, v\}$ from $O_{0}(i)$, therefore in addition to the
edges which when inserted would close $\{u, v\}$ the edges which would increase the codegree of $\{u, v\}$ are also counted. Thus for $\{u, v\} \in O_{0}(i)$ we have that:

$$
\begin{aligned}
C_{u, v}(i) & =\sum_{\phi: r \rightarrow\{u, v\}} \sum_{D \subseteq\left\{e_{1}, e_{2}\right\}} X_{\phi, e_{1}, D}(i) \\
& \approx 2 \sum_{D \subseteq\left\{e_{1}, e_{2}\right\}} x_{r, e_{1}, D}(t) \sqrt{n} \\
& =c_{0}(t) \sqrt{n} .
\end{aligned}
$$

For $\{u, v\} \in O_{1}(i)$ let $g(\{u, v\})$ denote the vertex connected to both $u$ and $v$. Assume that inserting the edge $\left\{w_{1}, w_{2}\right\}$ closes $\{u, v\}$ and in particular increases the codegree of $\{u, g(\{u, v\})\}$. Then we have that $\left\{w_{1}, w_{2}\right\} \in O_{1}(i)$ as inserting this edge created a triangle. Therefore when $\{u, v\} \in O_{1}(i)$ we have that:

$$
\begin{aligned}
C_{u, v}(i) & =\sum_{\phi: r \rightarrow\{u, v\}} \sum_{D \in\left\{e_{1}, e_{2}\right\}} X_{\phi, e_{1}, D}(i) \\
& +\left(\sum_{\phi: r \rightarrow\{u, g(\{u, v\})\}} X_{\phi, e_{1}, e_{2}}(i)+\sum_{\phi: r \rightarrow\{v, g(\{u, v\})\}} X_{\phi, e_{1}, e_{2}}(i)\right) \\
& \approx\left(2 \sum_{D \subseteq\left\{e_{1}, e_{2}\right\}} x_{r, e_{1}, D}(t)+4 x_{r, e_{1}, e_{2}}(t)\right) \sqrt{n} \\
& =c_{1}(t) \sqrt{n} .
\end{aligned}
$$

Let $D_{u, v}(i)$ denote the number of edges which when inserted into the graph would increase the codegree of $\{u, v\}$ by one and does not close $\{u, v\}$ in the process.

$$
D_{u, v}(i)=\sum_{\phi: r \rightarrow\{u, v\}} X_{\phi, e_{1}, \emptyset}(i) \approx 2 x_{r, e_{1}, \emptyset}(t) \sqrt{n}=d(t) \sqrt{n} .
$$

Thus we can express the expected change as:

$$
\begin{aligned}
& \mathbb{E}\left(Q_{0}^{+}(i)\right)=0 \\
& \mathbb{E}\left(Q_{0}^{-}(i)\right)=\frac{1}{Q(i)} \sum_{\{u, v\} \in O_{0}(i)} C_{u, v}(i) \approx \frac{q_{0}(t) c_{0}(t)}{q(t)} \sqrt{n} \\
& \mathbb{E}\left(Q_{1}^{+}(i)\right)=\frac{1}{Q(i)} \sum_{\{u, v\} \in Q_{0}(i)} \sum_{\phi: r \rightarrow\{u, v\}} X_{\phi, e_{1}, \emptyset}(i) \approx 2 \frac{q_{0}(t)}{q(t)} x_{r, e_{1}, \emptyset}(t) \sqrt{n} \\
& \mathbb{E}\left(Q_{1}^{-}(i)\right)=\frac{1}{Q(i)} \sum_{\{u, v\} \in O_{1}(i)} C_{u, v}(i) \approx \frac{q_{1}(t) c_{1}(t)}{q(t)} \sqrt{n} .
\end{aligned}
$$

Also

$$
\begin{aligned}
\mathbb{E}\left(X_{\phi, E(J), D}^{+}(i)\right) & =\frac{1}{Q(i)}\left(\sum_{e \in E(J)} X_{\phi, E(J) \backslash e, D}(i)+\sum_{e \in D} \sum_{f \in \Xi_{\phi, E(J), D \backslash e}(i)} D_{f(e)}(i)\right) \\
& \approx \frac{1}{q(t)}\left(\sum_{e \in E(J)} x_{r, E(J) \backslash e, D}(t)+\sum_{e \in D} x_{r, E(J), D \backslash e}(t) d(t)\right) \frac{n^{f_{2}(R, J)} \sqrt{n}}{n^{2}} \\
\mathbb{E}\left(X_{\phi, E(J), D}^{-}(i)\right) & =\frac{1}{Q(i)} \sum_{e \in E(\Gamma) \backslash E(J)} \sum_{f \in \Xi_{\phi, E(J), D}(i)} C_{f(e)}(i) \\
& \approx \frac{x_{r, E(J), D}(t)}{q(t)}\left((2-|E(J) \cup D|) c_{0}(t)+|D \backslash E(J)| c_{1}(t)\right) \frac{n^{f_{2}(R, J)} \sqrt{n}}{n^{2}} .
\end{aligned}
$$

This gives us the following system of differential equations:

$$
\begin{aligned}
q_{0}^{\prime}(t) & =-\frac{q_{0}(t) c_{0}(t)}{q(t)} \\
q_{1}^{\prime}(t) & =\frac{q_{0}(t)}{q(t)} d(t)-\frac{q_{1}(t) c_{1}(t)}{q(t)} \\
x_{r, E(J), D}^{\prime}(t) & =\frac{1}{q(t)}\left(\sum_{e \in E(J)} x_{r, E(J) \backslash e, D}(t)+\sum_{e \in D} x_{r, E(J), D \backslash e}(t) d(t)\right) \\
& -\frac{x_{r, E(J), D}(t)}{q(t)}\left((2-|E(J) \cup D|) c_{0}(t)+|D \backslash E(J)| c_{1}(t)\right) \\
c_{0}(t) & =2 \sum_{D \subseteq\left\{e_{1}, e_{2}\right\}} x_{r, e_{1}, D}(t) \\
c_{1}(t) & =\left(2 \sum_{D \subseteq\left\{e_{1}, e_{2}\right\}} x_{r, e_{1}, D}(t)+4 x_{r, e_{1}, e_{2}}(t)\right) \\
d(t) & =2 x_{r, e_{1}, \emptyset}(t)
\end{aligned}
$$

and initial conditions $q_{0}(0)=1 / 2, q_{1}(t)=0, x_{r, E(J), D}=1$ if $E(J)=D=\emptyset$ and 0 otherwise. Similarly to earlier occasions we solve these differential equations by comparing the diamond free random graph process to $G_{n, p}$ when $p=2 t / \sqrt{n}$. We have that the codegree for any given pair of vertices in $G_{n, p}$ is Poisson distributed with parameter $n p^{2}$ which would indicate that $q_{0}(t)=e^{-4 t^{2}}$ and $q_{1}(t)=4 t^{2} e^{-4 t^{2}}$. However the approximation for $q_{1}(t)$ is incorrect as this considers all edges, however for a pair of vertices which have exactly one mutual neighbour to be open, it is required that neither edge involved in the creation of the mutual neighbour is contained in a triangle. One could try expanding this argument by multiplying with an $e^{-4 t^{2}}$ term i.e. the probability that a given pair of vertices have codegree zero, for both edges. However this is unlikely to hold, as we have strongly limited the number of triangles which can appear, due to the fact that every edge can be found in at most one triangle. Recall that by definition $|E(i)|=t n^{3 / 2}$. Let $E_{0}(i) \approx r(t) n^{3 / 2}$ and thus $E_{1}(i) \approx(t-r(t)) n^{3 / 2}$. Then replacing the $4 t^{2}$ term with $4(r(t))^{2}$ and thus
$q_{1}(t)=4(r(t))^{2} e^{-4 t^{2}}$ should be the correct term. Note that $\left|E_{0}(i)\right|$ increases by $1 \mathrm{ev}-$ ery time an element in $O_{0}(i)$ is selected and it decreases by 2 every time an element in $O_{1}(i)$ is selected. This implies the following differential equation for $r(t)$

$$
r^{\prime}(t)=\frac{q_{0}(t)-2 q_{1}(t)}{q(t)}=\frac{q_{0}(t)-2 q_{1}(t)}{q_{0}(t)+q_{1}(t)}=\frac{1-8 r(t)^{2}}{1+4 r(t)^{2}}
$$

and this differential equation with the initial condition $r(t)=0$ holds if $r(t)$ satisfies:

$$
8 t+4 r(t)-3 \sqrt{2} \cdot \operatorname{arctanh}(2 \sqrt{2} \cdot r(t))=0
$$

If one examines the solutions of the differential equations when $H$ is a strictly 2-balanced graph one multiplies a $2 t$ term for every edge present in the graph and a $2 q(t)$ term for every edge still needed. Similarly here one multiplies a $2 r(t)$ term for every edge not in a triangle, a $2(t-r(t))$ term for every edge in a triangle, a $2 q_{0}(t)$ term for every needed edge with codegree zero and a $2 q_{1}(t)$ term for every needed edge with codegree one. Thus the solutions of the above variables can be expressed as follows:

$$
\begin{aligned}
q_{0}(t) & =e^{-4 t^{2}} / 2 \\
q_{1}(t) & =4(r(t))^{2} e^{-4 t^{2}} / 2=2\left(r(t)^{2}\right) e^{-4 t^{2}} \\
x_{r, E(J), D}(t) & =\left(2 q_{0}\right)^{2-\mid E(J)) \cup D \mid}\left(2 q_{1}\right)^{|D \backslash E(J)|}(2 r(t))^{|E(J) \backslash D|}(2(t-r(t)))^{|E(J) \cap D|} .
\end{aligned}
$$

Let $K$ be a sufficiently large constant and define

$$
e(t)=e^{K\left(t^{2}+t\right)}, e_{q}(t)=1+\int_{0}^{t} K e(\tau) d \tau, s_{e}=n^{1 / 6}
$$

Let $0 \leq \varepsilon \leq 1 / 40$ and let $\mu=\mu(\varepsilon, K)>0$ be sufficiently small so that $e(\mu \sqrt{\log n})<$ $n^{\varepsilon}$ for all sufficiently large $n$. Let $m=\mu \sqrt{\log n} n^{3 / 2}$.

## Definition 4.3

Let $\mathcal{G}_{m}$ be the event that the following bounds hold for every $i \leq m, E(J) \subseteq\left\{e_{1}, e_{2}\right\}$, $D \subseteq\left\{e_{1}, e_{2}\right\}$ and $f \in V\left(G_{f}\left(K_{4}^{-}\right)_{n, i}\right) \times V\left(G_{f}\left(K_{4}^{-}\right)_{n, i}\right)$

$$
\begin{aligned}
Q_{j}(i) & =\left(q_{j}(t) \pm \frac{e_{q}(t)}{s_{e}}\right) n^{2} \\
\sum_{\phi: r \rightarrow f} X_{\phi, E(J), D} & =\left(2 x_{r, E(J), D}(t) \pm \frac{e(t) e^{4 t^{2}(e(J)-2)}}{s_{e}}\right) n^{f_{2}(r, J)}
\end{aligned}
$$

Theorem 4.15 ([32])
For the diamond-free random graph process $\mathcal{G}_{m}$ holds a.a.s..

### 4.1.2.4 Independent sets

Before discussing the upper bounds on the number of edges we will first show an upper bound on the size of the largest independent set. Similar ideas will be used when establishing an upper bound on the number of edges. Actually an upper
bound is shown for $\alpha\left(G_{f}(H)_{n, m}\right)$ and since adding edges can only decrease the independence number this is an upper bound on the size of any independent set at the end of the process. Note that in case $H$ is a triangle this actually gives an upper bound on the length of the triangle-free random graph process as in a triangle-free graph the neighbourhood of any vertex forms an independent set.

The main idea behind the proof is to give a lower bound on the number of open pairs in any set of size $3 \mu^{-1}(\log n)^{1-1 /(e(H)-1)} n^{1 / d_{2}(H)}$. Consider a set $I$ of this size, and let $O_{I}(i)$ denote the set of open pairs in $I$ at step $i$. Again the differential equation method is used to track the random variable $\left|O_{I}(i)\right|$. However using the differential equation method for this random variable is not straightforward as inserting certain edges into the graph can cause a large change in this random variable, e.g. when $H$ is a triangle then adding an edge connecting a vertex in $I$ to a vertex with many neighbours in $I$ could close a large number of open pairs in $O_{I}(i)$. Therefore instead of tracking $\left|O_{I}(i)\right|$ one tracks a random variable $\left|O_{I}^{\prime}(i)\right|$, which do not take the affect of these large changes into account. Note that $\left|O_{I}^{\prime}(i)\right|>\left|O_{I}(i)\right|$, however in special cases, e.g. when $H$ is a cycle or when $H$ is a complete graph, one can give an upper bound on $\left|O_{I}^{\prime}(i)\right|-\left|O_{I}(i)\right|$.
Theorem 4.16 ([6])
Let $H$ be a cycle or a complete graph. Let $Q_{I}(i)$ denote the number of open pairs in the $H$ free process at step $i$ in $I \subset V\left(G_{f}(H)_{n, i}\right)$, where $|I|=3 \mu^{-1}(\log n)^{1-1 /(e(H)-1)} n^{1 / d_{2}(H)}$ then:

$$
Q_{I}(i)=\left(1 \pm e(t) n^{-2 \varepsilon}\right)\left(2 q(t) \pm 2 n^{-2 \varepsilon}\right)\left(3 \mu^{-1}(\log n)^{1-1 /(e(H)-1)} n^{1 / d_{2}(H)}\right)^{2} / 2 .
$$

Now one can calculate the probability that none of these edges are chosen in the first $m$ steps and applying the union bound gives:
Theorem 4.17 ([6])
Let $H$ be a cycle or a complete graph then every set of size $3 \mu^{-1}(\log n)^{1-1 /(e(H)-1)} n^{1 / d_{2}(H)}$ contains an edge by time $m$.

### 4.1.3 Upper bounds

The idea for finding an upper bound on the number of edges is similar to finding the size of the maximal independent set. However due to technical difficulties, so far the order of magnitude has only been determined for cycles, the $K_{4}$ and the diamond. In general one tries to show that after $m$ steps a.a.s. there is a copy of $(N(v), H[V(H) \backslash v])$ for some $v \in V(h)$ rooted in every vertex set of size $C n^{1-1 / d_{2}(H)} \log ^{1 / e(H)-1} n$. When $H$ is the $K_{4}$ we want to show that there is a triangle in every set of size $C n^{3 / 5} \log ^{1 / 5} n$ and in case $H$ is a cycle of length $\ell$ then we want to show that in any set of size $C n^{1 /(\ell-1)} \log ^{1 /(\ell-1)} n$ there is a pair of vertices connected by a path of length $\ell-2$. In case $H$ is the diamond we want to show that there is an edge with codegree one in every set of size $C n^{1 / 2} \sqrt{\log n}$.

The main idea is to track the number of open pairs which would complete a copy of such a graph. Similarly to the independent set one ignores the edges which would cause large changes in this random variable and tries to estimate the maximal affect of the ignored edges.

## Theorem 4.18 ([46],[51])

We have a.a.s. that

$$
\Delta\left(G_{f}\left(K_{4}\right)_{n}\right)=O\left(n^{3 / 5} \sqrt[5]{\log n}\right)
$$

Theorem 4.19 ([47],[34])
We have a.a.s. that

$$
\Delta\left(G_{f}\left(C_{\ell}\right)_{n}\right)=O\left((n \log n)^{1 /(\ell-1)}\right)
$$

Theorem 4.20 ([32])
We have a.a.s. that

$$
\Delta\left(G_{f}\left(K_{4}^{-}\right)_{n}\right)=O(\sqrt{n \log n})
$$

### 4.1.4 Ramsey and Turán numbers

As we mentioned in the introduction this graph process is strongly connected to the Ramsey number. More precisely it is connected to the asymptotics of the offdiagonal Ramsey number $R(k, t)$ when $k$ is fixed and $t$ tends to infinity. Note that showing that there exists a $K_{k}$-free graph on $n$ vertices which has an independent set of size $t$ implies that $R(k, t)>n$. Therefore it follows from Theorem 4.17 that

Theorem 4.21 ([6])
For fixed $k \geq 3$ we have that

$$
R_{k, t}=\Omega\left(t^{\frac{k+1}{2}}(\log (t))^{\frac{1}{k-2}-\frac{k+1}{2}}\right) .
$$

Currently these are the best known lower bounds.
Recall that the Turán number ex $(n, H)$ is the maximal number of edges contained in an $H$-free graph on $n$ vertices. Note that the number of edges in the $H$-free random graph process give a lower bound for the asymptotics of the Turán number.

## Theorem 4.22

For every strictly 2-balanced $H$ we have that

$$
\operatorname{ex}(n, H)=\Omega\left(n^{2-1 / d_{2}(H)} \log ^{1 /(e(H)-1)} n\right) .
$$

In most cases deterministic methods give better lower bounds. For general $H$ the Erdős-Stone theorem [16] gives the exact asymptotics for the Turán number, except when $H$ is bipartite. Deterministic constructions also exist for complete bipartite graphs. It is known that $\operatorname{ex}\left(n, K_{s, t}\right)=O\left(n^{2-1 / s}\right)$ [28], [19]. Lower bounds matching this upper bound up to a constant factor are known for the $K_{2,2}$ [15], the $K_{3,3}$ [11] and the $K_{s, t}$ when $t>(s-1)!+1$ [3].

Note that ex $\left(n, H^{\prime}\right) \leq \operatorname{ex}(n, H)$ when $H^{\prime} \subseteq H$. Thus we have that

$$
\left.\Omega\left(n^{5 / 3}\right)=\operatorname{ex}\left(n, K_{3,3}\right) \leq \operatorname{ex}\left(n, K_{3,4}^{-}\right) \leq \operatorname{ex}\left(n, K_{3,4}\right)\right)=O\left(n^{5 / 3}\right) .
$$

Still in many cases Theorem 4.22 is the best known lower bound. For example when $H=K_{r, r}$ for $r \geq 5$.

## 4.2 $H$-elimination process

Although the $H$-elimination process has not been studied in detail, many results originally shown for the $H$-free process still apply. Note that removing every edge in every copy of $H$ from $G_{n, p}$, in addition to creating a subgraph of the $H$-free process, one also creates a subgraph of the $H$-elimination process. Therefore the previous results imply a lower bound when $H$ is balanced, namely $e\left(G_{e}(H)_{n, 1}\right)=$ $\Omega\left(n^{2-1 / d_{2}(H)}\right)$. Recall that the $H$-elimination process creates a subgraph of the $H$ free process, this implies that every upper bound for the $H$-free process is also an upper bound for the $H$-elimination process. Tighter upper bounds can be shown using the following Theorem of Spencer [42].

Fix a rooted graph $(R, F)$ such that $R$ forms an independent set. Let $\operatorname{Ext}(R, F)$ be the event that for every injective function $\phi: R \rightarrow V\left(G_{n, p}\right)$ there exists a copy of ( $R, F)$ with respect to $\phi$ in $G_{n, p}$. Spencer [42] proved thresholds for the event $\operatorname{Ext}(R, F)$.

## Theorem 4.23 ([42])

Let $(R, F)$ be a non-trivial strictly balanced rooted graph. Let $c_{1}$ be the number of graph automorphisms of $F$ such that the roots are fixed points. Let $c_{2}$ be the number of bijections on $R$ which can be extended to an automorphism over $F$. Let $\lambda>0$ be arbitrary and fixed.
Let $p=p(n)$ satisfy

$$
n^{v(F)-|R|} p^{e(F)} / c_{1}=\ln \left(n^{|R|} /\left(c_{2} \lambda\right)\right)
$$

Then

$$
\mathbb{P}(\operatorname{Ext}(R, H)) \rightarrow e^{-\lambda}
$$

Select $r \in E(H)$ for $H$ strictly 2-balanced. Then inserting any pair of vertices into $G_{n, p}$ when $p=c n^{-1 / d_{2}(H)} \log ^{1 /(e(H)-1)} n$ a.a.s. creates a copy of $H$. This implies that there are a.a.s. $O\left(n^{2-1 / d_{2}(H)}\right) \log ^{1 /(e(H)-1)} n$ edges in the $H$-elimination process, when $H$ is strictly 2-balanced.

A slightly weaker version of this theorem is valid for any graph.

## Theorem 4.24 ([42])

Let $(R, F)$ be a rooted graph such that $R$ forms an independent set.
If for every $\left(R^{\prime}, F^{\prime}\right) \subseteq(R, F)$ such that $m(R, F)=d\left(R^{\prime}, F^{\prime}\right)$ we have that $R^{\prime}$ is a set of isolated vertices then $p=n^{-1 / m(R, F)}$ is a threshold function for $\operatorname{Ext}(R, F)$ in the sense that

$$
\begin{aligned}
& \text { If } p=o\left(n^{-1 / m(R, F)}\right) \text { then } \mathbb{P}(\operatorname{Ext}(R, F)) \rightarrow 0 \\
& \text { If } p=\omega\left(n^{-1 / m(R, F)}\right) \text { then } \mathbb{P}(\operatorname{Ext}(R, F)) \rightarrow 1 .
\end{aligned}
$$

Otherwise let $\left(R^{\prime}, F^{\prime}\right) \subseteq(R, F)$ be the rooted subgraph with the least number of edges such that $m(R, F)=d\left(R^{\prime}, F^{\prime}\right)$ and $R^{\prime}$ is not a set of isolated vertices. Then $p=n^{-1 / m(R, F)} \log ^{1 / e\left(F^{\prime}\right)} n$ is a threshold function for $\operatorname{Ext}(R, F)$ in the sense that there
exists constants $0<c<C$ such that

$$
\begin{aligned}
& \text { If } p \leq c n^{-1 / m(R, F)} \log ^{1 / e\left(F^{\prime}\right)} n \text { then } \mathbb{P}(\operatorname{Ext}(R, F)) \rightarrow 0 \\
& \text { If } p \geq C n^{-1 / m(R, F)} \log ^{1 / e\left(F^{\prime}\right)} n \text { then } \mathbb{P}(\operatorname{Ext}(R, F)) \rightarrow 1 .
\end{aligned}
$$

This clearly gives an upper bound for the $H$-elimination process in general, after examining $\left(r, H_{r}\right)$ for every $r \in E(H)$. Let $m=\min _{r \in E(H)} m\left(r, H_{r}\right)$. Now let $r_{1}, r_{2}, . . r_{k}$ be the set of edges where this minimum is achieved. If there exists $i \leq k$ such that for every $\left(r_{i}, F\right) \subseteq\left(r_{i}, H_{r_{i}}\right)$ with $d\left(r_{i}, F\right)=m$ we have that $r$ is a set of isolated vertices, then for any $g(n)=\omega(1)$ function the $H$-elimination process terminates with $O\left(n^{-1 / m(H)}\right) g(n)$ edges. On the other hand if this does not hold, then let $s_{i}$ be the minimal number of edges found in $\left(r_{i}, F\right) \subseteq\left(r_{i}, H_{i}\right)$ such that $d\left(r_{i}, F\right)=m$ and $r_{i}$ is not an isolated set. Let $s=\max s_{i}$. Then the process terminates a.a.s. with $O\left(n^{-1 / m(H)} \log ^{1 / s} n\right)$ edges.

## Chapter 5

## H-elimination random graph process

In contrast to the $H$-free process one does not need to use the differential equation method to analyse the $H$-elimination process. First we will show bounds on the expected number of edges created by the $H$-elimination process. Afterwards we will show that the number of edges is concentrated around its expectation in case $H$ is strictly 2-balanced. Finally we will examine the independence number and the subgraphs present in the $H$-elimination process when $H$ is strictly 2-balanced. In this chapter we will be using Definition 3.12, where we assign a birthtime to every edge independently and uniformly from $[0,1)$ and consider the edges in order of the birthtimes. Let $p_{e}$ denote the value assigned to edge $e$ and note that edge $e$ is inserted into the graph if no copy of $\left(r, H_{r}\right)$ is rooted at $e$ in $G_{n, p_{e}}$ for any $r \in E(H)$. Since in most cases the appearance of different copies of $\left(r, H_{r}\right)$ rooted at $e$ are not independent it is vital to study how these copies can overlap.

### 5.1 Overlapping rooted graphs

In this section we are considering how two rooted graphs can overlap.

## Definition 5.1

Let $\left(R_{1}, F_{1}\right)$ and $\left(R_{2}, F_{2}\right)$ be two (not necessarily different) nontrivial rooted graphs. Define $\left(R_{1}, F_{1}\right) \oplus\left(R_{2}, F_{2}\right)$ as the set of triples $\left(g_{1}, g_{2}, F\right)$ where $F$ is a graph and $g_{i}: V\left(F_{i}\right) \rightarrow$ $V(F)$ are injective functions such that the following hold:

- $F=\left(g_{1}\left(V\left(F_{1}\right)\right) \cup g_{2}\left(V\left(F_{2}\right)\right), g_{1}\left(E\left(F_{1}\right)\right) \cup g_{2}\left(E\left(F_{2}\right)\right)\right)$
- $g_{1}\left(E\left(F_{1}\right)\right) \cap g_{2}\left(E\left(F_{2}\right)\right) \neq \emptyset$
- $g_{1}\left(R_{1}, F_{1}\right) \neq g_{2}\left(R_{2}, F_{2}\right)$

In addition denote the vertex sets $S_{g_{1}, g_{2}, F}=g_{1}\left(R_{1}\right) \cup g_{2}\left(R_{2}\right), R_{g_{1}, g_{2}, F}=g_{1}\left(R_{1}\right) \cap g_{2}\left(R_{2}\right)$ and the graph $T_{g_{1}, g_{2}, F}=\left(g_{1}\left(V\left(F_{1}\right)\right) \cap g_{2}\left(V\left(F_{2}\right)\right), g_{1}\left(E\left(F_{1}\right)\right) \cap g_{2}\left(E\left(F_{2}\right)\right)\right)$.
$S_{g_{1}, g_{2}, F}$ is the "union" of the roots, $R_{g_{1}, g_{2}, F}$ is the "intersection" of the roots, $T_{g_{1}, g_{2}, F}$ is the "intersection" of the graphs and $F$ is the "union" of the graphs. When the roots of a rooted graph form an empty set then we have a graph and in this case the rooted graph being strictly balanced is equivalent to the fact that the graph is strictly balanced. It is known that the union of two balanced graphs with the same density is at least as dense as the original graphs, however when both are
strictly balanced the density of the union is denser then the original graphs. The following Lemmas generalise these statements for balanced and strictly balanced rooted graphs.

## Lemma 5.1

For any two rooted graphs $\left(R_{1}, F_{1}\right),\left(R_{2}, F_{2}\right)$ and $\left(g_{1}, g_{2}, F\right) \in\left(R_{1}, F_{1}\right) \oplus\left(R_{2}, F_{2}\right)$ we have for any value of $d$ that

$$
f_{d}\left(S_{g_{1}, g_{2}, F}, F\right)=f_{d}\left(R_{1}, F_{1}\right)+f_{d}\left(R_{2}, F_{2}\right)-f_{d}\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right) .
$$

Proof Applying the inclusion exclusion principle gives that:

$$
\begin{aligned}
f_{d}\left(S_{g_{1}, g_{2}, F}, F\right) & =v(F)-\left|S_{g_{1}, g_{2}, F}\right|-\frac{e(F)}{d} \\
& =v\left(F_{1}\right)+v\left(F_{2}\right)-v\left(T_{g_{1}, g_{2}, F}\right)-\left|R_{1}\right|-\left|R_{2}\right|+\left|R_{g_{1}, g_{2}, F}\right| \\
& -\frac{e\left(F_{1}\right)+e\left(F_{2}\right)-e\left(T_{g_{1}, g_{2}, F}\right)}{d} \\
& =v\left(F_{1}\right)-\left|R_{1}\right|-\frac{e\left(F_{1}\right)}{d}+v\left(F_{2}\right)-\left|R_{2}\right|-\frac{e\left(F_{2}\right)}{d} \\
& -\left(v\left(T_{g_{1}, g_{2}, F}\right)-\left|R_{g_{1}, g_{2}, F}\right|-\frac{e\left(T_{g_{1}, g_{2}, F}\right)}{d}\right) \\
& =f_{d}\left(R_{1}, F_{1}\right)+f_{d}\left(R_{2}, F_{2}\right)-f_{d}\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right)
\end{aligned}
$$

completing the proof.

## Lemma 5.2

Let $\left(R_{1}, F_{1}\right)$ be a strictly balanced nontrivial rooted graph and $\left(R_{2}, F_{2}\right)$ be a rooted graph such that $d=d\left(R_{1}, F_{1}\right) \leq d\left(R_{2}, F_{2}\right)$. Then we have for every $\left(g_{1}, g_{2}, F\right) \in\left(R_{1}, F_{1}\right) \oplus$ $\left(R_{2}, F_{2}\right)$ that:

$$
f_{d}\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right) \geq 0
$$

where equality holds only if $\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right)=g_{1}\left(R_{1}, F_{1}\right)$.
Proof Due to the fact that $R_{g_{1}, g_{2}, F} \subseteq g_{1}\left(R_{1}\right)$ we have that $f_{d}\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right) \geq$ $f_{d}\left(g_{1}\left(R_{1}\right) \cap V\left(T_{g_{1}, g_{2}, F}\right), T_{g_{1}, g_{2}, F}\right)$ and equality holds only if $R_{g_{1}, g_{2}, F}=g_{1}\left(R_{1}\right) \cap$ $V\left(T_{g_{1}, g_{2}, F}\right)$. Note that $\left(g_{1}\left(R_{1}\right) \cap V\left(T_{g_{1}, g_{2}, F}\right), T_{g_{1}, g_{2}, F}\right) \subseteq g_{1}\left(R_{1}, F_{1}\right)$. Since $\left(R_{1}, F_{1}\right)$ is a strictly balanced rooted graph we have that $f_{d}\left(g_{1}\left(R_{1}\right) \cap V\left(T_{g_{1}, g_{2}, F}\right), T_{g_{1}, g_{2}, F}\right) \geq 0$. Proposition 2.3 gives us that equality holds only if $\left(g_{1}\left(R_{1}\right) \cap V\left(T_{g_{1}, g_{2}, F}\right), T_{g_{1}, g_{2}, F}\right)=$ $g_{1}\left(R_{1}, F_{1}\right)$. The statement follows.

## Lemma 5.3

Let $\left(R_{1}, F_{1}\right)$ be a balanced rooted graph and $\left(R_{2}, F_{2}\right)$ be a rooted graph such that $d=$ $d\left(R_{1}, F_{1}\right) \leq d\left(R_{2}, F_{2}\right)$. Then we have for every $\left(g_{1}, g_{2}, F\right) \in\left(R_{1}, F_{1}\right) \oplus\left(R_{2}, F_{2}\right)$ that:

$$
f_{d}\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right) \geq 0
$$

Proof The proof is similar to the strictly balanced case. Since $R_{g_{1}, g_{2}, F} \subseteq g_{1}\left(R_{1}\right)$ thus $f_{d}\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right) \geq f_{d}\left(g_{1}\left(R_{1}\right) \cap V\left(T_{g_{1}, g_{2}, F}\right), T_{g_{1}, g_{2}, F}\right)$. Note that $\left(g_{1}\left(R_{1}\right) \cap\right.$ $\left.V\left(T_{g_{1}, g_{2}, F}\right), T_{g_{1}, g_{2}, F}\right) \subseteq g_{1}\left(R_{1}, F_{1}\right)$. Since $\left(R_{1}, F_{1}\right)$ is a balanced rooted graph we have by Proposition 2.4 that $f_{d}\left(g_{1}\left(R_{1}\right) \cap V\left(T_{g_{1}, g_{2}, F}\right), T_{g_{1}, g_{2}, F}\right) \geq 0$.

## Lemma 5.4

Let $\left(R_{1}, F_{1}\right),\left(R_{2}, F_{2}\right)$ be nontrivial strictly balanced rooted graphs such that $d\left(R_{1}, F_{1}\right)=$ $d\left(R_{2}, F_{2}\right)$. Then we have for any $d \leq d\left(R_{1}, F_{1}\right)$ and for every $\left(g_{1}, g_{2}, F\right) \in\left(R_{1}, F_{1}\right) \oplus$ $\left(R_{2}, F_{2}\right)$ that:

$$
f_{d}\left(S_{g_{1}, g_{2}, F}, F\right)<0
$$

Proof Obviously $f_{d}\left(S_{g_{1}, g_{2}, F}, F\right) \leq f_{d^{\prime}}\left(S_{g_{1}, g_{2}, F}, F\right)$ if $d \leq d^{\prime}$ so we may assume that $d=d\left(R_{1}, F_{1}\right)$. According to Lemma 5.1 for any $\left(g_{1}, g_{2}, F\right) \in\left(R_{1}, F_{1}\right) \oplus\left(R_{2}, F_{2}\right)$ we have that $f_{d}\left(S_{g_{1}, g_{2}, F}, F\right)=f_{d}\left(R_{1}, F_{1}\right)+f_{d}\left(R_{2}, F_{2}\right)-f_{d}\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right)$. We have that $f_{d}\left(R_{1}, F_{1}\right)=0$ and $f_{d}\left(R_{2}, F_{2}\right)=0$. Thus it follows that $f_{d}\left(S_{g_{1}, g_{2}, F}, F\right)=$ $-f_{d}\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right)$. Lemma 5.2 gives us that $f_{d}\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right) \geq 0$ where equality holds only if $\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right)=g_{1}\left(R_{1}, F_{1}\right)$.

Assume for contradiction that $\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right)=g_{1}\left(R_{1}, F_{1}\right)$. This implies that $g_{1}\left(R_{1}, F_{1}\right) \subseteq g_{2}\left(R_{2}, F_{2}\right)$. However the case $g_{1}\left(R_{1}, F_{1}\right)=g_{2}\left(R_{2}, F_{2}\right)$ is ruled out by the definition, therefore $g_{1}\left(R_{1}, F_{1}\right) \subsetneq g_{2}\left(R_{2}, F_{2}\right)$. However this implies that $\left(R_{2}, F_{2}\right)$ a nontrivial strictly balanced graph has a rooted subgraph with the same density which is a contradiction with Proposition 2.3.

## Lemma 5.5

Let $\left(R_{1}, F_{1}\right),\left(R_{2}, F_{2}\right)$ be balanced rooted graphs such that $d\left(R_{1}, F_{1}\right)=d\left(R_{2}, F_{2}\right)$. Then we have for any $d \leq d\left(R_{1}, F_{1}\right)$ and for every $\left(g_{1}, g_{2}, F\right) \in\left(R_{1}, F_{1}\right) \oplus\left(R_{2}, F_{2}\right)$ that:

$$
f_{d}\left(S_{g_{1}, g_{2}, F}, F\right) \leq 0
$$

Proof Similarly to the strictly balanced case we may assume that $d=d\left(R_{1}, F_{1}\right)$. Lemma 5.1 implies $f_{d}\left(S_{g_{1}, g_{2}, F}, F\right)=f_{d}\left(R_{1}, F_{1}\right)+f_{d}\left(R_{2}, F_{2}\right)-f_{d}\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right)$. Again $f_{d}\left(R_{1}, F_{1}\right)=0$ and $f_{d}\left(R_{2}, F_{2}\right)=0$. Thus we have that $f_{d}\left(S_{g_{1}, g_{2}, F}, F\right)=$ $-f_{d}\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right)$ and Lemma 5.3 gives us that $f_{d}\left(R_{g_{1}, g_{2}, F}, T_{g_{1}, g_{2}, F}\right) \geq 0$.

### 5.2 Expected number of edges

In this section we consider the expected number of edges contained in the final graph of the $H$-elimination process. We give lower and upper bounds which match up to a constant factor when $H$ is 2-balanced, and we give the exact asymptotics when $H$ is strictly 2-balanced and when $K=K_{4}^{-}$and $H=K_{3,4}^{-}$.

Let $\mathcal{H}_{e}$ denote the event that an edge $e$ is inserted into the $H$-elimination random graph process. Recall that $\mathcal{H}_{e}$ holds if no copy of $\left(r, H_{r}\right)$ is rooted at $e$ in $G_{n, p_{e}}$ for any $r \in E(H)$.

Erdős, Suen and Winkler [17] have considered the case when $H$ is a triangle. Note that in this case for $\mathcal{H}_{e}$ to hold $e$ must have no mutual neighbours in $G_{n, p_{e}}$. Since the appearance of the individual mutual neighbours of $e$ are independent thus

$$
\mathbb{P}\left(e \in E\left(G_{e}\left(K_{3}\right)_{n, 1}\right) \mid p_{e}\right)=\left(1-p_{e}^{2}\right)^{n-2}
$$

and thus
$\mathbb{P}\left(e \in E\left(G_{e}\left(K_{3}\right)_{n, 1}\right)\right)=\int_{0}^{1}\left(1-p_{e}^{2}\right)^{n-2} d p_{e}=4^{n-2} \frac{((n-2)!)^{2}}{(2 n-3)!}=(1+o(1)) \frac{\sqrt{\pi}}{2} n^{-1 / 2}$.
Therefore the expected number of edges in the process is $(1+o(1)) \sqrt{\pi} n^{3 / 2} / 4$. We will generalise this result.

Let $(R, F)$ be a rooted graph and $S \subseteq V\left(G_{n, p}\right)$ with $|S|=|R|$. Let $I_{S,(R, F)}$ be the set of injective functions $f: V(F) \rightarrow V\left(G_{n, p}\right)$ such that $f(R)=S$. Note that if for some function $f \in I_{S,(R, F)}$ we have that $f(E(F)) \subseteq E\left(G_{n, p}\right)$ then there is a copy of $(R, F)$ rooted at $S$ in $G_{n, p}$. Now consider a set of rooted graphs $M=\left\{\left(R_{i}, F_{i}\right)\right\}_{i=1}^{k}$ where $\left|R_{i}\right|=\left|R_{j}\right|$ for every $i, j=1 . . k$. We define

$$
I_{S, M}=\bigcup_{(R, F) \in M} \bigcup_{f \in I_{S,(R, F)}}((R, F), f)
$$

However it can happen for some $((R, F), f),\left(\left(R^{\prime}, F^{\prime}\right), f^{\prime}\right) \in I_{S, M}$ that $f(E(F))=$ $f^{\prime}\left(E\left(F^{\prime}\right)\right)$. Based on this we can split the elements of $I_{S, M}$ into equivalence classes and let $I_{S, M}^{\prime}$ denote the set where one representative of each of these classes is taken. We will also need the notation $[a]_{b}=a(a-1) \ldots(a-b+1)$.

### 5.2.1 2-balanced graphs

We start by showing bounds on the expected number of edges in the random H elimination graph process when $H$ is 2-balanced.

## Lemma 5.6

Let $H$ be a 2-balanced random graph and let $p_{e}$ be the probability assigned to edge e. Assume $n^{-1 / d_{2}(H)} \leq p_{e} \leq n^{-1 / d_{2}(H)} \log ^{2} n$ then there exist constants $c, C>0$ depending only on $H$ and not on $p_{e}$ such that

$$
\exp \left(-C\left(n^{v(H)-2} p_{e}^{e(H)-1}\right)\right) \leq \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) \leq \exp \left(-c n^{1 / d_{2}(H)} p_{e}\right)
$$

Proof Let $M=\left\{\left(r, H_{r}\right)\right\}_{r \in E(H)}$. Since $\left|I_{e,\left(r, H_{r}\right)}\right|=2[n]_{v(H)-2}$ for $r \in E(H)$ thus we have that $\left|I_{e, M}\right|=2 e(H)[n]_{v(H)-2}=(1+o(1)) 2 e(H) n^{v(H)-2}$. Note that every $f$, such that $\left(\left(r, H_{r}\right), f\right) \in I_{e, M}$ for some $\left(r, H_{r}\right)$, is counted aut $(H)$ times. Therefore $\left|I_{e, M}^{\prime}\right|=(1+o(1)) 2 e(H) n^{v(H)-2} / \operatorname{aut}(H)$. For $((R, F), f) \in I_{S, M}^{\prime}$ let $X_{(R, F), f, p_{e}}$ be the
indicator random variable for the event that $f(E(F)) \subseteq E\left(G_{n, p_{e}}\right)$. Let

$$
X_{p_{e}}=\sum_{((R, F), f) \in I_{S, M}^{\prime}} X_{(R, F), f, p_{e}}
$$

then we have that

$$
\mathbb{E}\left(X_{p_{e}}\right)=(1+o(1)) \frac{2 e(H)}{\operatorname{aut}(H)} n^{v(H)-2} p_{e}^{e(H)-1} .
$$

Note that

$$
\mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right)=\mathbb{P}\left(\left\{X_{p_{e}}=0\right\}\right) .
$$

Since $\mathbb{E}\left(X_{(R, F), f, p_{e}}\right)=p_{e}^{e(H)-1}=o(1)$ applying Lemma 2.6 gives

$$
\mathbb{P}\left(X_{p_{e}}=0\right) \geq \exp \left(-\frac{\mathbb{E}\left(X_{p_{e}}\right)}{1-p_{e}^{e(H)-1}}\right) \geq \exp \left(-C\left(n^{v(H)-2} p_{e}^{e(H)-1}\right)\right)
$$

for some constant $C$ depending only on $H$ (e.g. $C=2 e(H)+1$ works for every $H$ ). For the upper bound Theorem 2.8 will be used. First we need to calculate the value of $\Delta$. Let $\tau=n^{1 / d_{2}(H)} p_{e}$ and note that $1 \leq \tau \leq \log ^{2} n$ then

$$
\begin{aligned}
\Delta & \leq \sum_{\substack{r_{1}, r_{2} \in E(H)}} \sum_{\substack{\left.g_{1}, g_{2}, F\right) \in\left(\left(r_{1}, H_{r_{1}}\right) \oplus\left(r_{2}, H_{r_{2}}\right)\right) \\
g_{1}\left(r_{1}\right)=g_{2}\left(r_{2}\right)}} n^{v(F)-2} p_{e}^{e(F)} \\
& \leq \sum_{r_{1}, r_{2} \in E(H)\left(g_{1}, g_{2}, F\right) \in\left(\left(r_{1}, H_{r_{1}}\right) \oplus\left(r_{2}, H_{r_{2}}\right)\right)} n^{f_{d_{2}(H)}\left(S_{g_{1}, g_{2}, F}, F\right)} \tau^{e(F)} \\
& \leq c_{1} \tau^{2 e(H)-3}
\end{aligned}
$$

since $f_{d_{2}(H)}\left(S_{g_{1}, g_{2}, F}, F\right) \leq 0$ according to Lemma 5.5 and $e(F) \leq 2(e(H))-3$. Note that $c_{1} \leq \sum_{r_{1}, r_{2} \in E(H)}\left|\left(r_{1}, H_{r_{1}}\right) \oplus\left(r_{2}, H_{r_{2}}\right)\right|$ and thus depends only on $H$. We already established that $\mathbb{E}\left(X_{p_{e}}\right) \geq c_{2} n^{v(H)-2} p_{e}^{e(H)-1}=c_{2} \tau^{e(H)-1}$ for any $c_{2}<$ $2(e(H)) /$ aut $(H)$. Applying Theorem 2.8 gives us that

$$
\begin{aligned}
\mathbb{P}\left(X_{p_{e}}=0\right) & \leq \exp \left(-\frac{\left(c_{2} \tau^{e(H)-1}\right)^{2}}{2 c_{1} \tau^{2 e(H)-3}}\right) \\
& =\exp \left(-\frac{c_{2}^{2}}{2 c_{1}} \tau\right) \\
& =\exp \left(-c n^{1 / d_{2}(H)} p_{e}\right)
\end{aligned}
$$

where $c=c_{2}^{2} /\left(2 c_{1}\right)$ depends only on $H$ as $c_{1}$ and $c_{2}$ depend only on $H$.
Note that the proof actually works for a much wider range of $p_{e}$. The lower bound actually holds for $p_{e}=o(1)$ for any fixed $\varepsilon>0$ and the upper bound holds for $n^{-1 / d_{2}(H)} \leq p_{e} \leq 1$. However the Lemma above is enough to show the asymptotics of the probability that the edge $e$ will be inserted.

## Lemma 5.7

Let $H$ be a 2-balanced graph then:

$$
\mathbb{P}\left(\mathcal{H}_{e}\right)=\Theta\left(n^{-1 / d_{2}(H)}\right) .
$$

Proof Let $p_{0}=n^{-1 / d_{2}(H)}$ and $p_{1}=n^{-1 / d_{2}(H)} \log ^{2} n$. Clearly

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{H}_{e}\right) & =\int_{0}^{1} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) d p_{e} \\
& =\int_{0}^{p_{0}} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) d p_{e}+\int_{p_{0}}^{p_{1}} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) d p_{e}+\int_{p_{1}}^{1} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) d p_{e} .
\end{aligned}
$$

Since $0 \leq \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) \leq 1$ thus

$$
0 \leq \int_{0}^{p_{0}} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) d p_{e} \leq p_{0}=n^{-1 / d_{2}(H)} .
$$

Note that

$$
\begin{aligned}
\int_{p_{0}}^{p_{1}} \exp \left(-C\left(n^{v(H)-2} p_{e}^{e(H)-1}\right)\right) d p_{e} & =n^{-1 / d_{2}(H)} \int_{1}^{\log ^{2} n} \exp \left(-C \tau^{e(H)-1}\right) d \tau \\
& =(1+o(1)) n^{-1 / d_{2}(H)} \int_{1}^{\infty} \exp \left(-C \tau^{e(H)-1}\right) d \tau \\
& =\Theta\left(n^{-1 / d_{2}(H)}\right) .
\end{aligned}
$$

Also

$$
\begin{aligned}
\int_{p_{0}}^{p_{1}} \exp \left(-c n^{1 / d_{2}(H)} p_{e}\right) d p_{e} & =n^{-1 / d_{2}(H)} \int_{1}^{\log ^{2} n} \exp (-c \tau) d \tau \\
& =(1+o(1)) n^{-1 / d_{2}(H)} \int_{1}^{\infty} \exp (-c \tau) d \tau \\
& =\Theta\left(n^{-1 / d_{2}(H)}\right)
\end{aligned}
$$

Applying Lemma 5.6 gives us that

$$
\int_{p_{0}}^{p_{1}} \exp \left(-C\left(n^{v(H)-2} p_{e}^{e(H)-1}\right)\right) d p_{e} \leq \int_{p_{0}}^{p_{1}} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) d p_{e}
$$

and that

$$
\int_{p_{0}}^{p_{1}} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) d p_{e} \leq \int_{p_{0}}^{p_{1}} \exp \left(-c\left(n^{1 / d_{2}(H)} p_{e}\right)\right) d p_{e}
$$

Thus

$$
\int_{p_{0}}^{p_{1}} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) d p_{e}=\Theta\left(n^{-1 / d_{2}(H)}\right)
$$

We also have that

$$
\begin{aligned}
\int_{p_{1}}^{1} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) d p_{e} & \leq \int_{p_{1}}^{1} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{1}\right) d p_{e} \leq \mathbb{P}\left(\mathcal{H}_{e} \mid p_{1}\right) \\
& \leq \exp \left(-c \log ^{2} n\right)=o\left(n^{-4}\right)
\end{aligned}
$$

and the result follows.

## Corollary 5.8

When $H$ is a 2-balanced graph then

$$
\mathbb{E}\left(e\left(G_{e}(H)_{n, 1}\right)\right)=\Theta\left(n^{2-1 / d_{2}(H)}\right)
$$

### 5.2.2 Strictly 2-balanced graphs

In the case when $H$ is strictly 2-balanced these bounds can be improved. However instead of just showing bounds on $\mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right)$ we will show a slightly more general bound, which we will need later.

## Lemma 5.9

Let $H$ be a strictly 2-balanced random graph. Let $M=\left\{r, H_{r}\right\}_{r \in E(H)}$ and $Y \subseteq I_{e, M}^{\prime}$. Define the event $\mathcal{Y}$ as the event that for every $\left(\left(r, H_{r}\right), f\right) \in Y$ we have that $f(E(H)) \nsubseteq$ $E\left(G_{n, p}\right)$.

If in addition we have that $|Y|=\left(1+O\left(n^{-\varepsilon}\right)\right)\left|I_{e . M}^{\prime}\right|$ for some fixed $\varepsilon \geq 0$ and that $p \leq p_{0}=n^{-1 / d_{2}(H)} \log n$ then

$$
\mathbb{P}(\mathcal{Y})=(1+o(1)) \exp \left(-\frac{2 e(H)}{\operatorname{aut}(H)}\left(n^{v(H)-2} p^{e(H)-1}\right)\right) .
$$

Note that when $p_{e} \leq p_{0}$ then by setting $Y=I_{e, M}^{\prime}$ and $p=p_{e}$ this implies that

$$
\mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right)=(1+o(1)) \exp \left(-\frac{2 e(H)}{\operatorname{aut}(H)}\left(n^{v(H)-2} p_{e}^{e(H)-1}\right)\right) .
$$

The proof is similar to the 2-balanced case with the exception that in this case $\Delta=o(1)$ and thus sharpening the remaining estimates gives us a tighter bound.

Proof Let $M=\left\{r, H_{r}\right\}_{r \in E(H)}$. Then we have that $\left|I_{e . M}\right|=2 e(H)[n]_{v(H)-2}=(1+$ $\left.O\left(n^{-1}\right)\right) 2 e(H) n^{v(H)-2}$. As in the 2-balanced case every $f$, such that $\left(\left(r, H_{r}\right), f\right) \in$ $I_{e, M}$ for some $\left(r, H_{r}\right)$, is counted aut $(H)$ times and thus $\left|I_{e . M}^{\prime}\right|=\left|I_{e, M}\right| / \operatorname{aut}(H)$. Set $\delta=\min \left\{\varepsilon, 1 /\left(2 d_{2}(H)\right)\right\}$ and note that this implies that $0<\delta<1$. Therefore

$$
|Y|=\left(1+O\left(n^{-\delta}\right)\right) \frac{2 e(H) n^{v(H)-2}}{\operatorname{aut}(H)}
$$

For $((R, F), f) \in Y$ let $X_{(R, F), f, p}$ be the indicator random variable for the event that $f(E(F)) \subseteq E\left(G_{n, p}\right)$. Let

$$
X_{p}=\sum_{((R, F), f) \in Y} X_{(R, F), f, p}
$$

then we have that

$$
\mathbb{E}\left(X_{p}\right)=\left(1+O\left(n^{-\delta}\right)\right) \frac{2 e(H)}{\operatorname{aut}(H)} n^{v(H)-2} p^{e(H)-1}
$$

Note that $\mathbb{E}\left(X_{(R, F), f, p}\right)=p^{e(H)-1}$ and that $1 /\left(1-p^{e(H)-1}\right)=1+O\left(p_{0}\right)=1+O\left(n^{-\delta}\right)$. Applying Lemma 2.6 gives

$$
\begin{aligned}
\mathbb{P}\left(X_{p}=0\right) & \geq \exp \left(-\frac{\mathbb{E}\left(X_{p}\right)}{1-p^{e(H)-1}}\right) \\
& \geq \exp \left(-\left(1+O\left(n^{-\delta}\right)\right) \frac{2 e(H)}{\operatorname{aut}(H)}\left(n^{v(H)-2} p^{e(H)-1}\right)\right) .
\end{aligned}
$$

For the upper bound Theorem 2.8 will be used. First we need to calculate the value of $\Delta$. We have that

$$
\begin{aligned}
\Delta & \leq \sum_{r_{1}, r_{2} \in E(H)} \sum_{\substack{\left(g_{1}, g_{2}, F\right) \in\left(\left(r_{1}, H_{r_{1}}\right) \oplus\left(r_{2}, H_{r_{2}}\right)\right) \\
g_{1}\left(r_{1}\right)=g_{2}\left(r_{2}\right)}} n^{v(F)-2} p^{e(F)} \sum_{r_{1}, r_{2} \in E(H)} n^{v(F)-2} p_{0}^{e(F)} \\
& \leq \sum_{\left.g_{1}, g_{2}, F\right) \in\left(\left(r_{1}, H_{\left.r_{1}\right) \oplus}\right) \oplus\left(r_{2}, H_{r_{2}}\right)\right)}^{g_{1}\left(r_{1}\right)=g_{2}\left(r_{2}\right)} \sum_{r_{1}, r_{2} \in E(H)} \sum_{\left(g_{1}, g_{2}, F\right) \in\left(\left(r_{1}, H_{\left.\left.r_{1}\right) \oplus\left(r_{2}, H_{r_{2}}\right)\right)} n^{f_{d_{2}(H)}\left(S_{\left.g_{1}, g_{2}, F, F\right)} \log ^{e(F)} n\right.}\right.\right.} \\
& =\sum_{r_{1}, r_{2} \in E(H)} n_{\left(g_{1}, g_{2}, F\right) \in\left(\left(r_{1}, H_{\left.\left.r_{1}\right) \oplus\left(r_{2}, H_{r_{2}}\right)\right)}^{f_{d_{2}(H)}\left(S_{\left.g_{1}, g_{2}, F, F\right)+o(1)}\right.}\right.\right.} \\
& =o(1) .
\end{aligned}
$$

The last step follows from Lemma 5.4 since $f_{d_{2}(H)}\left(S_{g_{1}, g_{2}, F}, F\right)<0$ as when $H$ is strictly 2-balanced graph then $\left(r, H_{r}\right)$ is a nontrivial strictly balanced rooted graph such that $d\left(r, H_{r}\right)=d_{2}(H)$.

We already established that $\mathbb{E}\left(X_{p}\right)=\left(1+O\left(n^{-\delta}\right)\right) 2 e(H) n^{v(H)-2} p^{e(H)-1} / \operatorname{aut}(H)$. Applying Theorem 2.8 gives us that

$$
\begin{aligned}
\mathbb{P}\left(X_{p}=0\right) & \leq \exp \left(-\left(1+O\left(n^{-\delta}\right)\right) \frac{2 e(H) n^{v(H)-2} p^{e(H)-1}}{\operatorname{aut}(H)}+o(1)\right) \\
& =(1+o(1)) \exp \left(-\left(1+O\left(n^{-\delta}\right)\right) \frac{2 e(H) n^{v(H)-2} p^{e(H)-1}}{\operatorname{aut}(H)}\right) .
\end{aligned}
$$

Therefore we have shown that

$$
\mathbb{P}\left(X_{p}=0\right)=(1+o(1)) \exp \left(-\left(1+O\left(n^{-\delta}\right)\right) \frac{2 e(H) n^{v(H)-2} p^{e(H)-1}}{\operatorname{aut}(H)}\right) .
$$

Note that $O\left(n^{-\delta} n^{v(H)-2} p^{e(H)-1}\right)=O\left(n^{-\delta} \log ^{e(H)-1} n\right)=o(1)$ and thus

$$
\mathbb{P}\left(X_{p}=0\right)=(1+o(1)) \exp \left(-\frac{2 e(H) n^{v(H)-2} p^{e(H)-1}}{\operatorname{aut}(H)}\right) .
$$

## Lemma 5.10

Let $H$ be a strictly 2-balanced graph then we have that:

$$
\mathbb{P}\left(\mathcal{H}_{e}\right)=(1+o(1)) n^{-1 / d_{2}(H)} \Gamma\left(\frac{e(H)}{e(H)-1}\right) /\left(\frac{2 e(H)}{\operatorname{aut}(H)}\right)^{1 /(e(H)-1)}
$$

where $\Gamma(x)$ is the gamma function.
Proof Let $p_{0}=n^{-1 / d_{2}(H)} \log n$ then:

$$
\mathbb{P}\left(\mathcal{H}_{e}\right)=\mathbb{P}\left(\mathcal{H}_{e} \cap\left\{p_{e} \leq p_{0}\right\}\right)+\mathbb{P}\left(\mathcal{H}_{e} \cap\left\{p_{e}>p_{0}\right\}\right) .
$$

When $p_{e} \leq p_{0}$ Lemma 5.9 can be applied, thus:

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{H}_{e} \cap\left\{p_{e} \leq p_{0}\right\}\right) & =\int_{0}^{p_{0}} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) d p_{e} \\
& =(1+o(1)) \int_{0}^{p_{0}} \exp \left(-\frac{2 e(H) p_{e}^{e(H)-1} n^{v(H)-2}}{\operatorname{aut}(H)}\right) d p_{e} \\
& =(1+o(1)) n^{-1 / d_{2}(H)} \int_{0}^{\log n} \exp \left(-\frac{2 e(H) t^{(H)-1}}{\operatorname{aut}(\mathrm{H})}\right) d t \\
& =(1+o(1)) n^{-1 / d_{2}(H)} \int_{0}^{\infty} \exp \left(-\frac{2 e(H) t^{e(H)-1}}{\operatorname{aut}(H)}\right) d t
\end{aligned}
$$

and

$$
\int_{0}^{\infty} \exp \left(-\frac{2 e(H) t^{e(H)-1}}{\operatorname{aut}(H)}\right) d t=\Gamma\left(\frac{e(H)}{e(H)-1}\right) /\left(\frac{2 e(H)}{\operatorname{aut}(H)}\right)^{1 /(e(H)-1)}
$$

On the other hand $\mathbb{P}\left(\mathcal{H}_{e} \cap\left\{p_{e}>p_{0}\right\}\right)=\int_{p_{0}}^{1} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) d p_{e} \leq \int_{p_{0}}^{1} \mathbb{P}\left(\mathcal{H}_{e} \mid\left\{p_{e}=p_{0}\right\}\right) d p_{e} \leq$ $\mathbb{P}\left(\mathcal{H}_{e} \mid\left\{p_{e}=p_{0}\right\}\right)$ and
$\mathbb{P}\left(\mathcal{H}_{e} \mid\left\{p_{e}=p_{0}\right\}\right) \leq(1+o(1)) \exp \left(-\log ^{e(H)-1} n\right) \leq \exp \left(-\log ^{2} n+o(1)\right)=o\left(n^{-4}\right)$, as every strictly 2 -balanced graph contains at least 3 edges.

## Corollary 5.11

When $H$ is a strictly 2-balanced graph then

$$
\mathbb{E}\left(e\left(G_{e}(H)_{n, 1}\right)\right)=(1+o(1)) \frac{1}{2} n^{2-1 / d_{2}(H)} \Gamma\left(\frac{e(H)}{e(H)-1}\right) /\left(\frac{2 e(H)}{\operatorname{aut}(H)}\right)^{1 /(e(H)-1)}
$$

### 5.2.3 The $K_{4}^{-}$

We have shown the exact asymptotics of the expected number of edges found in the $H$-elimination process when $H$ is strictly 2-balanced. Next we show similarly tight bounds on the expected number of edges in the $H$-elimination process when $H=K_{4}^{-}$and when $H=K_{3,4}^{-}$. Recall that the $K_{4}^{-}$is a 2-balanced graph, however it is not strictly 2-balanced as $d_{2}\left(K_{4}^{-}\right)=d_{2}\left(K_{3}\right)=2$ and $K_{3} \subsetneq K_{4}^{-}$.

## Theorem 5.12

Let $H=K_{4}^{-}$. Assume that $p_{e} \leq p_{0}=n^{-1 / 2} \log n$ then

$$
\mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right)=(1+o(1))\left(\exp \left(-n p_{e}^{2}\right)+n p_{e}^{2} \exp \left(-3 n p_{e}^{2}\right)\right)
$$

Proof Let $e=\{u, v\}$. Note that for $\mathcal{H}_{e}$ to hold either $e$ has no mutual neighbours in $G_{n, p_{e}}$ or $e$ has exactly one mutual neighbour in $G_{n, p_{e}}$, denoted by $w$, and the codegree of both $\{u, w\}$ and $\{v, w\}$ is zero. In case the codegree of $e$ in $G_{n, p_{e}}$ is larger than one then $\mathcal{H}_{e}$ does not hold. Let $\mathcal{E}_{\{u, v\}, W}$ where $W \subsetneq V\left(G_{n, p_{e}}\right)$ be the event that $W$ forms the set of mutual neighbours of $\{u, v\}$ in $G_{n, p_{\{u, v\}}}$. Then

$$
\mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right)=\mathbb{P}\left(\mathcal{H}_{e} \cap \mathcal{E}_{e, y} \mid p_{e}\right)+\sum_{w \in V\left(G_{n, p_{e}}\right) \backslash e} \mathbb{P}\left(\mathcal{H}_{e} \cap \mathcal{E}_{e,\{w\}} \mid p_{e}\right) .
$$

Note that $\mathcal{E}_{e, \emptyset} \subsetneq \mathcal{H}_{e}$. Therefore $\mathbb{P}\left(\mathcal{H}_{e} \cap \mathcal{E}_{e, \emptyset} \mid p_{e}\right)=\mathbb{P}\left(\mathcal{E}_{e, \emptyset} \mid p_{e}\right)$ and the proof of Lemma 5.9 implies that $\mathbb{P}\left(\mathcal{E}_{e, \emptyset} \mid p_{e}\right)=(1+o(1)) \exp \left(-n p_{e}^{2}\right)$. Now to establish the value of $\mathbb{P}\left(\mathcal{H}_{e} \cap \mathcal{E}_{e,\{w\}} \mid p_{e}\right)$ for a fixed $w$. Let $M=\left(r,\left(K_{3}\right)_{r}\right)$. Let $I$ be the union of the sets $I_{e, M}^{\prime}$, $I_{\{u, w\}, M}^{\prime}$ and $I_{\{v, w\}, M}^{\prime}$ excluding the elements $\left(\left(r,\left(K_{3}\right)_{r}\right), f\right)$ such that $f\left(V\left(K_{3}\right)\right)=$ $\{u, v, w\}$ formally

$$
I=\left\{\left(\left(r,\left(K_{3}\right)_{r}\right), f\right) \in I_{e, M}^{\prime} \cup I_{\{u, w\}, M}^{\prime} \cup I_{\{v, w\}, M}^{\prime}: f\left(V\left(K_{3}\right)\right) \neq\{u, v, w\}\right\} .
$$

Note that $|I|=3(n-3)=3\left(1+O\left(n^{-1}\right)\right) n$. For $\left(\left(r,\left(K_{3}\right)_{r}\right), f\right) \in I$ let $X_{\left(r,\left(K_{3}\right)_{r}\right), f, p_{e}}$ be the indicator random variable for the event that $f\left(E\left(\left(K_{3}\right)_{r}\right)\right) \subseteq E\left(G_{n, p_{e}}\right)$. Let

$$
X_{p_{e}}=\sum_{\left(\left(r,\left(K_{3}\right)_{r}\right), f\right) \in I} X_{\left(r,\left(K_{3}\right)_{r}\right), f, p_{e}}
$$

then we have that $\mathbb{E}\left(X_{p_{e}}\right)=3\left(1+O\left(n^{-1}\right)\right) n p_{e}^{2}$. Note that

$$
\mathbb{P}\left(\mathcal{H}_{e} \cap \mathcal{E}_{e,\{w\}} \mid p_{e}\right)=\mathbb{P}\left(\left\{X_{p_{e}}=0\right\} \cap\left\{\{u, w\},\{v, w\} \in E\left(G_{n, p_{e}}\right)\right)\right\} .
$$

Note that $\mathbb{E}\left(X_{\left(r,\left(K_{3}\right)_{r}\right), f, p_{e}}\right)=p_{e}^{2}$ and that $1 /\left(1-p_{e}^{2}\right)=1+O\left(p_{0}\right)$. Since $O\left(n^{-1}\right)=$ $O\left(p_{0}\right)$ applying Lemma 2.6 gives

$$
\mathbb{P}\left(X_{p_{e}}=0\right) \geq \exp \left(-\frac{\mathbb{E}\left(X_{p_{e}}\right)}{1-p_{e}^{2}}\right) \geq \exp \left(-3\left(1+O\left(p_{0}\right)\right)\left(n p_{e}^{2}\right)\right)
$$

For the upper bound Theorem 2.8 will be used. First we need to calculate the
value of $\Delta$.

$$
\begin{aligned}
\Delta & \leq \sum_{r_{1}, r_{2} \in E\left(K_{3}\right)} \sum_{\left(g_{1}, g_{2}, F\right) \in\left(\left(r_{1}, H_{r_{1}}\right) \oplus\left(r_{2}, H_{r_{2}}\right)\right)}\binom{3}{\left|S_{g_{1}, g_{2}, F}\right|} n^{v(F)-\left|S_{g_{1}, g_{2}, F \mid}\right| p_{e}^{e(F)}} \\
& \leq \sum_{r_{1}, r_{2} \in E\left(K_{3}\right)} \sum_{\left(g_{1}, g_{2}, F\right) \in\left(\left(r_{1}, H_{r_{1}}\right) \oplus\left(r_{2}, H_{r_{2}}\right)\right)}\left(\begin{array}{c} 
\\
\left|S_{g_{1}, g_{2}, F}\right|
\end{array}\right) n^{v(F)-\mid S_{g_{1}, g_{2}, F \mid} p_{0}^{e(F)}} \\
& \leq \sum_{r_{1}, r_{2} \in E\left(K_{3}\right)}\left(\sum_{\left(g_{1}, g_{2}, F\right) \in\left(\left(r_{1}, H_{r_{1}}\right) \oplus\left(r_{2}, H_{r_{2}}\right)\right)}\binom{3}{\left|S_{g_{1}, g_{2}, F}\right|} n^{f_{2}\left(\left(g_{1}\left(r_{1}\right), F\right)\right)+o(1)}\right. \\
& =o(1)
\end{aligned}
$$

according to Lemma 5.4, $f_{2}\left(S_{g_{1}, g_{2}, F}, F\right)<0$, as we are combining strictly balanced rooted graphs of density 2 . We already established that $\mathbb{E}\left(X_{p_{e}}\right)=3\left(1+O\left(p_{0}\right)\right) n p_{e}^{2}$. Applying Theorem 2.8 gives us that

$$
\begin{aligned}
\mathbb{P}\left(X_{p_{e}}=0\right) & \leq \exp \left(-3\left(1+O\left(p_{0}\right)\right) n p_{e}^{2}+o(1)\right) \\
& =(1+o(1)) \exp \left(-3\left(1+O\left(p_{0}\right)\right) n p_{e}^{2}\right) .
\end{aligned}
$$

Since $O\left(n p_{0}^{3}\right)=o(1)$

$$
\mathbb{P}\left(X_{p_{e}}=0\right)=(1+o(1)) \exp \left(-3\left(1+O\left(p_{0}\right)\right) n p_{e}^{2}\right)=(1+o(1)) \exp \left(-3 n p_{e}^{2}\right)
$$

Note that the events $\left\{X_{p_{e}}=0\right\}$ and $\left\{\{u, w\},\{v, w\} \in E\left(G_{n, p_{e}}\right)\right\}$ are independent and therefore

$$
\mathbb{P}\left(\mathcal{H}_{e} \cap \mathcal{E}_{e,\{w\}} \mid p_{e}\right)=(1+o(1)) p_{e}^{2} \exp \left(-3 n p_{e}^{2}\right) .
$$

The statement follows as the events $\mathcal{E}_{e, w}$ and $\mathcal{E}_{e, w^{\prime}}$ are mutually exclusive for any $w, w^{\prime} \in V\left(G_{n, p_{e}}\right) \backslash e$ when $w \neq w^{\prime}$.

## Lemma 5.13

Let $H=K_{4}^{-}$then

$$
\mathbb{P}\left(\mathcal{H}_{e}\right)=(1+o(1))\left(\frac{\sqrt{\pi}}{2}+\frac{\sqrt{\pi}}{12 \sqrt{3}}\right) n^{-1 / 2} .
$$

Proof Let $p_{0}=n^{-1 / 2} \log n$. Similarly to the previous calculations we have that

$$
\mathbb{P}\left(\mathcal{H}_{e}\right)=\mathbb{P}\left(\mathcal{H}_{e} \cap\left\{p_{e} \leq p_{0}\right\}\right)+\mathbb{P}\left(\mathcal{H}_{e} \cap\left\{p_{e}>p_{0}\right\}\right) .
$$

According to Lemma 5.12

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{H}_{e} \cap\left\{p_{e} \leq p_{0}\right\}\right) & =\int_{0}^{p_{0}} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) d p_{e} \\
& =\int_{0}^{p_{0}}(1+o(1))\left(\exp \left(-n p_{e}^{2}\right)+n p_{e}^{2} \exp \left(-3 n p^{2}\right)\right) d p_{e} \\
& =(1+o(1)) n^{-1 / 2} \int_{0}^{\log n} \exp \left(-\tau^{2}\right)+\tau^{2} \exp \left(-3 \tau^{2}\right) d \tau \\
& =(1+o(1)) n^{-1 / 2} \int_{0}^{\infty} \exp \left(-\tau^{2}\right)+\tau^{2} \exp \left(-3 \tau^{2}\right) d \tau \\
& =(1+o(1)) n^{-1 / 2}\left(\frac{\sqrt{\pi}}{2}+\frac{\sqrt{\pi}}{12 \sqrt{3}}\right) .
\end{aligned}
$$

We also have that

$$
\mathbb{P}\left(\mathcal{H}_{e} \cap\left\{p_{e}>p_{0}\right\}\right) \leq \mathbb{P}\left(\mathcal{H}_{e} \mid p_{0}\right) \leq 2 \exp \left(-\log ^{2} n\right)=o\left(n^{-4}\right)
$$

completing the proof.
Corollary 5.14

$$
\mathbb{E}\left(e\left(G_{n, 1}\left(K_{4}^{-}\right)\right)\right)=(1+o(1))\left(\frac{\sqrt{\pi}}{4}+\frac{\sqrt{\pi}}{24 \sqrt{3}}\right) n^{3 / 2} .
$$

### 5.2.4 The $K_{3,4}^{-}$

Now the case when $H=K_{3,4}^{-}$. This is also a 2-balanced graph which is not strictly 2-balanced as $d_{2}\left(K_{3,3}\right)=d_{2}\left(K_{3,4}^{-}\right)=2$. Recall that in the $K_{4}^{-}$case we conditioned on the number of copies of $\left(r,\left(K_{3}\right)_{r}\right)$ rooted at $e$ in $G_{n, p_{e}}$ and this was done because $d_{2}\left(K_{3}\right)=d_{2}\left(K_{4}^{-}\right)$and $K_{3} \subsetneq K_{4}^{-}$. In case of the $K_{3,4}^{-}$we will condition on the number of copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $e$ in $G_{n, p_{e}}$. However in the case of the $K_{4}^{-}$ we had that $\mathcal{H}_{e}$ held only in case the codegree of $e$ was at most 1 . However no such restrictions apply in the $K_{3,4}^{-}$case for the number of copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $e$ in $G_{n, p_{e}}$. We will show that for any pair of vertices $e$ there are a.a.s. at most $2 \log ^{8} n$ copies of $\left(r,\left(K_{3,4}^{-}\right)_{r}\right)$ rooted at $e$ in $G_{n, p_{e}}$ when $p_{e} \leq n^{-1 / 2} \log n$, but due to this, one has to distinguish between many cases. The other difference is that the copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $e$ can overlap. We will show that this happens with small probability and thus these cases can be ignored.

A key property used in the previous proof was that the event that $w$ was a mutual neighbour of $\{u, v\}$ was independent of the event that $\{u, v\},\{u, w\}$ or $\{v, w\}$ has any additional mutual neighbours. The following definition helps us express this property.

## Definition 5.2

Let $(R, F)$ be a rooted graph and $G$ be a graph such that $v(F) \leq v(G)$. Also let $S \subseteq Q \subseteq$ $V(G)$ such that $|S|=|R|$. We say that there is a copy of $(R, F)$ rooted at $S$ and outside $Q$
in $G$ if there exists an injective function $f: V(F) \rightarrow V(G)$ such that $f(E(f)) \subseteq E(G)$, $f(R)=S$ and $f(V(F)) \cap Q=S$.

For a set of vertices $W \subseteq V\left(G_{n, p_{e}}\right)$ let

$$
I_{S,(R, F), W}=\left\{f \in I_{S,(R, F)}: f(V(F) \backslash R) \cap W=\emptyset\right\} .
$$

The sets $I_{S, M, W}$ and $I_{S, M, W}^{\prime}$ are defined analogously to the sets $I_{S, M}$ and $I_{S, M}^{\prime}$.


Figure 5.1: The $K_{3,4}^{-}$

Figure 5.1 shows a labelled copy of $K_{3,4}^{-}$. Let $r_{1}=\{1,6\}, r_{2}=\{2,3\}$ and $r_{3}=$ $\{4,6\}$. Note that due to symmetries of the graph edge $e$ is inserted during the $K_{3,4}^{-}$ elimination process iff there is no copy of $\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right)$, no copy of $\left(r_{2},\left(K_{3,4}^{-}\right)_{r_{2}}\right)$ and no copy of $\left(r_{3},\left(K_{3,4}^{-}\right)_{r_{3}}\right)$ rooted at $e$ in $G_{n, p_{e}}$ see Figure 5.2.


Figure 5.2: The forbidden rooted graphs

## Lemma 5.15

Let $H=K_{3,4}^{-}$and assume that $p_{e} \leq p_{0}=n^{-1 / 2} \log n$ then

$$
\mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right)=(1+o(1)) \exp \left(-\frac{n^{4}}{4} p_{e}^{8}-\frac{n^{5}}{3} p_{e}^{10}\right) \exp \left(\frac{n^{4}}{4} p_{e}^{8} \exp \left(-6 n p_{e}^{2}\right)\right)+o\left(n^{-4}\right) .
$$

Proof As mentioned above we split the cases according to the number of copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $e$. Assume $e=\{u, v\}$.

Define the set $B$ as the set of sets $A \subseteq I_{e,\left(r,\left(K_{3,3}\right)_{r}\right)}^{\prime}$ such that $a\left(V\left(K_{3,3}\right)\right) \cap$ $b\left(V\left(K_{3,3}\right)\right)=e$ for every $a, b \in A$ when $a \neq b$. Let $\mathcal{M}_{A}$ be the event that a set $A \in B$ describes a maximal set of vertex disjoint copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $e$. Formally the event $\mathcal{M}_{A}$ holds if for every $a \in A$ we have that $a\left(E\left(\left(K_{3,3}\right)_{r_{2}}\right)\right) \subseteq E\left(G_{n, p_{e}}\right)$ and $A$ is maximal in the sense that for any injective function $g \in I_{e,\left(r,\left(K_{3,3}\right)_{r}\right)}^{\prime} \backslash A$ such that $g\left(V\left(K_{3,3}\right)\right) \cap a\left(V\left(K_{3,3}\right)\right)=e$ for every $a \in A$ we have that $g\left(E\left(\left(K_{3,3}\right)_{r}\right)\right) \nsubseteq E\left(G_{n, p_{e}}\right)$. Let $\mathcal{D}$ be the event that there are no overlapping copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $e$. Then

$$
\mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) \geq \mathbb{P}\left(\mathcal{H}_{e} \cap \mathcal{D} \mid p_{e}\right) \geq \sum_{\substack{A \in B \\|A| \leq 2 \log ^{8} n}} \mathbb{P}\left(\mathcal{H}_{e} \cap \mathcal{D} \cap \mathcal{M}_{A} \mid p_{e}\right)
$$

Fix $A$ such that $|A| \leq 2 \log ^{8} n$. Our goal is to determine a lower bound on $\mathbb{P}\left(\mathcal{H}_{e} \cap \mathcal{D} \cap\right.$ $\left.\mathcal{M}_{A} \mid p_{e}\right)$. Let $\mathcal{E}_{A}$ be the event that $a\left(E\left(\left(K_{3,3}\right)_{r}\right)\right) \subseteq E\left(G_{n, p_{e}}\right)$ for every $a \in A$ and let $\mathcal{I}_{A}$ be the event that $a\left(E\left(\overline{K_{3,3}}\right)\right) \cap E\left(G_{n, p_{e}}\right)=\emptyset$ for every $a \in A$. Note that if both $\mathcal{E}_{A}$ and $\mathcal{I}_{A}$ hold then the copies in $A$ are induced copies. Define $U=\bigcup_{a \in A} a\left(V\left(K_{3,3}\right)\right)$. Now we introduce an event $\mathcal{G}$ such that $\left(\mathcal{G} \cap \mathcal{E}_{A} \cap \mathcal{I}_{A} \mid p_{e}\right) \subseteq\left(\mathcal{H}_{e} \cap \mathcal{D} \cap \mathcal{M}_{A} \mid p_{e}\right)$ and the events $\mathcal{G}$ and $\mathcal{E}_{A} \cap \mathcal{I}_{A}$ are independent, i.e. $\mathcal{G}$ depends only on the presence or absence of edges not spanned by $U$. Clearly for any such event $\mathcal{G}$ we have that

$$
\mathbb{P}\left(\mathcal{H}_{e} \cap \mathcal{D} \cap \mathcal{M}_{A} \mid p_{e}\right) \geq \mathbb{P}\left(\mathcal{G} \cap \mathcal{I}_{A} \cap \mathcal{E}_{A} \mid p_{e}\right)=\mathbb{P}\left(\mathcal{G} \mid p_{e}\right) \mathbb{P}\left(\mathcal{E}_{A} \cap \mathcal{I}_{A} \mid p_{e}\right) .
$$

Let $\mathcal{G}$ be the following event:

- there is no copy of $\left(r,\left(K_{3}\right)_{r}\right)$ rooted at $a(\bar{e})$ outside $U$ in $G_{n, p_{e}}$ for any $a \in A$ and $\bar{e} \in E\left(\overline{K_{3,3}}\right)$
- no copy of $\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right)$ is rooted at $e$ outside $U$ in $G_{n, p_{e}}$
- no copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ is rooted at $e$ outside $U$ in $G_{n, p_{e}}$
- for any $R \subsetneq V\left(K_{3,4}^{-}\right)$, such that $|R|>2$ and $K_{3,4}^{-}[R] \neq K_{3,3}$, no copy of $\left(R,\left(K_{3,4}^{-}\right)_{R}\right)$ is rooted at $S$ outside $U$ in $G_{n, p_{e}}$ for any $S \subseteq U$ with $|S|=|R|$
- for any $R \subsetneq V\left(K_{3,3}\right)$ with $|R|>2$ no copy of $\left(R,\left(K_{3,3}\right)_{R}\right)$ is rooted at $S$ outside $U$ in $G_{n, p_{e}}$ for any $S \subseteq U$ with $|S|=|R|$.

Note that when conditioning on $\mathcal{I}_{A} \cap \mathcal{E}_{A}$ this ensures that $A$ contains all the copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $e$ and also that no copy of $\left(r,\left(K_{3,4}^{-}\right)_{r}\right)$ for any $r \in$ $E\left(K_{3,4}^{-}\right)$is rooted at $e$.

Let $M_{1}=\left(r,\left(K_{3}\right)_{r}\right)$ and $M_{2}=\left(\left(r,\left(K_{3,3}\right)_{r}\right),\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right)\right)$. Also for $j>2$ let

$$
\begin{aligned}
M_{j} & =\left\{R,\left(K_{3,3}\right)_{R}: R \subsetneq V\left(K_{3,3}\right) \cap|R|=j\right\} \\
& \cup\left\{R,\left(K_{3,4}^{-}\right)_{R}: R \subsetneq V\left(K_{3,4}^{-}\right) \cap K_{3,4}^{-}[R] \neq K_{3,3} \cap|R|=j\right\} .
\end{aligned}
$$

Let

$$
I=\bigcup_{a \in A} \bigcup_{\bar{e} \in E\left(\overline{K_{3,3}}\right)} I_{a\left(\bar{e} \overline{)}, M_{1}, U\right.}^{\prime} \cup I_{e, M_{2}, U}^{\prime} \cup \bigcup_{j=3}^{6} \bigcup_{S \in\binom{U}{j}} I_{S, M_{j}, U}^{\prime}
$$

and for $((R, F), f) \in I$ let $X_{(R, F), f, p_{e}}$ be the indicator random variable for the event that $f(E(F)) \subseteq E\left(G_{n, p_{e}}\right)$. Let

$$
X_{p_{e}}=\sum_{((R, F), f) \in I} X_{(R, F), f, p_{e}}
$$

then we have that $\mathcal{G}$ holds iff $X_{p_{e}}=0$. Note that $\left|I_{a(\bar{e}), M_{1}, U}^{\prime}\right|=n-|U|=n-4|A|-2=$ $n-O\left(\log ^{8} n\right)$ thus

$$
\sum_{a \in A} \sum_{\bar{e} \in E\left(\overline{K_{3,3}}\right)} \sum_{((r, F), f) \in I_{a(\bar{\epsilon}), M_{1}, U}^{\prime}} \mathbb{E}\left(X_{(R, F), f, p_{e}}\right)=6|A|\left(1+O\left(\frac{\log ^{8} n}{n}\right)\right) n p_{e}^{2}
$$

We also have that

$$
\begin{aligned}
\sum_{((r, F), f) \in I_{e, M_{2}, U}^{\prime}} \mathbb{E}\left(X_{(R, F), f, p_{e}}\right) & =2[n-|U|]_{2}\binom{n-|U|-2}{3} p_{e}^{10}+\binom{n-|U|}{4}\binom{4}{2} p_{e}^{8} \\
& =\left(1+O\left(\frac{\log ^{8} n}{n}\right)\right)\left(\frac{n^{5}}{3} p_{e}^{10}+\frac{n^{4}}{4} p_{e}^{8}\right) .
\end{aligned}
$$

Fix $R \subsetneq V\left(K_{3,3}\right)$ and $S \in\binom{U}{|R|}$ then

$$
\begin{aligned}
\sum_{((R, F), f) \in I_{S,\left(R,\left(K_{3,3}\right)_{R}\right), U}^{\prime}} \mathbb{E}\left(X_{\left.(R, F), f, p_{e}\right)}\right) & \leq \sum_{((R, F), f) \in I_{S,\left(R,\left(K_{3,3}\right) R\right), U}^{\prime}} \mathbb{E}\left(X_{(R, F), f, p_{0}}\right) \\
& \leq n^{v\left(K_{3,3}\right)-|R|} p_{0}^{e\left(K_{3,3}\right)-e\left(K_{3,3}\right)[R]} \\
& =n^{f_{2}\left(R,\left(K_{3,3}\right)_{R}\right)+o(1)} .
\end{aligned}
$$

Similarly if $R \subsetneq V\left(K_{3,4}^{-}\right)$and $S \in\binom{U}{|R|}$ then

$$
\sum_{((R, F), f) \in I_{S,\left(R,\left(K_{3,3}\right) R\right), U}^{\prime}} \mathbb{E}\left(X_{\left.(R, F), f, p_{e}\right)}\right)=n^{f_{2}\left(R,\left(K_{3,4}^{-}\right)_{R}\right)+o(1)} .
$$

Therefore

$$
\begin{aligned}
& \sum_{j=3}^{6} \sum_{((R, F), f) \in I_{S, M_{j}, U}^{\prime}} \mathbb{E}\left(X_{(R, F), f, p_{e}}\right) \leq \sum_{j=3}^{6} \sum_{((R, F), f) \in I_{S, M_{j}, U}} \mathbb{E}\left(X_{(R, F), f, p_{0}}\right) \\
& =n^{o(1)}\binom{\substack{R \subsetneq V\left(K_{3,3}\right) \\
|R|>2}}{n^{f_{2}\left(R,\left(K_{3,3}\right)_{R}\right)+o(1)}+\sum_{\substack{\left.R \subsetneq V\left(K_{3,4}^{-}\right) \\
K_{3,4}, R\right]\left|R K_{3,3}\\
\right| R \mid>2}} n^{f_{2}\left(R,\left(K_{3,4}^{-}\right) R\right)+o(1)}}
\end{aligned}
$$

Let $R \subsetneq V\left(K_{3,3}\right)$ with $|R|>2$. If $E\left(K_{3,3}[R]\right)=\emptyset$ then

$$
|R|+f_{2}\left(R,\left(K_{3,3}\right)_{R}\right)=f_{2}\left(\emptyset, K_{3,3}[R]\right)+f_{2}\left(R,\left(K_{3,3}\right)_{R}\right)=f_{2}\left(\emptyset, K_{3,3}\right)=1.5
$$

and since $|R|>2$ thus $f_{2}\left(R,\left(K_{3,3}\right)_{R}\right)<0$. Otherwise let $r \in E\left(K_{3,3}[R]\right)$ then $f_{2}\left(r, K_{3,3}[R]\right)+f_{2}\left(R,\left(K_{3,3}\right)_{R}\right)=f_{2}\left(r, K_{3,3}\right)=0$. Since $K_{3,3}$ is strictly 2-balanced $f_{2}\left(r, K_{3,3}[R]\right)>0$ and thus $f_{2}\left(R,\left(K_{3,3}\right)_{R}\right)<0$. The only difference for $K_{3,4}^{-}$is that it can happen that for some $r \in E\left(K_{3,4}^{-}\right)$and $r \subsetneq R \subsetneq V\left(K_{3,4}^{-}\right)$we have that $f_{2}\left(r, K_{3,4}^{-}[R]\right)=0$, however this is true only when $K_{3,4}^{-}[R]=K_{3,3}$. Thus $f_{2}\left(R,\left(K_{3,4}^{-}\right)_{R}\right)<0$ for every $R \subsetneq V\left(K_{3,4}^{-}\right)$with $|R|>2$ and $K_{3,4}^{-}[R] \neq K_{3,3}$. Therefore

$$
\mathbb{E}\left(X_{p_{e}}\right)=\left(1+O\left(\frac{\log ^{8} n}{n}\right)\right)\left(6|A| n p_{e}^{2}+\frac{n^{4}}{4} p_{e}^{8}+\frac{n^{5}}{3} p_{e}^{10}\right)+o(1) .
$$

Since $\mathbb{E}\left(X_{(R, F), f, p_{e}}\right) \leq p_{0}$ for every $((R, F), f) \in I$ Lemma 2.6 gives us the following

$$
\begin{aligned}
\mathbb{P}\left(X_{p_{e}}=0\right) & \geq \exp \left(-\left(1+O\left(p_{0}\right)\right) \mathbb{E}\left(X_{p_{e}}\right)\right) \\
& =\exp \left(-\left(1+O\left(p_{0}\right)\right)\left(6|A| n p_{e}^{2}+\frac{n^{4}}{4} p_{e}^{8}+\frac{n^{5}}{3} p_{e}^{10}\right)+o(1)\right) \\
& =(1+o(1)) \exp \left(-\frac{n^{4}}{4} p_{e}^{8}-\frac{n^{5}}{3} p_{e}^{10}\right)\left(\exp \left(-6 n p_{e}^{2}\right)\right)^{|A|} .
\end{aligned}
$$

Since the event $\mathcal{G}$ is independent of the edges spanned by $U$ thus

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{H}_{e} \cap \mathcal{D} \cap \mathcal{M}_{A} \mid p_{e}\right) & \left.\left.\geq \mathbb{P}\left(X_{p_{e}}=0\right) p_{e}^{8|A|}\left(1-p_{e}\right)^{(4|A|+2}\right)^{2}\right)-8|A| \\
& \geq \mathbb{P}\left(X_{p_{e}}=0\right) p_{e}^{8|A|}\left(1-p_{e}\right)^{8|A|^{2}+4} \\
& =(1+o(1)) \mathbb{P}\left(X_{p_{e}}=0\right) p_{e}^{8|A|}
\end{aligned}
$$

The last result needed to establish the lower bound is the number of sets $A \in B$ such that $|A|=k$ when $k \leq 2 \log ^{8} n$. Clearly

$$
\binom{n^{4} / 4}{k} \geq|\{A \in B:|A|=k\}| \geq\binom{(n-4 k-2)^{4} / 4}{k}
$$

and thus $|\{A \in B:|A|=k\}|=(1+o(1))\left(n^{4 k} /\left(4^{k} k!\right)\right)$. Thus

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) & \geq \sum_{k=0}^{2 \log ^{8} n}\left((1+o(1)) \frac{n^{4 k}}{4^{k} k!} p_{e}^{8 k} \exp \left(-\frac{n^{4}}{4} p_{e}^{8}-\frac{n^{5}}{3} p_{e}^{10}\right)\left(\exp \left(-6 n p_{e}^{2}\right)\right)^{k}\right) \\
& =(1+o(1)) \exp \left(-\frac{n^{4}}{4} p_{e}^{8}-\frac{n^{5}}{3} p_{e}^{10}\right) \sum_{k=0}^{2 \log ^{8} n} \frac{1}{k!}\left(\frac{n^{4}}{4} p_{e}^{8} \exp \left(-6 n p_{e}^{2}\right)\right)^{k} \\
& =(1+o(1)) \exp \left(-\frac{n^{4}}{4} p_{e}^{8}-\frac{n^{5}}{3} p_{e}^{10}\right) \exp \left(\frac{n^{4}}{4} p_{e}^{8} \exp \left(-6 n p_{e}^{2}\right)\right) .
\end{aligned}
$$

Now for the upper bound. Let $\mathcal{B}$ be the event that there are more than $2 \log ^{8} n$ vertex disjoint copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $e$. Then

$$
\mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) \leq \mathbb{P}(\mathcal{B})+\sum_{\substack{A \in B \\|A| \leq 2 \log ^{8} n}}\left(\mathbb{P}\left(\mathcal{H}_{e} \cap \mathcal{M}_{A} \mid p_{e}\right) .\right.
$$

We use Theorem 2.9 to bound $\mathbb{P}(\mathcal{B})$. Note that the expected number of copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $e$ in $G_{n, p_{e}}$ is less than the number of copies rooted at $e$ in $G_{n, p_{0}}$. Now there are less than $n^{4} / 4$ possible copies of $\left(r,\left(K_{3,4}\right)_{r}\right)$ rooted at $e$ and thus the expected number is less than $\log ^{8} n / 4$. Therefore

$$
\mathbb{P}(\mathcal{B}) \leq\left(\frac{\mathrm{e}^{\log ^{8} n}}{8 \log ^{8} n}\right)^{2 \log ^{8} n} \leq \exp \left(-2 \log ^{8} n\right)=o\left(n^{-4}\right)
$$

Fix $A \in B$. Recall that $M_{1}=\left(r,\left(K_{3}\right)_{r}\right)$ and $M_{2}=\left(\left(r,\left(K_{3,3}\right)_{r}\right),\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right)\right)$. Let

$$
I^{\prime}=\bigcup_{a \in A} \bigcup_{\bar{e} \in E\left(K_{3,3}\right)} I_{a(\bar{e}), M_{1}, U}^{\prime} \cup I_{e, M_{2}, U}^{\prime}
$$

and for $((R, F), f) \in I^{\prime}$ let $X_{(R, F), f, p_{e}}$ be the indicator random variable for the event that $f(E(F)) \subseteq E\left(G_{n, p_{e}}\right)$. Let

$$
X_{p_{e}}^{\prime}=\sum_{((R, F), f) \in I^{\prime}} X_{(R, F), f, p_{e}}
$$

then we have that $\left(\mathcal{H}_{e} \cap \mathcal{M}_{A} \mid p_{e}\right) \subseteq\left\{X_{p_{e}}^{\prime}=0\right\} \cap\left(\mathcal{E}_{A} \mid p_{e}\right)$ and thus

$$
\mathbb{P}\left(\mathcal{H}_{e} \cap \mathcal{M}_{A} \mid p_{e}\right) \leq \mathbb{P}\left(\left\{X_{p_{e}}^{\prime}=0\right\} \cap \mathcal{E}_{A} \mid p_{e}\right) \leq \mathbb{P}\left(\left\{X_{p_{e}}^{\prime}=0\right\} \mid p_{e}\right) \mathbb{P}\left(\mathcal{E}_{A} \mid p_{e}\right)
$$

as the events $\mathcal{E}_{A}$ and $\left\{X_{p_{e}}^{\prime}=0\right\}$ are independent. Clearly $\mathbb{P}\left(\mathcal{E}_{A} \mid p_{e}\right)=p_{e}^{8|A|}$ and to bound $\mathbb{P}\left(\left\{X_{p_{e}}^{\prime}=0\right\} \mid p_{e}\right)$ we will use Theorem 2.8. As always the first step is to
establish the value of $\Delta$.

$$
\begin{aligned}
\Delta & \leq \sum_{\left(r_{1}, F_{1}\right),\left(r_{2}, F_{2}\right) \in M_{1} \cup M_{2}} \sum_{\left(g_{1}, g_{2}, F\right) \in\left(r_{1}, F_{1}\right) \oplus\left(r_{2}, F_{2}\right)}\binom{|U|}{\left|S_{g_{1}, g_{2}, F}\right|} n^{v(F)-\left|S_{g_{1}, g_{2}, F \mid}\right| p_{e}^{e(F)}} \\
& \leq \sum_{\left(r_{1}, F_{1}\right),\left(r_{2}, F_{2}\right) \in M_{1} \cup M_{2}} n_{\left(g_{1}, g_{2}, F\right) \in\left(r_{1}, F_{1}\right) \oplus\left(r_{2}, F_{2}\right)}^{o(1)} n^{v(F)-\left|S_{g_{1}, g_{2}, F \mid}\right| p_{0}^{e(F)}} n_{\left(r_{1}, F_{1}\right),\left(r_{2}, F_{2}\right) \in M_{1} \cup M_{2}} \sum_{\left(g_{1}, g_{2}, F\right) \in\left(r_{1}, F_{1}\right) \oplus\left(r_{2}, F_{2}\right)}^{o(1)} n^{f_{2}\left(S_{\left.g_{1}, g_{2}, F, F\right)+o(1)}\right.} \\
& \leq o(1)
\end{aligned}
$$

as according to Lemma $5.4 f_{2}\left(S_{g_{1}, g_{2}, F}, F\right)<0$ for every element of the sum. Note that one can calculate $\mathbb{E}\left(X_{p_{e}}^{\prime}\right)$ similarly to $\mathbb{E}\left(X_{p_{e}}\right)$ and thus

$$
\mathbb{E}\left(X_{p_{e}}^{\prime}\right)=\left(1+O\left(\frac{\log ^{8} n}{n}\right)\right)\left(6|A| n p_{e}^{2}+\frac{n^{4}}{4} p_{e}^{8}+\frac{n^{5}}{3} p_{e}^{10}\right)
$$

Therefore

$$
\begin{aligned}
\mathbb{P}\left(X_{p_{e}}^{\prime}=0 \mid p_{e}\right) & \leq(1+o(1)) \exp \left(-\left(1+O\left(p_{0}\right)\right) \mathbb{E}\left(X_{p_{e}}\right)\right) \\
& =\exp \left(-\left(1+O\left(p_{0}\right)\right)\left(6|A| n p_{e}^{2}+\frac{n^{4}}{4} p_{e}^{8}+\frac{n^{5}}{3} p_{e}^{10}\right)+o(1)\right) \\
& =(1+o(1)) \exp \left(-\frac{n^{4}}{4} p_{e}^{8}-\frac{n^{5}}{3} p_{e}^{10}\right)\left(\exp \left(-6 n p_{e}^{2}\right)\right)^{|A|} .
\end{aligned}
$$

Recall that $|\{A \in B:|A|=k\}|=(1+o(1))\left(n^{4 k} /\left(4^{k} k!\right)\right)$ thus

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) & \leq o\left(n^{-4}\right)+\sum_{k=0}^{2 \log ^{8} n}(1+o(1)) \frac{n^{4 k}}{4^{k} k!} p_{e}^{8 k} \exp \left(-\frac{n^{4}}{4} p_{e}^{8}-\frac{n^{5}}{3} p_{e}^{10}\right)\left(\exp \left(-6 n p_{e}^{2}\right)\right)^{k} \\
& =(1+o(1)) \exp \left(-\frac{n^{4}}{4} p_{e}^{8}-\frac{n^{5}}{3} p_{e}^{10}\right) \exp \left(\frac{n^{4}}{4} p_{e}^{8} \exp \left(-6 n p_{e}^{2}\right)\right)+o\left(n^{-4}\right)
\end{aligned}
$$

completing the proof.

## Lemma 5.16

Let $H=K_{3,4}^{-}$and

$$
c=\int_{0}^{\infty} \exp \left(-\frac{\tau^{8}}{4}-\frac{\tau^{10}}{3}\right) \exp \left(\frac{\tau^{8}}{4} \exp \left(-6 \tau^{2}\right)\right) d \tau
$$

then

$$
\mathbb{P}\left(\mathcal{H}_{e}\right)=(1+o(1)) c n^{-1 / 2} .
$$

Proof Let $p_{0}=n^{-1 / 2} \log n$. Similarly to the previous calculations we have that

$$
\mathbb{P}\left(\mathcal{H}_{e}\right)=\mathbb{P}\left(\mathcal{H}_{e} \cap\left\{p_{e} \leq p_{0}\right\}\right)+\mathbb{P}\left(\mathcal{H}_{e} \cap\left\{p_{e}>p_{0}\right\}\right) .
$$

According to Lemma 5.15

$$
\begin{aligned}
& \mathbb{P}\left(\mathcal{H}_{e} \cap\left\{p_{e} \leq p_{0}\right\}\right)=\int_{0}^{p_{0}} \mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right) d p_{e} \\
& =\int_{0}^{p_{0}}(1+o(1)) \exp \left(-\frac{n^{4}}{4} p_{e}^{8}-\frac{n^{5}}{3} p_{e}^{10}\right) \exp \left(\frac{n^{4}}{4} p_{e}^{8} \exp \left(-6 n p_{e}^{2}\right)\right)+o\left(n^{-4}\right) d p_{e} \\
& =o\left(n^{-4}\right)+(1+o(1)) n^{-1 / 2} \int_{0}^{\log n} \exp \left(-\frac{\tau^{8}}{4}-\frac{\tau^{10}}{3}\right) \exp \left(\frac{\tau^{8}}{4} \exp \left(-6 \tau^{2}\right)\right) d \tau \\
& =o\left(n^{-4}\right)+(1+o(1)) n^{-1 / 2} \int_{0}^{\infty} \exp \left(-\frac{\tau^{8}}{4}-\frac{\tau^{10}}{3}\right) \exp \left(\frac{\tau^{8}}{4} \exp \left(-6 \tau^{2}\right)\right) d \tau .
\end{aligned}
$$

Note that this integral exists as $\exp \left(\tau^{8} \exp \left(-6 \tau^{2}\right) / 4\right)$ is bounded from above by a constant.

We also have that

$$
\mathbb{P}\left(\mathcal{H}_{e} \cap\left\{p_{e}>p_{0}\right\}\right) \leq \mathbb{P}\left(\mathcal{H}_{e} \mid p_{0}\right) \leq 2 \exp \left(-\log ^{10} n\right)+o\left(n^{-4}\right)=o\left(n^{-4}\right)
$$

completing the proof.

## Corollary 5.17

Let $H=K_{3,4}^{-}$and

$$
c=\int_{0}^{\infty} \exp \left(-\frac{\tau^{8}}{4}-\frac{\tau^{10}}{3}\right) \exp \left(\frac{\tau^{8}}{4} \exp \left(-6 \tau^{2}\right)\right) d \tau
$$

then

$$
\mathbb{E}\left(e\left(G_{e}\left(K_{3,4}^{-}\right)_{n, 1}\right)\right)=(1+o(1)) \frac{c}{2} n^{3 / 2} .
$$

### 5.3 Concentration

In this section we show that the number of edges is a.a.s. concentrated around its expected value in case $H$ is a strictly 2-balanced graph. The proof uses the second moment method and in order to give bounds on the second moment we establish $\mathbb{P}\left(\mathcal{H}_{e_{1}} \cap \mathcal{H}_{e_{2}}\right)$.

## Lemma 5.18

Let $H$ be a strictly 2-balanced graph and assume that $p_{e_{1}}<p_{e_{2}} \leq p_{0}=n^{-1 / d_{2}(H)} \log n$ then

$$
\mathbb{P}\left(\mathcal{H}_{e_{1}} \cap \mathcal{H}_{e_{2}} \mid p_{e_{1}}, p_{e_{2}}\right)=(1+o(1)) \exp \left(-\left(p_{e_{1}}^{e(H)-1}+p_{e_{2}}^{e(H)-1}\right) \frac{2 e(H) n^{v_{H}-2}}{\operatorname{aut}(H)}\right) .
$$

Proof Recall that we have $\mathcal{H}_{e}$, if for any $r \in E(H)$ no copy of $\left(r, H_{r}\right)$ is rooted at $e$ in $G_{n, p_{e}}$.

Let $M=\left\{\left(r, H_{r}\right): r \in E(H)\right\}$ and let $X_{\left(r, H_{r}\right), f, p}$ be the indicator random variable for the event that $f\left(E\left(H_{r}\right)\right) \subseteq E\left(G_{n, p}\right)$. Obviously

$$
\mathbb{P}\left(\mathcal{H}_{e} \mid p_{e}\right)=\mathbb{P}\left(\sum_{\left(\left(r, H_{r}\right), f\right) \in I_{e, M}^{\prime}} X_{\left(r, H_{r}\right), f, p_{e}}=0\right)
$$

Recall that $\left|I_{e, M}^{\prime}\right|=\left(1+O\left(n^{-1}\right)\right) 2 e(H) n^{v(H)-2} / \operatorname{aut}(H)$. Define

$$
X_{1}=\sum_{\left(\left(r, H_{r}\right), f\right) \in I_{e_{1}, M}^{\prime}} X_{\left(r, H_{r}\right), f, p_{e_{1}}}
$$

and $X_{2}$ analogously.
We will establish a lower bound on the probability that $X_{1}+X_{2}=0$ using Lemma 2.6. The Lemma requires an underlying set and a unique probability assigned to every element in the set. This is achieved by exposing the edges of $G_{n, p_{e_{2}}}$ in two rounds. First we consider $G_{n, p_{e_{1}}}$ and then add the edges in $G_{n, p^{\prime}}$ where $p^{\prime}=\frac{p_{e_{2}}-p_{e_{1}}}{1-p_{e_{1}}}$ to create $G_{n, p_{e_{2}}}$. In the setup of Lemma 2.6, $\Omega$ is two disjoint copies of the edge set of $K_{n}$, denoted by $\Gamma_{1}$ and $\Gamma^{\prime}$. Let $E_{1}$ be a random subset of $\Gamma_{1}$ where every edge is chosen independently with probability $p_{e_{1}}$, except $e_{1}$ and $e_{2}$, which are chosen with probability 0 . Similarly $E^{\prime}$ is a random subset of $\Gamma^{\prime}$ where every edge is chosen independently with probability $p^{\prime}$, except for $e_{1}$, which is chosen with probability 1 and $e_{2}$ which is chosen with probability 0 . Note that $E_{1}$ is equivalent to $E\left(G_{n, p_{e_{1}}}\right)$ and $E^{\prime}$ is equivalent to $E\left(G_{n, p^{\prime}}\right)$ when the assumption $p_{e_{1}}<p_{e_{2}}$ is taken into account as this is satisfied when $e_{1} \notin E\left(G_{n, p_{e_{1}}}\right)$, $e_{1} \in E\left(G_{n, p_{e_{2}}}\right)=E\left(G_{n, p_{e_{1}}}\right) \cup E\left(G_{n, p^{\prime}}\right)$ and $e_{2} \notin E\left(G_{n, p_{e_{2}}}\right)=E\left(G_{n, p_{e_{1}}}\right) \cup E\left(G_{n, p^{\prime}}\right)$. Let $\left(\left(r, H_{r}\right), f\right) \in I_{e_{1}, M}^{\prime}$ then $f\left(E\left(H_{r}\right)\right) \subseteq E\left(G_{n, p_{e_{1}}}\right)$ is equivalent to $f\left(E\left(H_{r}\right)\right) \subseteq E_{1}$. However in the case when $\left(\left(r, H_{r}\right), f\right) \in I_{e_{2}, M}^{\prime}$ then for $f\left(E\left(H_{r}\right)\right) \subseteq E\left(G_{n, p_{e_{2}}}\right)$, we have to consider all possible $S \subseteq E\left(H_{r}\right)$, such that the edges in $f(S)$ are in $E_{1}$ and the remaining edges i.e. $f\left(E\left(H_{r}\right) \backslash S\right)$ are in $E^{\prime}$. For $S \subseteq E\left(H_{r}\right)$ define $A_{\left(r, H_{r}\right), f, S}=\left(f(E(F) \backslash S) \cap \Gamma_{1}\right)$ and $B_{\left(r, H_{r}\right), f, S}=\left(f(S) \cap \Gamma^{\prime}\right)$. Let $Y_{\left(r, H_{r}\right), f, S}$ be the indicator random variables for the event that $A_{\left(r, H_{r}\right), f, S} \subseteq E_{1}$ and $B_{\left(r, H_{r}\right), f, S} \subseteq E^{\prime}$. Therefore, we have that

$$
\begin{aligned}
\mathbb{P}\left(X_{1}+X_{2}\right. & \left.=0 \mid p_{e_{1}}, p_{e_{2}}\right) \\
& =\mathbb{P}\left(\sum_{\left(\left(r, H_{r}\right), f\right) \in I_{e_{1}, M}^{\prime}} Y_{\left(r, H_{r}\right), f, \emptyset}+\sum_{\left(\left(r, H_{r}\right), f\right) \in I_{e_{2}, M}^{\prime}} \sum_{S \subseteq E\left(H_{r}\right)} Y_{\left(r, H_{r}\right), f, S}=0\right) .
\end{aligned}
$$

Now we apply Lemma 2.6 to the right hand side. We have that $Y_{\left(r, H_{r}\right), f, S}$ is the indicator random variable that $e(H)-1$ edges in $\Gamma_{1} \cup \Gamma^{\prime}$ appear in $E_{1} \cup E^{\prime}$. Also
only one edge appears with probability one, thus

$$
\max _{\left(\left(r, H_{r}\right), f\right) \in I_{e_{1}, M}^{\prime} \cup I_{e_{2}, M}^{\prime}} \max _{S \subseteq E(F)}\left\{\mathbb{E}\left(Y_{\left(r, H_{r}\right), f, S}\right)\right\} \leq p_{0}^{e(H)-1} \leq p_{0}
$$

as $e(H)>2$ for every strictly 2-balanced graph. Therefore:

$$
\begin{array}{r}
\mathbb{P}\left(\sum_{(r, f) \in I_{e_{1}, M}^{\prime}} Y_{\left(r, H_{r}\right), f, \emptyset}+\sum_{\left(\left(r, H_{r}\right), f\right) \in I_{e_{2}, M}^{\prime}} \sum_{S \subseteq E\left(H_{r}\right)} Y_{\left(r, H_{r}\right), f, S}=0\right) \\
\geq \exp \left(-\left(\sum_{\left(\left(r, H_{r}\right), f\right) \in I_{e_{1}, M}^{\prime}} \frac{\mathbb{E}\left(Y_{\left.\left(r, H_{r}\right), f, \emptyset\right)}\right.}{1-p_{0}}+\sum_{\left(\left(r, H_{r}\right), f\right) \in I_{e_{2}, M}^{\prime}} \sum_{S \subseteq E\left(H_{r}\right)} \frac{\mathbb{E}\left(Y_{\left(r, H_{r}\right), f, S}\right)}{1-p_{0}}\right)\right) .
\end{array}
$$

For $\left(\left(r, H_{r}\right), f\right) \in I_{e_{1}, M}^{\prime}$ such that $e_{2} \in f\left(E\left(H_{r}\right)\right)$ we have that $\mathbb{E}\left(Y_{\left(r, H_{r}\right), f, \emptyset}\right)=$ 0 and that this affects at most $O\left(n^{v(H)-3}\right)$ elements in $I_{e_{1}, M}^{\prime}$. For the remaining $\left(\left(r, H_{r}\right), f\right) \in I_{e_{1}, M}^{\prime}$ we have that $\mathbb{E}\left(Y_{\left(r, H_{r}\right), f, \emptyset}\right)=p_{e_{1}}^{e(H)-1}$ and thus

$$
\sum_{\left(\left(r, H_{r}\right), f\right) \in I_{e_{1}, M}^{\prime}} \mathbb{E}\left(Y_{\left(r, H_{r}\right), f, \emptyset}\right)=\left(1+O\left(n^{-1}\right)\right) \frac{2 e(H) n^{v(H)-2}}{\operatorname{aut}(H)} p_{e_{1}}^{e(H)-1}
$$

Also since $n^{v(H)-2} p_{0}^{e(H)-1}=n^{o(1)}$ we have that

$$
\sum_{\left(\left(r, H_{r}\right), f\right) \in I_{e_{1}, M}^{\prime}} \mathbb{E}\left(Y_{\left(r, H_{r}\right), f, \emptyset}\right)=\frac{2 e(H) n^{v(H)-2}}{\operatorname{aut}(H)} p_{e_{1}}^{e(H)-1}+o(1) .
$$

Note that $\mathbb{E}\left(X_{1} \mid p_{e_{1}}, p_{e_{2}}\right)=\sum_{\left(\left(r, H_{r}\right), f\right) \in I_{e_{1}, M}^{\prime}} \mathbb{E}\left(Y_{\left(r, H_{r}\right), f, \emptyset}\right)$.
Let $\left(\left(r, H_{r}\right), f\right) \in I_{e_{2}, M}^{\prime}$ such that $e_{1} \in f\left(E\left(H_{r}\right)\right)$. Then

$$
\sum_{S \subseteq E\left(H_{r}\right)} \mathbb{E}\left(Y_{\left(r, H_{r}\right), f, S}\right)=\sum_{f^{-1}\left(e_{1}\right) \subseteq S \subseteq E\left(H_{r}\right)} p_{e_{1}}^{e(H)-1-|S|} p^{\prime(|S|-1)}=\left(p_{e_{1}}+p^{\prime}\right)^{e(H)-2}
$$

and this affects at most $O\left(n^{v(H)-3}\right)$ elements in $I_{e_{2}, M}^{\prime}$. For the remaining $(r, f) \in$ $I_{e_{2}, M}^{\prime}$ we have that

$$
\sum_{S \subseteq E\left(H_{r}\right)} \mathbb{E}\left(Y_{\left(r, H_{r}\right), f, S}\right)=\sum_{S \subseteq E\left(H_{r}\right)} p_{e_{1}}^{e(H)-1-|S|} p^{\prime|S|}=\left(p_{e_{1}}+p^{\prime}\right)^{e(H)-1} .
$$

Therefore:

$$
\begin{aligned}
& \sum_{\left(\left(r, H_{r}\right), f\right) \in I_{e_{2}, M}^{\prime}} \sum_{S \subseteq E\left(H_{r}\right)} \mathbb{E}\left(Y_{\left(r, H_{r}\right), f, S}\right) \\
& =\left(1+O\left(n^{-1}\right)\right) \frac{2 e(H) n^{v(H)-2}}{\operatorname{aut}(H)}\left(p_{e_{1}}+p^{\prime}\right)^{e(H)-1}+O\left(n^{v(H)-3}\right)\left(p_{e_{1}}+p^{\prime}\right)^{e(H)-2} .
\end{aligned}
$$

Note that $p_{e_{1}}+p^{\prime}=\left(p_{e_{2}}-p_{e_{1}}^{2}\right) /\left(1-p_{e_{1}}\right)=\left(1+O\left(p_{e_{1}}\right)\right)\left(p_{e_{2}}-p_{e_{1}}^{2}\right)=(1+$ $\left.O\left(p_{e_{1}}\right)\right) p_{e_{2}}\left(1+O\left(p_{e_{1}}\right)\right)=p_{e_{2}}\left(1+O\left(p_{0}\right)\right)$. Thus we have that $O\left(n^{v(H)-3}\right)\left(p_{e_{2}}(1+\right.$ $\left.\left.O\left(p_{0}\right)\right)\right)^{e(H)-2}=O\left(n^{v(H)-3} p_{0}^{e(H)-2}\right)=O\left(\left(n p_{0}\right)^{-1}\right)=o(1)$ as $d_{2}(H)>1$ for strictly 2-balanced graphs. Therefore

$$
\begin{aligned}
& \sum_{\left(\left(r, H_{r}\right), f\right) \in I_{e_{2}, M}^{\prime}} \sum_{S \subseteq E\left(H_{r}\right)} \mathbb{E}\left(Y_{\left(r, H_{r}\right), f, S}\right) \\
& =\left(1+O\left(n^{-1}\right)\right) \frac{2 e(H) n^{v(H)-2}}{\operatorname{aut}(H)} p_{e_{2}}^{e(H)-1}\left(1+O\left(p_{0}\right)\right)+o(1) \\
& = \\
& \frac{2 e(H) n^{v(H)-2}}{\operatorname{aut}(H)} p_{e_{2}}^{e(H)-1}+o(1) .
\end{aligned}
$$

Note that a similar calculation where $p_{e_{1}}+p^{\prime}$ is replaced by $p_{e_{2}}$ gives us that

$$
\mathbb{E}\left(X_{2} \mid p_{e_{1}}, p_{e_{2}}\right)=\left(1+O\left(p_{0}\right)\right) \frac{2 e(H) n^{v(H)-2}}{\operatorname{aut}(H)} p_{e_{2}}^{e(H)-1}+o(1) .
$$

The bound

$$
\mathbb{P}\left(\mathcal{H}_{e_{1}} \cap \mathcal{H}_{e_{2}} \mid p_{e_{1}}, p_{e_{2}}\right) \geq(1+o(1)) \exp \left(-\left(p_{e_{1}}^{e(H)-1}+p_{e_{2}}^{e(H)-1}\right) \frac{2 e(H) n^{v_{H}-2}}{\operatorname{aut}(H)}\right)
$$

follows from the fact that $1 /\left(1-p_{0}\right)=\left(1+O\left(p_{0}\right)\right)$, and we have already established that

$$
O\left(p_{0}\right) \frac{2 e(H) n^{v(H)-2}}{\operatorname{aut}(H)}\left(p_{e_{1}}^{e(H)-1}+p_{e_{2}}^{e(H)-1}\right)=o(1) .
$$

We use Theorem 2.7 to establish a matching upper bound. We are considering the indicator random variables $X_{\left(r, H_{r}\right), f, p_{e_{1}}}$ for $\left(\left(r, H_{r}\right), f\right) \in I_{e_{1}, M}^{\prime}$ and $X_{\left(r, H_{r}\right), f, p_{e_{2}}}$ for $\left(\left(r, H_{r}\right), f\right) \in I_{e_{2}, M}^{\prime}$, assuming $p_{e_{1}}<p_{e_{2}}$. Note that connecting $X_{\left(r, H_{r_{1}}\right), f_{1}, p}$ and $X_{\left(r_{2}, H_{r_{2}}\right), f_{2}, q}$ for $p, q \in\left\{p_{e_{1}}, p_{e_{2}}\right\}$, when $f_{1}\left(E\left(H_{r_{1}}\right)\right) \cap f_{2}\left(E\left(H_{r_{2}}\right)\right) \neq \emptyset$, forms a dependency graph for our random variables. The upper bound follows once $\delta=o(1)$ and $\Delta=o(1)$ is established.

Fix $\left(\left(r_{1}, H_{r_{1}}\right), f_{1}\right) \in I_{e_{1}, M}^{\prime} \cup I_{e_{2}, M}^{\prime}$, then there are at most $O\left(n^{v(H)-3}\right)$ copies of $\left(\left(r_{2}, H_{r_{2}}\right), f_{2}\right) \in I_{e_{1}, M}^{\prime} \cup I_{e_{2}, M}^{\prime}$ such that $X_{\left(r_{1}, H_{r_{1}}\right), f_{1}, p}$ and $X_{\left(r_{2}, H_{r_{2}}\right), f_{2}, q}$ are connected in the dependency graph. Note that $\mathbb{P}\left(X_{\left(r, H_{r}\right), f, p_{e_{1}}} \mid p_{e_{1}}, p_{e_{2}}\right)<\mathbb{P}\left(X_{r, f, p_{e_{2}}} \mid p_{e_{1}}, p_{e_{2}}\right) \leq$ $p_{0}^{e(H)-2}$ which implies that $\delta=O\left(n^{v(H)-3}\right) p_{0}^{e(H)-2}=o(1)$.

Now to show that $\Delta=o(1)$. Define $V_{e}$ as the set of endvertices of $e_{1}$ and $e_{2}$. For $\left(\left(r_{1}, H_{r_{1}}\right), f_{1}\right),\left(\left(r_{2}, H_{r_{2}}\right), f_{2}\right) \in I_{e_{1}, M}^{\prime} \cup I_{e_{2}, M}^{\prime}$ such that $f_{1}\left(E\left(H_{r_{1}}\right)\right) \cap f_{2}\left(E\left(H_{r_{2}}\right)\right) \neq \emptyset$, we have that $f_{1}\left(H_{r_{1}}\right) \cup f_{2}\left(H_{r_{2}}\right)$ is the copy of $\left(S_{g_{1}, g_{2}, F}, F\right)$ for some $\left(g_{1}, g_{2}, F\right) \in$ $\left(r_{1}, H_{r_{1}}\right) \oplus\left(r_{2}, H_{r_{2}}\right)$, rooted at some $S \subseteq V_{e}$ such that $|S|=\left|S_{g_{1}, g_{2}, F}\right|$. We distinguish between two cases based on whether $e_{1} \in f\left(E\left(H_{r_{1}}\right) \cup f\left(E\left(H_{r_{2}}\right)\right)\right)$ or not.

In case $e_{1} \in f\left(E\left(H_{r_{1}}\right) \cup f\left(E\left(H_{r_{2}}\right)\right)\right)$, assume that $e_{1} \in f\left(E\left(H_{r_{1}}\right)\right)$, which implies that $\left(\left(r_{1}, H_{r_{1}}\right), f_{1}\right) \in I_{e_{2}, M}^{\prime}$. There are at most $O\left(n^{v(H)-3}\right)$ ways to select
$\left(\left(r_{1}, H_{r_{1}}\right), f_{1}\right) \in I_{e_{2}, M}^{\prime}$ such that $e_{1} \in f\left(E\left(H_{r_{1}}\right)\right)$. Since this already fixed $v(H)-$ 2 vertices of $F$, there are $O\left(n^{v(H)-3} n^{v(F)-\left|S_{g_{1}, g_{2}, F}\right|-v(H)+2}\right)=O\left(n^{v(F)-\left|S_{g_{1}, g_{2}, F}\right|-1}\right)$ ways to select $\left(\left(r_{1}, H_{r_{1}}\right), f_{1}\right),\left(\left(r_{2}, H_{r_{2}}\right), f_{2}\right) \in I_{e_{1}, M}^{\prime} \cup I_{e_{2}, M}^{\prime}$ such that the two copies create a copy of ( $\left.S_{g_{1}, g_{2}, F}, F\right)$ rooted at some $S \subseteq V_{e}$ and $e_{1} \in f\left(E\left(H_{r_{1}}\right)\right) \cup f\left(E\left(H_{r_{2}}\right)\right)$. The same holds when $e_{1} \in f\left(E\left(H_{r_{2}}\right)\right)$. In this case we have that $p_{e_{1}} \leq p \leq q \leq p_{0}$ thus

$$
\mathbb{E}\left(X_{\left(r_{1}, H_{r_{1}}\right), f_{1}, p} X_{\left(r_{2}, H_{r_{2}}\right), f_{2}, q} \mid p_{e_{1}}, p_{e_{2}}\right) \leq p_{0}^{e(F)-1} .
$$

Similarly when $e_{1} \notin f\left(E\left(H_{r_{1}}\right)\right) \cup f\left(E\left(H_{r_{2}}\right)\right)$, then there are $O\left(n^{v(F)-\left|S_{g_{1}, g_{2}, F}\right|}\right)$ ways to select $\left(\left(r_{1}, H_{r_{1}}\right), f_{1}\right),\left(\left(r_{2}, H_{r_{2}}\right), f_{2}\right) \in I_{e_{1}, M}^{\prime} \cup I_{e_{2}, M}^{\prime}$ such that the two copies create a rooted copy of ( $\left.S_{g_{1}, g_{2}, F}, F\right)$. Also

$$
\mathbb{E}\left(X_{\left(r_{1}, H_{r_{1}}\right), f_{1}, p} X_{\left(r_{2}, H_{r_{2}}\right), f_{2}, q} \mid p_{e_{1}}, p_{e_{2}}\right) \leq p_{0}^{e(F)}
$$

Since $O\left(n^{v(F)-\left|S_{g_{1}, g_{2}, F}\right|-1} p_{0}^{e(F)-1}\right)=O\left(n^{\left.v(F)-\mid S_{g_{1}, g_{2}, F \mid} p_{0}^{e(F)}\right) \text { thus } . ~}\right.$

$$
\begin{aligned}
\Delta & =\sum_{r_{1}, r_{2} \in E(H)} \sum_{\left(g_{1}, g_{2}, F\right) \in\left(r_{1}, H_{r_{1}}\right) \oplus\left(r_{2}, H_{r_{2}}\right)} O\left(n^{\left.v(F)-\mid S_{g_{1}, g_{2}, F} p_{0}^{e(F)}\right)}\right. \\
& =\sum_{r_{1}, r_{2} \in E(H)} \sum_{\left(g_{1}, g_{2}, F\right) \in\left(r_{1}, H_{r_{1}}\right) \oplus\left(r_{2}, H_{r_{2}}\right)} O\left(n^{\left.v(F)-\mid S_{g_{1}, g_{2}, F \mid-e(F) / d_{2}(H)+o(1)}\right)}\right. \\
& =\sum_{r_{1}, r_{2} \in E(H)} \sum_{\left(g_{1}, g_{2}, F\right) \in\left(r_{1}, H_{r_{1}}\right) \oplus\left(r_{2}, H_{r_{2}}\right)} O\left(n^{f_{d_{2}(H)}\left(S_{g_{1}, g_{2}, F}, F\right)+o(1)}\right) \\
& =o(1)
\end{aligned}
$$

according to Lemma 5.4 completing the proof.

## Lemma 5.19

Let $H$ be a strictly 2-balanced graph then we have that:

$$
\mathbb{P}\left(\mathcal{H}_{e_{1}} \cap \mathcal{H}_{e_{2}}\right)=(1+o(1)) \mathbb{P}\left(\mathcal{H}_{e_{1}}\right) \mathbb{P}\left(\mathcal{H}_{e_{2}}\right) .
$$

Proof Let $p_{0}=n^{-1 / d_{2}(H)} \log n$ and $\mathcal{A}=\left[0, p_{0}\right] \times\left[0, p_{0}\right]$ then similarly as before:

$$
\begin{aligned}
& \mathbb{P}\left(\mathcal{H}_{e_{1}} \cap \mathcal{H}_{e_{2}} \cap\left\{p_{e_{1}} \leq p_{0}\right\} \cap\left\{p_{e_{2}} \leq p_{0}\right\}\right)=\int_{\mathcal{A}} \mathbb{P}\left(\mathcal{H}_{e_{1}} \cap \mathcal{H}_{e_{2}} \mid p_{e_{1}}, p_{e_{2}}\right) d\left(p_{e_{1}}, p_{e_{2}}\right) \\
&=(1+o(1)) \int_{0}^{p_{0}} \int_{0}^{p_{0}} \mathbb{P}\left(\mathcal{H}_{e_{1}} \mid p_{e_{1}}\right) \mathbb{P}\left(\mathcal{H}_{e_{2}} \mid p_{e_{2}}\right) d p_{e_{1}} d p_{e_{2}} \\
&=(1+o(1)) \int_{0}^{p_{0}} \mathbb{P}\left(\mathcal{H}_{e_{1}} \mid p_{e_{1}}\right) d p_{e_{1}} \int_{0}^{p_{0}} \mathbb{P}\left(\mathcal{H}_{e_{2}} \mid p_{e_{2}}\right) d p_{e_{2}} \\
&=(1+o(1)) \mathbb{P}\left(\mathcal{H}_{e_{1}}\right) \mathbb{P}\left(\mathcal{H}_{e_{2}}\right) .
\end{aligned}
$$

In Lemma 5.10 we have shown that the probability of inserting $e_{1}$ if $p_{e_{1}}>p_{0}$ is $o\left(n^{-4}\right)=o\left(\mathbb{P}\left(\mathcal{H}_{e_{1}}\right) \mathbb{P}\left(\mathcal{H}_{e_{2}}\right)\right)$ and similarly for $e_{2}$ completing the proof.

## Theorem 5.20

We have a.a.s. that

$$
e\left(G(H)_{n, 1}\right)=(1+o(1)) \frac{1}{2} \Gamma\left(\frac{e(H)}{e(H)-1}\right) /\left(\frac{2 e(H)}{\operatorname{aut}(H)}\right)^{1 /(e(H)-1)} n^{2-1 / d_{2}(H)}
$$

Proof Let $X_{e}$ be the indicator random variable for the event $\mathcal{H}_{e}$ and set $X=$ $\sum_{e \in K_{n}} X_{e}$. Corollary 5.11 states that that

$$
\mathbb{E}(X)=(1+o(1)) \frac{1}{2} \Gamma\left(\frac{e(H)}{e(H)-1}\right) /\left(\frac{2 e(H)}{\operatorname{aut}(H)}\right)^{1 /(e(H)-1)} n^{2-1 / d_{2}(H)},
$$

and therefore we only have to prove the concentration. Chebyshev's inequality implies that the statement holds if $\operatorname{Var}(X)=o\left((\mathbb{E}(X))^{2}\right)$. Now

$$
\begin{aligned}
\operatorname{Var}(X) & \leq \mathbb{E}(X)+\sum_{e_{1}, e_{2} \in E\left(K_{n}\right)} \mathbb{E}\left(X_{e_{1}} X_{e_{2}}\right)-\mathbb{E}\left(X_{e_{1}}\right) \mathbb{E}\left(X_{e_{2}}\right) \\
& =o\left((\mathbb{E}(X))^{2}\right)+\sum_{e_{1}, e_{2} \in E\left(K_{n}\right)} \mathbb{P}\left(\mathcal{H}_{e_{1}} \cap \mathcal{H}_{e_{2}}\right)-\mathbb{P}\left(\mathcal{H}_{e_{1}}\right) \mathbb{P}\left(\mathcal{H}_{e_{2}}\right) \\
& \leq o\left((\mathbb{E}(X))^{2}\right)+n^{4} o\left(\left(\mathbb{P}\left(\mathcal{H}_{e}\right)\right)^{2}\right) \\
& =o\left((\mathbb{E}(X))^{2}\right)
\end{aligned}
$$

as required.

### 5.4 Independence Number

In the following, we will show bounds on the independence number of $G(H)_{n, 1}$ when $H$ is strictly 2-balanced. Erdős [12] has shown that there exist constants $c_{1}, c_{2}$, such that if one removes every triangle from $G_{n, p}$, when $p=c_{1} / \sqrt{n}$ then a.a.s. every set of size $c_{2} \sqrt{n} \log n$ still contains an edge. Since this creates a subgraph of $G_{e}\left(K_{3}\right)_{n, 1}$ we have that $\alpha\left(G_{e}\left(K_{3}\right)_{n, 1}\right)=O(\sqrt{n} \log n)$. We can generalise this result for any strictly 2-balanced $H$ by modifying a proof of Osthus and Taraz [31].

We will need the following result from Osthus and Taraz [31].

## Lemma 5.21 ([31])

Given a graph $G$ and $f \in E(G)$ we say that a sequence $H_{1}, \ldots, H_{k}$ of copies of $H$ in $G$ forms a $(k, f, H)$ cluster if they all contain $f$ and have the property that for all $i$ with $1 \leq i \leq k$ $H_{i}$ contains an edge which is not contained in any of the other $H_{j}$ with $j<i$. Then for strictly 2-balanced $H$ and $p=c_{0} n^{-1 / d_{2}(H)}$, where $c_{0}$ satisfies $c_{0}^{e(H)-1} e(H)^{2}=1 / 100$ we have that $G_{n, p}$ a.a.s. contains no $(\log n, f, H)$ cluster for any edge $f \in E\left(G_{n, p}\right)$.

## Theorem 5.22

For strictly 2-balanced $H$ we have that a.a.s.

$$
\alpha\left(G_{e}(H)_{n, 1}\right)=O\left(n^{1 / d_{2}(H)} \log n\right) .
$$

Proof Consider $G_{n, p}$ with $p=c_{0} n^{-1 / d_{2}(H)}$, where $c_{0}$ is as in Lemma 5.21, and remove every copy of $H$ from it. We will show that a.a.s. every vertex set of size $s=2 c n^{1 / d_{2}(H)} \log n / c_{0}$, where $c$ will be determined later, still contains an edge and thus this also holds in $G_{e}(H)_{n, 1}$. Define $\mu=\binom{s}{2} p$.

For a set $S \subseteq V\left(G_{n, p}\right)$, define an auxiliary graph $G_{S, H}$ on $G_{n, p}$. Consider the set of copies of $H$, such that at least one edge is contained in $S$. Now fix an ordering on the set and consider the copies in order. For every copy containing an edge in $S$ which has not been covered by previous copies of $H$, we set it as a vertex in $G_{S, H}$. Two vertices in $G_{S, H}$ are connected if the two copies share an edge. We have that at most $e(H) v\left(G_{S, H}\right)$ edges are removed from $S$ when we delete every copy of $H$ from the graph. To bound the number of vertices in $G_{S, H}$ we will use the fact that $v(G) \leq \alpha(G)+2 \Delta(G) \gamma(G)$ where $\alpha(G)$ is the size of the maximal independent set, $\Delta(G)$ is the maximal degree and $\gamma(G)$ is the size of the largest induced matching on $G$. Assume that a.a.s. every $S \subseteq V\left(G_{n, p}\right)$ such that $|S|=s$ spans at least $\mu / 2$ edges, $\alpha\left(G_{S, H}\right) \leq \mu /(8 e(H))$ and $\gamma\left(G_{S, H}\right) \leq \mu /\left(16(e(H))^{2} \log n\right)$. Lemma 5.21 implies that a.a.s. $\Delta\left(G_{S, H}\right) \leq e(H) \log n$ holds for every $S$ such that $|S|=s$ and thus $v\left(G_{S, H}\right) \leq$ $\mu /(8 e(H))+2 e(H)(\log n) \mu /\left(16 e(H)^{2} \log n\right)=\mu /(4 e(H))$. Then we have a.a.s. at least $\mu / 2-e(H) v\left(G_{S, H}\right) \geq \mu / 4$ edges left in any set $S$ with $|S|=s$.

Now we will show that our assumptions hold. Fix $S \subseteq V\left(G_{n, p}\right)$ such that $|S|=$ $s$ and let $X_{S}$ denote the number of edges spanned by $S$. We have that $\mu=\binom{s}{2} p=$ $(1+o(1)) c s \log n$. Applying the Chernoff bound gives that:

$$
\mathbb{P}\left(X_{S} \leq \mu / 2\right) \leq \exp (-\mu / 8) \leq n^{-s},
$$

if $c>8$.
Let $Y_{S, H}$ denote the maximal number of edge disjoint copies of $H$ with at least two vertices in $S$. We have that $\alpha\left(G_{S, H}\right) \leq Y_{S, H}$. Note that the expected number of copies of $H$ with at least two vertices in $S$ is

$$
\mu_{S, H} \leq n^{v(H)-2} s^{2} p^{e(H)}=c_{0}^{e(H)-1} s^{2} p \leq \frac{\mu}{8 \mathrm{e}^{2} e(H)},
$$

due to our choice of $c_{0}$. Then Theorem 2.9 gives us that

$$
\mathbb{P}\left(Y_{S, H} \geq \mu / 8 e(H)\right) \leq\left(\frac{\mathrm{e} \mu_{S, H}}{\mu / 8 e(H)}\right)^{\mu / 8 e(H)} \leq \exp (-\mu / 8(e(H))) \leq n^{-s},
$$

if $c>8 e(H)$.
Note that an induced matching in $G_{S, H}$ is equivalent to a set of pairs of copies of $H$ where the two elements in a pair overlap, but any two pairs are edge disjoint. Thus we wish to determine a maximal set of edge disjoint graphs, such
that every graph in this set is contained in $H \oplus H=(\emptyset, H) \oplus(\emptyset, H)$. Consider the copies of graphs $F$ such that $\left(g_{1}, g_{2}, F\right) \in(H \oplus H)$ and at least three vertices of the copy are in $S$. For a given $\left(g_{1}, g_{2}, F\right) \in(H \oplus H)$ the expected number of such copies is $\mu_{S, F} \leq n^{v(F)-3} s^{3} p^{e(F)}$. Note that if $T_{g_{1}, g_{2}, F}$ contains more than 2 vertices, then, since the graph is strictly 2-balanced $n^{v\left(T_{g_{1}, g_{2}, F}\right)-2} p^{e\left(T_{g_{1}, g_{2}, F}\right)-1}=$ $\Omega\left(n^{\left(v\left(T_{g_{1}, g_{2}, F}\right)-2\right)-\left(e\left(T_{g_{1}, g_{2}, F}\right)-1\right) / d_{2}(H)}\right)=\Omega\left(n^{\varepsilon}\right)$ for some $\varepsilon>0$. Otherwise $T_{g_{1}, g_{2}, F}$ is an edge and $n^{v\left(T_{g_{1}, g_{2}, F}\right)-2} p^{e\left(T_{g_{1}, g_{2}, F}\right)-1}=1$. Therefore the expected number of overlapping pairs of $H$ is:

$$
\begin{aligned}
\mu_{\gamma}=\sum_{\left(g_{1}, g_{2}, F\right) \in H \oplus H} \mu_{S, F} & \leq \sum_{\left(g_{1}, g_{2}, F\right) \in H \oplus H} n^{v(F)-3} s^{3} p^{e(F)} \\
& \leq \sum_{\left(g_{1}, g_{2}, F\right) \in H \oplus H} n^{2 v(H)-v\left(T_{\left.g_{1}, g_{2}, F\right)}-3\right.} s^{3} p^{2 e(H)-e\left(T_{\left.g_{1}, g_{2}, F\right)}\right.} \\
& \leq \sum_{\left(g_{1}, g_{2}, F\right) \in H \oplus H} c_{0}^{2(e(H)-1)} n^{1-v\left(T_{g_{1}, g_{2}, F}\right)} s^{3} p^{2-e\left(T_{\left.g_{1}, g_{2}, F\right)}\right.} \\
& \leq \sum_{\left(g_{1}, g_{2}, F\right) \in H \oplus H} \frac{1}{10^{4} e(H)^{4}} \frac{s^{3} n^{-1} p}{n^{v\left(T_{g_{1}, g_{2}, F}\right)-2} p^{e\left(T_{\left.g_{1}, g_{2}, F\right)-1}\right.}} .
\end{aligned}
$$

Since there are at most $e(H)^{2}$ elements $\left(g_{1}, g_{2}, F\right) \in H \oplus H$, such that $T$ is an edge thus $\mu_{\gamma} \leq(1+o(1)) s^{3} p n^{-1}$. Similarly, as before, Theorem 2.9 gives a bound on the probability that a maximal edge disjoint subset is large. Since $d_{2}(H)>1$ when $H$ is strictly 2-balanced, we have that

$$
\mathbb{P}\left(\gamma\left(G_{S, H}\right) \geq 2 s\right) \leq\left(\frac{s^{3} p n^{-1}}{2 s}\right)^{2 s}=\left(\left(\frac{s c \log n}{n}\right)^{2}\right)^{s}=o\left(\left(\frac{s}{\mathrm{e} n}\right)^{s}\right)
$$

If $c>32(e(H))^{2}$ then $2 s<\mu /\left(16(e(H))^{2} \log n\right)$. Set $c>32(e(H))^{2}$ and our assumptions follow after applying the union bound.

A lower bound, matching the upper bound up to a constant factor in the case of the triangle-elimination process follows from a Theorem of Shearer [40]. This states that every triangle free graph with average degree $d$, has independent set of size at least $n(d \ln d-d+1) /(d-1)^{2}$ and in our case $d=\Omega(\sqrt{n})$, and so $\alpha\left(G(H)_{n, 1}\right)=$ $\Omega\left(n^{3 / 2} \log n / n\right)=\Omega(\sqrt{n} \log n)$. We can show a lower bound however, only when $d_{2}(H)>2$ and in these cases it only matches the upper bound up to a log log factor. Note that $d_{2}(H)>2$, for every complete graph on at least 4 vertices.

## Theorem 5.23

For strictly 2-balanced $H$ such that $d_{2}(H)>2$ we have that a.a.s.

$$
\alpha\left(G_{e}(H)_{n, 1}\right)=\Omega\left(n^{1 / d_{2}(H)} \frac{\log n}{\log \log n}\right) .
$$

Proof Consider $p=c n^{-1 / d_{2}(H)}(\log \log n)^{1 /(e(H)-1)}$ where $c$ satisfies the equality $e(H) c^{e(H)-1} / \operatorname{aut}(H)=1$. Define $p_{0}=n^{-1 / d_{2}(H)} \log n$. For a set of vertices $S \subseteq V\left(G_{n, p}\right)$ let $X_{S}$ be the indicator random variable for the event that $S$ forms an independent set in $G_{n, p}$. Also let $Y_{u, v}$ be the indicator random variable for the event that $\{u, v\} \in E\left(G_{e}(H)_{n, p_{0}}\right)$ and let $Y_{S}=\sum_{u, v \in S} Y_{u, v}$. Note that if $S$ is independent in $G_{n, p}$ then $S$ is also independent in $G(H)_{n, p}$ and the set $S^{\prime}$ which is created from $S$ by removing either $u$ or $v$ for every pair of vertices such that $Y_{u, v}=1$ is also independent. Also $S^{\prime}$ will be a.a.s. independent in $G_{e}(H)_{n, 1}$ as a.a.s. no more edges are inserted. In addition, if $|S|=n^{1 / d_{2}(H)} \frac{\log n}{\log \log n}$ and $Y_{S} \leq|S| / 2$, then $\left|S^{\prime}\right| \geq|S| / 2$. Fix $S_{1}, S_{2} \subseteq V\left(G_{n, p}\right)$ such that $\left|S_{1}\right|=\left|S_{2}\right|=n^{1 / d_{2}(H)} \frac{\log n}{\log \log n}$ and condition on the event that both $S_{1}$ and $S_{2}$ are independent in $G_{n, p}$. Since this conditioning affects at most $O\left(n^{v(H)-3}\left(\left|S_{1}\right|+\left|S_{2}\right|\right)\right)$ possible copies of $\left(r, H_{r}\right)$ rooted at $\{u, v\}$ therefore the results of Lemma 5.9 still hold for $q$ such that $p \leq q \leq p_{0}$. Thus for $u, v \in S_{1}$ and similarly for $u, v \in S_{2}$ we have that:

$$
\begin{aligned}
\mathbb{P}\left(Y_{u, v}=1 \mid\left\{X_{S_{1}} X_{S_{2}}=1\right\}\right) & =(1+o(1)) \int_{p}^{p_{0}} \exp \left(-\frac{2 e(H) q^{e(H)-1} n^{v_{H}-2}}{\operatorname{aut}(H)}\right) d q \\
& \leq(1+o(1)) p_{0} \exp \left(-\frac{2 e(H) p^{e(H)-1} n^{v_{H}-2}}{\operatorname{aut}(H)}\right) \\
& =(1+o(1)) p_{0} \exp (-2 \log \log n) \\
& =(1+o(1)) n^{-1 / d_{2}(H)} / \log n .
\end{aligned}
$$

Therefore $\mathbb{E}\left(Y_{S_{1}} \mid\left\{X_{S_{1}} X_{S_{2}}=1\right\}\right)=o\left(\left|S_{1}\right|\right)$ and thus $\mathbb{P}\left(\left\{Y_{S_{1}} \geq|S| / 2\right\} \mid\left\{X_{S_{1}} X_{S_{2}}=\right.\right.$ $1\})=o(1)$. Due to symmetry $\mathbb{P}\left(\left\{Y_{S_{2}} \geq|S| / 2\right\} \mid\left\{X_{S_{1}} X_{S_{2}}=1\right\}\right)=o(1)$. Let $Z_{S}$ be the indicator random variable that $X_{S}=1$ and $Y_{S} \leq|S| / 2$. Then $\mathbb{P}\left(Z_{S_{1}} Z_{S_{2}}=1\right)=$ $(1+o(1)) \mathbb{P}\left(X_{S_{1}} X_{S_{2}}=1\right)$ and in the special case when $S_{1}=S_{2}$ then $\mathbb{P}\left(Z_{S_{1}}=1\right)=$ $(1+o(1)) \mathbb{P}\left(X_{S_{1}}=1\right)$.

We will show that there exists an independent set in $G_{e}(H)_{n, 1}$ of size $k=$ $n^{1 / d_{2}(H)} \log n / \log \log n$ by applying the second moment method to the random variable $Z_{k}=\sum_{S \subseteq V\left(G_{n, p}\right),|S|=k} Z_{S}$. Define $X_{k}=\sum_{S \subseteq V\left(G_{n, p}\right),|S|=k} X_{S}$, we have shown that $\mathbb{E}\left(Z_{k}\right)=(1+o(1)) \mathbb{E}\left(X_{k}\right)$ and that $\mathbb{E}\left(Z_{k}^{2}\right)=(1+o(1)) \mathbb{E}\left(X_{k}^{2}\right)$. Therefore

$$
\mathbb{P}\left(Z_{k}>0\right) \geq \frac{\left(\mathbb{E}\left(Z_{k}\right)\right)^{2}}{\mathbb{E}\left(Z_{k}^{2}\right)}=(1+o(1)) \frac{\left(\mathbb{E}\left(X_{k}\right)\right)^{2}}{\mathbb{E}\left(X_{k}^{2}\right)} .
$$

The statement

$$
\frac{\left(\mathbb{E}\left(X_{k}\right)\right)^{2}}{\mathbb{E}\left(X_{k}^{2}\right)}=1+o(1)
$$

follows from the proof of Lemma 7.2 in Janson, Łuczak and Ruciński [26], but for completeness we include a short adaptation of their proof. Note that when $d_{2}(H)>2$ then $k=o(\sqrt{n} / \log n)$. We have that $\left(\mathbb{E}\left(X_{k}\right)\right)^{2} / \mathbb{E}\left(X_{k}^{2}\right)=1+o(1)$ iff $\mathbb{E}\left(X_{k}^{2}\right) /\left(\mathbb{E}\left(X_{k}\right)\right)^{2}=1+o(1)$. We have that $\mathbb{E}\left(X_{k}^{2}\right) /\left(\mathbb{E}\left(X_{k}\right)\right)^{2}>1$ so we only have to give an upper bound. Now

$$
\begin{aligned}
\frac{\mathbb{E}\left(X_{k}^{2}\right)}{\left(\mathbb{E}\left(X_{k}\right)\right)^{2}} & \left.=\frac{\binom{n}{k}(1-p)^{\binom{k}{2}} \sum_{i=0}^{k}\binom{k}{i}\binom{n-k}{k-i}(1-p)^{\binom{k}{2}-\binom{i}{2}}}{\left(\binom{n}{k}(1-p)^{k} 2\right.} \begin{array}{l}
2
\end{array}\right)^{2} \\
& \leq \sum_{i=0}^{k} \frac{\binom{k}{i}\binom{n-k}{k-i}(1-p)^{-\binom{i}{2}}}{\binom{n}{k}} .
\end{aligned}
$$

Let

$$
a_{i}=\frac{\binom{k}{\vdots}\binom{n-k}{k-i}(1-p)^{-\binom{i}{2}}}{\binom{n}{k}}
$$

and

$$
b_{i}=\frac{a_{i+1}}{a_{i}}=\frac{(k-i)^{2}}{(i+1)(n-2 k+i+1)}(1-p)^{-i} .
$$

Note that $b_{i}<1$ otherwise the following would have to hold

$$
\begin{aligned}
(k-i)^{2}(1-p)^{-i} & \geq(i+1)(n-2 k+i+1) \\
k^{2} \exp (p k) & \geq(1+o(1)) n \\
n^{2 / d_{2}(H)+o(1)} \exp (o(\log n)) & \geq(1+o(1)) n \\
n^{2 / d_{2}(H)+o(1)} & \geq(1+o(1)) n
\end{aligned}
$$

which leads to a contradiction as $d_{2}(H)>2$. Therefore the value of $a_{i}$ decreases. Note that for every $i \leq \log n$

$$
a_{i}=\frac{\binom{k}{i}\binom{n-k}{k-i}(1-p)^{-\binom{i}{2}}}{\binom{n}{k}} \leq k^{i} \frac{\binom{n-k}{k-1}}{\binom{n}{k}} \exp \left(p \log ^{2} n\right) \leq\left(\frac{2 k}{n}\right)^{i} .
$$

Thus

$$
\sum_{i=0}^{k} a_{i} \leq \sum_{i=0}^{k}\left(\frac{2 k}{n}\right)^{i}+k\left(\frac{2 k}{n}\right)^{\log n}=\frac{1}{1-o(1)}+o(1)=1+o(1)
$$

completing the proof.
Note that this result implies that the graph created by the $H$-elimination process a.a.s. has a larger independence number than the graph created by the $H$-free process, when $H$ is a complete graph. Therefore it will give worse lower bounds for the off-diagonal Ramsey number. This is not unexpected as the $H$-elimination random graph process creates a.a.s. less edges than the $H$-free random graph process and thus it is expected to have a larger independence number.

### 5.5 Subgraphs

Finally we will show that graphs with $m(F)<d_{2}(H)$ are a.a.s. present in the $H$ removal process, while graphs with $m(F)>d_{2}(H)$ are a.a.s. not present. The existence of subgraphs in the $H$ removal process is proven similarly to the existence of subgraphs in $G_{n, p}$, which was shown by Bollobás [7] using the second moment method. However our proof follows a simpler version by Ruciński and Vince [37].

## Theorem 5.24

Every finite graph $F$ with $m(F)<d_{2}(H)$ is a.a.s. present in the $H$-elimination process for strictly 2-balanced $H$.

Proof Define $d_{2}^{\prime}(H)=\max _{H^{\prime} \subsetneq H} d_{2}\left(H^{\prime}\right)$ and let $a$ satisfy $\max \left\{d_{2}^{\prime}(H), m(F)\right\}<$ $a<d_{2}(H)$. Instead of showing that $F$ is present in $G_{e}(H)_{n, 1}$ we will show that it is already present in $G_{e}(H)_{n, p}$ when $p=n^{-1 / a}$. Let $X_{F}$ denote the number of copies of $F$ in $G_{n, p}$ then the second moment method implies that

$$
\mathbb{P}\left(X_{F}=0\right) \leq \frac{\operatorname{Var}\left(X_{F}\right)}{\left(\mathbb{E}\left(X_{F}\right)\right)^{2}} .
$$

Again we use the fact that a graph is actually a rooted graph, where the roots are given by the empty set. Let $M=\{(\emptyset, F)\}$ and let $I_{F}^{\prime}=\left\{f:((\emptyset, F), f) \in I_{\emptyset, M}^{\prime}\right\}$. Obviously $\left|I_{F}^{\prime}\right|=(1+o(1)) n^{v(F)} / \operatorname{aut}(F)$. For $f \in I_{F}^{\prime}$ let $X_{f}$ be the indicator random variable that all of the edges in $f(E(F))$ are present in $G_{e}(H)_{n, p}$. We establish a lower bound on $\mathbb{P}\left(X_{f}=1\right)$ by considering the appearance of an induced copy in $G_{n, p}$ where none of the edges of the induced copy are contained in a copy of $H$ in $G_{n, p}$. Note that the second condition holds if for every $R \subsetneq V(H)$ such that $R$ spans an edge in $H$, and every $S \subsetneq f(V(F))$ such that $|R|=|S|$ there is no copy of ( $R, H_{R}$ ) rooted at $S$ and outside $f\left(V(F)\right.$ ) in $G_{n, p}$. Applying Theorem 2.6 gives us that

$$
\mathbb{P}\left(X_{f}=1\right) \geq p^{e(F)}(1-p)^{\left.()^{v(F)}\right)} \exp \left(-\sum_{\substack{R \subseteq V(H)>\\ e(H[R])>0}} \sum_{\substack{|\subsetneq f(V \mid(H))\\| S|=|R|}} \frac{n^{v(H)-|R|} p^{e(H)-e(H[R])}}{1-p}\right) .
$$

Note that with our choice of $p$ we have for every $R \subsetneq V(H)$ such that $R$ spans an edge in $H$, that $n^{v(H[R])-2} p^{e(H[R])-1} \geq 1$ and $n^{v(H)-2} p^{e(H)-1}=o(1)$. Therefore

$$
\frac{n^{v(H)-|R|} p^{e(H)-e(H[R])}}{1-p}=O\left(\frac{n^{v(H)-2} p^{e(H)-1}}{n^{(|R|-2)} p^{(e(H[R])-1)}}\right)=O\left(n^{v(H)-2} p^{e(H)-1}\right)=o(1),
$$

and thus $\mathbb{P}\left(X_{f}=1\right) \geq(1+o(1)) p^{e(F)}$. Obviously $\mathbb{P}\left(X_{f}=1\right) \leq p^{e(F)}$. Now $\mathbb{E}(X)=\sum_{f \in I^{\prime}} \mathbb{E}\left(X_{f}\right)=\Theta\left(n^{v(F)} p^{e(F)}\right)$. On the other hand:

$$
\begin{aligned}
\operatorname{Var}(X) & =\sum_{f_{1}, f_{2} \in I_{F}^{\prime}} \mathbb{E}\left(X_{f_{1}} X_{f_{2}}\right)-\mathbb{E}\left(X_{f_{1}}\right) \mathbb{E}\left(X_{f_{2}}\right) \\
& \leq \sum_{\substack{T \subsetneq F \\
e(T)>0}} n^{2 v(F)-v(T)} p^{2 e(F)-e(T)} \\
& =o\left(n^{2 v(F)} p^{2 e(F)}\right)
\end{aligned}
$$

Which is $o\left(\left(\mathbb{E}\left(X_{F}\right)\right)^{2}\right)$, completing the proof.
The fact that no copies of graphs denser than $d_{2}(H)$ are present follows trivially when comparing to $G_{n, p}$, with $p=n^{-1 / d_{2}(H)} \log n$.

## Observation 5.25

Every finite graph $F$ with $m(F)>d_{2}(H)$ is a.a.s. not present in the $H$-removal process when $H$ is strictly 2-balanced.

Proof Follows from a Theorem of Erdős and Rényi [14] that no copy of $F$ with $m(F)>d_{2}(H)$ is contained in $G_{n, p}$ when $p=n^{-1 / d_{2}(H)} \log n$.

## Chapter 6

## Subgraphs of the triangle-free random graph process

In Chapter 4 we discussed results on the $H$-free random graph process. The main focus was on determining the number of edges and the independence number of the $H$-free random graph process. In this chapter we will focus on the subgraphs created by the process. Wolfovitz [50] has shown for the triangle-free process and Bohman and Keevash [6] have shown for the $H$-free random graph process, when $H$ is strictly 2-balanced, that the random variables tracked described in detail in Chapter 4 imply that the $H$-free random graph process contains every finite graph $F$ as a subgraph when $m(F) \leq d_{2}(H)$. It also implies that as long as the random variables are tracked no denser subgraphs appear. However it is still possible for denser subgraphs to appear during the later stages of the process. In this chapter we show that very dense graphs do not appear in the triangle-free random graph process i.e. there exists a constant $c$ such that no copy of any finite graph with $d(F)>c$ is present in $G_{f}\left(K_{3}\right)_{n}$. This is joint work with Stefanie Gerke [20].

In this chapter we will use the slightly simpler notation used by Bohman [4]. A non-edge is open at step $i$ if inserting it into $G_{f}\left(K_{3}\right)_{n, i}$ would not create a copy of a triangle, otherwise it is closed. The set of open pairs in step $i$ is denoted by $O(i)$ and the set of closed pairs is denoted by $C(i)$. In the original version of the proof the number of open pairs and for any pair of non-adjacent vertices $u, v$, the number of open, partial and complete vertices were tracked.


Figure 6.1: open/partial/complete vertices
$w$ is open/partial/complete with respect to $\{u, v\}$.
Dotted lines indicate open pairs, continuous lines indicate edges

A vertex $w$ is open with respect to $\{u, v\}$ if both pairs $\{u, w\}$ and $\{v, w\}$ are open. A vertex $w$ is partial with respect to $\{u, v\}$ if exactly one of $\{u, w\}$ and $\{v, w\}$
is open and the other is an edge. Finally $w$ is complete with respect to $\{u, v\}$ if it is a mutual neighbour of $\{u, v\}$, see Figure 6.1. Although these random variables can be constructed from the random variables described in Chapter 4 due to the simplicity of the triangle slightly tighter bounds exist.

Our proof requires only the number of open pairs at step $i$, denoted by $Q(i)$, and the set of partial vertices with respect to $\{u, v\}$ at step $i$ denoted by $Y_{u, v}(i)$. The following bounds were proven by Bohman [4] for the first $\mu n^{3 / 2} \sqrt{\log n}$ steps. (Bohman sets $\mu=1 / 32$, however no effort was made to optimise the value.) For the remainder of this chapter we set $\mu=1 / 32$ and $m=\mu n^{3 / 2} \sqrt{\log n}$.

## Definition 6.1

Let $\mathcal{H}(i)$ be the event that the following bounds hold for all $j \leq i$ and for all pairs $\{u, v\} \notin$ $E(j)$ :

$$
\begin{aligned}
\left|Q(j)-n^{2} q(t(j))\right| & \leq n^{2} g_{q}(t(j)) \\
\left|\left|Y_{u, v}(j)\right|-\sqrt{n} y(t(j))\right| & \leq \sqrt{n} g_{y}(t(j)) \\
\left|Z_{u, v}(j)\right| & \leq \log ^{2} n
\end{aligned}
$$

where

$$
\begin{aligned}
t(i) & =i / n^{3 / 2} \\
q(t) & =\exp \left(-4 t^{2}\right) / 2 \\
y(t) & =4 t \exp \left(-4 t^{2}\right) \\
g_{q}(t) & = \begin{cases}\exp \left(41 t^{2}+40 t\right) n^{-1 / 6} & : t \leq 1 \\
\frac{\exp \left(41 t^{2}+40 t\right)}{t} n^{-1 / 6} & : t>1\end{cases} \\
g_{y}(t) & =\exp \left(41 t^{2}+40 t\right) n^{-1 / 6} .
\end{aligned}
$$

Theorem 6.1 ([4])
The event $\mathcal{H}(m)$ holds a.a.s..
Let $W \subseteq V\left(G_{f}\left(K_{3}\right)_{n, i}\right)$ and define $e_{W}(i)$ as the number of edges spanned by $W$ after step $i$.

## Lemma 6.2

Fix $k$. Let $\mathcal{S}_{k}(i)$ be the event that there exists $W \subseteq V\left(G_{f}\left(K_{3}\right)_{n, i}\right)$ with $|W|=k$ and $e_{W}(i) \geq 3 k$. Then a.a.s. $\mathcal{S}_{k}(m)$ does not hold.

Note that since $\overline{\mathcal{S}_{k}(m)}$ is a decreasing property it implies $\overline{\mathcal{S}_{k}(i)}$ for every $i<m$.
A sharper result showing that a.a.s. $\frac{e_{W}(m)}{|W|} \leq 2$ for any finite set of vertices $W$ can be found in [6] and [50], however for completeness a short proof of the result has been included.

Proof Fix $k$ vertices in $V$ and denote this set by $W$. Let $\mathcal{A}_{i}$ be the event that an edge is added between two vertices in $W$ at step $i$.

Then since $q(t(i))>q(t(m))$ for $i<m$ we have

$$
\begin{gathered}
\mathbb{P}\left(\mathcal{A}_{i+1} \mid \mathcal{H}(i)\right) \leq \frac{k^{2}}{Q(i)} \leq \frac{k^{2}}{n^{2}\left(q(t(i))-g_{q}(t(i))\right)} \leq \frac{2 k^{2}}{n^{2} q(t(i))} \\
\leq \frac{2 k^{2}}{n^{2} q(t(m))} \leq \frac{4 k^{2}}{n^{2} \exp \left(-4 \mu^{2} \log n\right)}=\frac{4 k^{2}}{n^{2-4 \mu^{2}}} .
\end{gathered}
$$

Note that these estimates hold irrespective of the events $\mathcal{A}_{j}$ occurring when $j \neq i$. Since $\mathbb{P}\left(\mathcal{A}_{i+1} \cap \mathcal{H}(i)\right) \geq \mathbb{P}\left(A_{i+1} \cap \mathcal{H}(m)\right)$ and $\mathcal{H}(m)$ holds a.a.s. thus

$$
(1+o(1)) \mathbb{P}\left(\mathcal{A}_{i+1} \mid \mathcal{H}(i)\right) \geq \mathbb{P}\left(\mathcal{A}_{i+1} \mid \mathcal{H}(m)\right)
$$

Thus conditioning on $\mathcal{H}(m)$, we have that the random variable $e_{W}(m)$ is dominated by $\operatorname{Bin}\left(m, \frac{(1+o(1)) 4 k^{2}}{n^{2-4 \mu^{2}}}\right)$ therefore

$$
\begin{aligned}
\mathbb{P}\left(e_{W}(m) \geq\right. & 3 k \mid \mathcal{H}(m)) \leq\binom{ m}{3 k}\left((1+o(1)) \frac{4 k^{2}}{n^{2-4 \mu^{2}}}\right)^{3 k} \leq\left(\frac{(1+o(1)) \mathrm{e} m 4 k^{2}}{3 k n^{2-4 \mu^{2}}}\right)^{3 k} \\
& \leq\left(\frac{(1+o(1)) \mathrm{e} \mu n^{3 / 2} \sqrt{\log n} 4 k}{3 n^{2-4 \mu^{2}}}\right)^{3 k}=o\left(\frac{1}{n^{3 k / 2-20 k \mu^{2}}}\right) .
\end{aligned}
$$

Since there are $\binom{n}{k}$ ways to select $k$ vertices, it follows from the union bound that

$$
\mathbb{P}\left(\mathcal{S}_{k}(m) \mid \mathcal{H}(m)\right) \leq\binom{ n}{k} o\left(\frac{1}{n^{3 k / 2-20 k \mu^{2}}}\right)=o\left(\frac{n^{k}}{n^{3 k / 2-20 k \mu^{2}}}\right)=o(1)
$$

as $\mu^{2}$ is sufficiently small.

The above proof shows that no copy of a dense graph appears in the process while the first $m$ edges are taken. We will now show that when $m$ edges have been taken at least one edge of any placement of a dense graph $F$ is closed.

## Theorem 6.3

Let $\mathcal{T}$ be the event that there exists a copy of a finite graph $F$ satisfying $10 v(F) / \mu^{2} \leq e(F)$ in the triangle-free graph process. Then a.a.s. $\mathcal{T}$ does not hold.

Proof Fix a set of vertices $W \subset V\left(G_{f}\left(K_{3}\right)_{n, i}\right)$ with $|W|=v(F)$, and a set of pairs of vertices $E_{F} \subseteq W \times W$ such that if the pairs in $E_{F}$ were inserted as edges they would form a copy of $F$ on $W$. Let $\mathcal{C}_{F}(i)$ be the event that at least one pair in $E_{F}$ is closed after step $i$ and $\mathcal{O}_{F}(i)$ be the event that none is closed after step $i$. For the following assume we are in the event $\mathcal{O}_{F}(i)$.


Figure 6.2: Closing multiple open pairs
The edge $\left\{v, w_{1}\right\}$ closes $\left\{w_{1}, w_{2}\right\},\left\{w_{1}, w_{3}\right\}$ and $\left\{w_{1}, w_{4}\right\}$

Note that a pair $\{u, v\}$ is closed at step $i$ if and only if there is a partial vertex $w \in$ $Y_{u, v}(i)$ and the missing edge is chosen. Thus the probability of closing a pair $s \in O_{i}$ is $\left|Y_{s}(i)\right| / Q(i)$. The problem is that an edge can close several pairs of vertices in $E_{F}$. The subset of $W \times W$ closed by $\left\{w_{j}, v\right\} \in O_{i}$, with $v \notin W$ is at most $w_{j} \times\left(N_{i}(v) \cap W\right)$ (see Figure 6.2), where $N_{i}(v)$ denotes the neighbourhood of $v$ in $G_{f}\left(K_{3}\right)_{n, i}$.

Let $D_{i}$ be the set of vertices not in $W$ that have more than 6 neighbours in $W$ at time $i$. Excluding the pairs with both vertices in $W$ and the pairs with a vertex in $D_{i}$ the remaining pairs close at most 6 pairs in $W \times W$ and in particular at most 6 pairs in $E_{F}$. Therefore $\sum_{f \in E_{F}(W) \backslash E_{i}}\left|Y_{f}(i) \backslash\left(D_{i} \cup W\right)\right|$ counts any pair that closes a pair in $E_{F}$ at most 6 times.

Assume we are in $\overline{\mathcal{S}_{2 v(F)}(i)}$, then the set $D_{i}$ can have size at most $v(F)$ otherwise $W \cup D_{i}$ forms a set of $2 v(F)$ vertices that span more then $6 v(F)$ edges. Let $\mathcal{B}(i)=$ $\overline{\mathcal{S}_{v(F)}(i)} \cap \overline{\mathcal{S}_{2 v(F)}(i)} \cap \mathcal{H}(i)$. Hence

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{C}_{F}(i+1) \mid\left[\mathcal{O}_{F}(i) \cap \mathcal{B}(i)\right]\right) & \geq \frac{\sum_{f \in E_{F} \backslash E_{i}}\left|Y_{f}(i) \backslash\left(D_{i} \cup W\right)\right|}{6 Q(i)} \\
& \geq \frac{\sum_{f \in\left(E_{F}\right) \backslash E_{i}}\left(\left|Y_{f}(i)\right|-2 v(F)\right)}{6 Q(i)} .
\end{aligned}
$$

Since we are in the event $\overline{\mathcal{S}_{v(F)}(i)}$ there are at most $3 v(F)$ edges in $E_{F}$ also $\left|E_{F}\right| \geq$ $10 v(F) / \mu^{2}$ and because $\mathcal{O}_{F}(i)$ holds every non-adjacent pair in $E_{F}$ is open therefore the sum is over at least $\left(10 / \mu^{2}-3\right) v(F) \geq 9 v(F) / \mu^{2}$ open pairs. Thus

$$
\mathbb{P}\left(\mathcal{C}_{F}(i+1) \mid\left[O_{F}(i) \cap \mathcal{B}(i)\right]\right) \geq \frac{9 v(F)}{\mu^{2}} \frac{\sqrt{n}\left(y(t(i))-g_{y}(t(i))\right)-2 v(F)}{6 n^{2}\left(q(t(i))+g_{q}(t(i))\right)} .
$$

If $n$ is large enough then $q(t(i))+g_{q}(t(i)) \leq 2 q(t(i))$, and for $m \geq i \geq n^{4 / 3}$ we have

$$
y(t(i))-g_{y}(t(i)) \geq \frac{y(t(i))}{2} \geq 2 t\left(n^{4 / 3}\right) \exp \left(-4 t^{2}(m)\right)=2 n^{-\frac{1}{6}-4 \mu^{2}},
$$

therefore since $v(F)$ is a constant:

$$
\frac{\sqrt{n} y(t(i))}{2}-2 v(F) \geq \frac{7}{15} \sqrt{n} y(t(i)),
$$

and so:

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{C}_{F}(i+1) \mid\left[\mathcal{O}_{F}(i) \cap \mathcal{B}(i)\right]\right) & \geq \frac{9 v(F)}{\mu^{2}} \frac{7 \sqrt{n} y(t(i)) / 15}{6 n^{2}\left(q(t(i))+g_{q}(t(i))\right)} \\
& \geq \frac{7 v(F)}{\mu^{2}} \frac{\sqrt{n} y(t(i))}{20 n^{2} q(t(i))}=\frac{7 v(F)}{\mu^{2}} \frac{4 t(i) \exp \left(-4 t^{2}(i)\right)}{10 n^{3 / 2} \exp \left(-4 t^{2}(i)\right)} \\
& =\frac{14 v(F) i}{5 \mu^{2} n^{3}} .
\end{aligned}
$$

It follows that for $m \geq i \geq n^{4 / 3}$ and sufficiently large $n$,

$$
\mathbb{P}\left(\mathcal{O}_{F}(i+1) \mid\left[\mathcal{O}_{F}(i) \cap \mathcal{B}(i)\right]\right) \leq 1-\frac{14 v(F) i}{5 \mu^{2} n^{3}} \leq \exp \left(-\frac{14 v(F) i}{5 \mu^{2} n^{3}}\right) .
$$

Using $\mathcal{O}_{F}(i) \subset \mathcal{O}_{F}(i+1)$ and that $\mathcal{B}(i) \subset \mathcal{B}(i+1)$ thus for sufficiently large $n$

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{O}_{F}(m) \cap \mathcal{B}(m)\right) & =\prod_{i=0}^{m-1} P\left(\mathcal{O}_{F}(i+1) \cap \mathcal{B}(i+1) \mid\left[\mathcal{O}_{F}(i) \cap \mathcal{B}(i)\right]\right) \\
& \leq \prod_{i=0}^{m-1} P\left(\mathcal{O}_{F}(i+1) \mid\left[\mathcal{O}_{F}(i) \cap \mathcal{B}(i)\right]\right) \\
& \leq \prod_{i=\left\lceil n^{4 / 3}\right\rceil}^{m-1} \exp \left(-\frac{14 v(F) i}{5 \mu^{2} n^{3}}\right)=\exp \left(\sum_{i=\left\lceil n^{4 / 3}\right\rceil}^{m-1}-\frac{14 v(F) i}{5 \mu^{2} n^{3}}\right) \\
& =\exp \left(-\frac{14 v(F)}{5 \mu^{2} n^{3}}\left(\frac{m(m-1)}{2}-\frac{\left\lceil n^{4 / 3}\right\rceil\left(\left\lceil n^{4 / 3}\right\rceil-1\right)}{2}\right)\right) \\
& \leq \exp \left(-\frac{4 v(F)}{3} \frac{m^{2}}{\mu^{2} n^{3}}\right)=\exp \left(-\frac{4 v(F)}{3} \log n\right)=n^{-4 v(F) / 3} .
\end{aligned}
$$

As there are $\binom{n}{v(F)} \frac{v(F)!}{a u t(F)}$ possible placements of $F$ applying the union bound gives

$$
P(\mathcal{T} \cap \mathcal{B}(m)) \leq\binom{ n}{v(F)} v(F)!n^{-4 k / 3} \leq n^{v(F)-4 v(F) / 3}=o(1) .
$$

Note that there is an alternative way to estimate $\mathbb{P}\left(\mathcal{C}_{F}(i+1) \mid\left[\mathcal{O}_{F}(i) \cap \mathcal{B}(i)\right]\right)$. As mentioned earlier the vertices with more than one neighbour in $W$ cause a problem. However the total number of such vertices is small as each of them is a complete vertex with respect to $\{u, v\}$ for some $u, v \in W$. Bohman [4] showed that the number of complete vertices with respect to any pair of vertices $\{u, v\}$ is at most $\log ^{2} n$ and this implies that

$$
\mathbb{P}\left(\mathcal{C}_{F}(i+1) \mid\left[\mathcal{O}_{F}(i) \cap \mathcal{B}(i)\right]\right) \geq \frac{\sum_{f \in E_{F}(W) \backslash E_{i}}\left|Y_{f}(i)\right|-v(F)^{2} \log ^{2} n}{Q(i)} .
$$

This was one of the observations in Warnke [48] where he generalised the result for strictly 2-balanced $H$.

## Theorem 6.4 ([48])

For every strictly 2-balanced graph $H$ there exist constants $c, d>0$ such that a.a.s. no copy of any graph $F$ with $1 \leq v(F) \leq n^{d}$ and $m(F)>c$ is present in the $H$-free random graph process.

## Chapter 7

## The $K_{3,4}^{-}$-free process

### 7.1 The differential equations

In this section we are considering the $K_{3,4}^{-}$-free random graph process. We will show that the process contains a.a.s. $\Omega\left(n^{3 / 2} \sqrt{\log \log n)}\right.$ edges. This improves the previous lower bound by Osthus and Taraz [31] who have shown that the process contains $\Omega\left(n^{3 / 2}\right)$ edges.

Recall that the graph $K_{3,4}^{-}$is 2-balanced, but not strictly 2-balanced as $d_{2}\left(K_{3,4}^{-}\right)=$ $d_{2}\left(K_{3,3}\right)=2$ and $K_{3,3}$ is the only proper subgraph of $K_{3,4}^{-}$which has 2-density of 2 the remaining subgraphs have a smaller 2-density.

As in Chapter 4 we call a pair of non-adjacent vertices which can be connected by an edge in $G_{f}\left(K_{3,4}^{-}\right)_{n, i}$ without creating a copy of $K_{3,4}^{-}$an open pair at step $i$. The set of open pairs at step $i$ are denoted by $O(i)$ and $Q(i)=|O(i)|$. Otherwise a pair of non-adjacent vertices is called a closed pair and the set of closed pairs is denoted by $C(i)$. Recall that we are interested in the rooted graphs $\left(r_{1},\left(K_{3,4}^{-}\right) r_{1}\right),\left(r_{2},\left(K_{3,4}^{-}\right) r_{2}\right)$ and $\left(r_{3},\left(K_{3,4}^{-}\right)_{r_{3}}\right)$, see Section 5.2.4, as the presence of any of these graphs rooted at a vertex implies that it is closed.

The differential equation method will be used for the proof. Our aim in this section is to introduce the random variables and the differential equations implied by the expected changes in these random variables needed for Lemma 4.11. This should not be considered a rigorous proof as for simplicity we only estimate the expected change. In the following section we will show that these estimates are fairly accurate during the early stages of the process.

We start by considering the random variables. As in the previous results for $H$-free random graph processes we wish to track the number of open pairs. Recall that in the diamond-free process for an open pair $\{u, v\}$ the codegree of $\{u, v\}$ had a significant affect on the number of edges which would close $\{u, v\}$. In case of the $K_{3,4}^{-}$one can observe a similar phenomenon, however instead of the codegree of $\{u, v\}$ it is the number of copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $\{u, v\}$ which have a significant affect on the number of edges which would close $\{u, v\}$. Note that unlike in the case of the diamond-free graph process where the codegree of any open pair is at most one, in this case no upper bound exists. Let $O_{k}(i) \subseteq O(i)$ be the set of open pairs $\{u, v\}$ where the number of copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $\{u, v\}$ is exactly $k$. Define $Q_{k}(i)=\left|O_{k}(i)\right|$. Obviously $Q(i)=\sum_{k \geq 0} Q_{k}(i)$.

Let $(R, \Gamma)$ be a fixed rooted graph where $R$ forms an independent set. Later we will see that we can restrict our analysis to graphs $\Gamma$ which contain at most one copy of $K_{3,3}$ where this copy is induced. Let $\phi: R \rightarrow V\left(G_{f}\left(K_{3,4}^{-}\right)_{n, i}\right)$ be an injective mapping and $J \subseteq \Gamma$ be a fixed spanning subgraph of $\Gamma$. Similarly to the strictly two
balanced case we are interested in the random variables $\Xi_{\phi, J, \Gamma}(i)$. Recall that these random variables were the maps $g: V(\Gamma) \rightarrow V\left(G_{f}\left(K_{3,4}^{-}\right)_{n, i}\right)$ such that $\left.g\right|_{R}=\phi$, $g(E(J)) \subseteq E\left(G_{f}\left(K_{3,4}^{-}\right)_{n, i}\right)$ and for every $f \in E(\Gamma) \backslash E(J)$ we have that $g(f) \in O(i)$.

Similarly to the diamond-free case we would like to partition this based on the number of copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at the open pairs of this copy. Let $\kappa: E(\Gamma) \backslash E(J) \rightarrow \mathbb{N}$, where $\mathbb{N}$ denotes the set of non-negative integers. This gives us sets $\Xi_{\phi, J, \Gamma, \kappa}(i)$ such that $g \in \Xi_{\phi, J, \Gamma, \kappa}(i)$ if $g \in \Xi_{\phi, J, \Gamma}(i)$ and for every $f \in E(\Gamma) \backslash E(J)$ we have that $g(f) \in O_{\kappa(f)+\gamma}(i)$ where $\gamma$ is the number of copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$ in $J$. Introducing $\gamma$ allows us to differentiate between the edges of $G_{f}\left(K_{3,4}^{-}\right)$ based on whether they are spanned by $g(V(\Gamma))$ or not. Note that since $\Gamma$ contains at most one copy of $K_{3,3}$ the value of $\gamma$ is either 0 or 1 .

We partition $\Xi_{\phi, J, \Gamma, \kappa}(i)$ even further. In order to motivate this consider the case when $(R, \Gamma)=\left(r,\left(K_{3,3}\right)_{r}\right)$. Note that for $\phi(r)$ to be open it is vital that the codegree of every non-edge in the copy of ( $\left.K_{3,3}\right)_{r}$, except for that of $r$ has to be exactly 2 . Let $C \subseteq\left(E\left(\bar{\Gamma}_{R}\right)\right)$ be a subset of the non-edges of $\Gamma$, but not in $R$ and for convenience let $\bar{C}=E\left(\bar{\Gamma}_{R}\right) \backslash C$. Then $g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i)$ if $g \in \Xi_{\phi, J, \Gamma, \kappa}(i)$ and the codegree of $g(\bar{c})$ in $G_{f}\left(K_{3,4}^{-}\right)_{n, i}$ matches the codegree of $\bar{c}$ in $J$ for every $\bar{c} \in \bar{C}$ and the codegree of $g(c)$ in $G_{f}\left(K_{3,4}^{-}\right)_{n, i}$ is larger than the codegree of $c$ in $J$ for every $c \in C$.

In summary the set $\Xi_{\phi, J, \Gamma, \kappa, C}(i)$ denotes the set of injective maps $g: V(\Gamma) \rightarrow$ $V\left(G_{f}\left(K_{3,4}^{-}\right)_{n, i}\right)$ such that the following conditions hold:

- $\left.g\right|_{R}=\phi$
- $g(E(J)) \subseteq E\left(G_{f}\left(K_{3,4}^{-}\right)_{n, i}\right)$
- for every $f \in E(\Gamma) \backslash E(J), g(f) \in O_{\kappa(f)+\gamma}(i)$ where $\gamma$ is the number of copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$ in $J$
- for every $c \in C$ the codegree of $g(c)$ in $G_{f}\left(K_{3,4}^{-}\right)_{n, i}$ is larger then the codegree of $c$ in $J$.
- for every $c \in \bar{C}$ the codegree of $g(c)$ in $G_{f}\left(K_{3,4}^{-}\right)_{n, i}$ matches the codegree of $c$ in $J$.

Define $X_{\phi, J, \Gamma, \kappa, C}(i)=\left|\Xi_{\phi, J, \Gamma, \kappa, C}(i)\right|$.
In order to express small changes in the function $\kappa$ let

$$
\kappa_{e, k}(f)= \begin{cases}\kappa(f) & \text { if } f \neq e \\ k & \text { if } f=e\end{cases}
$$

and this notation is also used when $\kappa(e)$ is undefined. Also let

$$
\kappa_{e}^{-}(f)= \begin{cases}\kappa(f) & \text { if } f \neq e \\ \kappa(f)-1 & \text { if } f=e\end{cases}
$$

and let $\kappa_{e}(f)$ be the same as $\kappa$ after removing $e$ from its domain. In some cases when $|E(\Gamma) \backslash E(J)|=1$ we replace $\kappa$ with $k$ when $\kappa(e)=k$ e.g. $X_{\phi,\left(K_{3}\right)_{\{r, e\}},\left(K_{3}\right)_{r, \kappa_{e, k}, \vartheta}(i)=}$
 ested in the individual random variables $X_{\phi, J, \Gamma, k, C}(i)$ but also in their sum over $k$,
which gives us all the possibilities when this last edge is open, therefore define:

$$
X_{\phi, J, \Gamma, C}(i)=\sum_{k \geq 0} X_{\phi, J, \Gamma, k, C}(i) .
$$

Similarly to the other $H$-free processes where $H$ has 2 -density 2 , we define $t(i)=i / n^{3 / 2}$. In the following we will write $t$ instead of $t(i)$. Next we set up our differential equations. As mentioned earlier in this section we will ignore small errors thus approximate

$$
\begin{aligned}
Q_{k}(i) & \approx q_{k}(t) n^{2} \\
X_{\phi, J, \Gamma, \kappa, C}(i) & \approx x_{R, J, \Gamma, \kappa, C}(t) n^{f_{2}(R, J)}
\end{aligned}
$$

where $f_{2}(R, J)=v(J)-|R|-e(J) / 2$. We will also assume that for $\{u, v\} \in O_{k}(i)$ the copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $\{u, v\}$ are non-edge disjoint.

One expects that in most cases we will have a similar result to the one shown for the $H$-free process when $H$ is strictly 2-balanced namely

$$
x_{R, J, \Gamma}(t)=\sum_{\kappa: E(\Gamma) \backslash E(J) \rightarrow \mathbb{N}} \sum_{C \subseteq \bar{\Gamma}_{R}} x_{R, J, \Gamma, \kappa, C}(t)=(2 t)^{e(J)}(2 q(t))^{e(\Gamma)-e(J)} .
$$

Next we examine the changes of the random variables. Let $Q_{k}^{+}(i), Q_{k}^{-}(i)$ represent the positive and negative change in the random variable formally $Q_{k}^{+}(i)=$ $\left|O_{k}(i+1) \backslash O_{k}(i)\right|$ and $Q_{k}^{-}(i)=\left|O_{k}(i) \backslash O_{k}(i+1)\right|$. For $\{u, v\} \in O_{k}(i)$ consider the number of edges which when inserted into the graph would remove $\{u, v\}$ from $O_{k}(i)$. Trivially inserting the edge $\{u, v\}$ would remove $\{u, v\}$ from $O_{k}(i)$. The remaining edges can be split into two parts based on whether $\{u, v\}$ is in $O_{k+1}(i+1)$ or $C(i+1)$. Denote the number of open pairs which when added would cause $\{u, v\}$ to end up in $O_{k+1}(i)$ with $A_{u v}(i)$ and let $C_{u v}(i)$ denote the number of open pairs which when added to the graph would cause $\{u, v\}$ to end up in $C(i+1)$. The random variables $A_{u v}(i)$ will be needed to determine $Q_{k}^{+}(i)$ and together with $C_{u v}(i)$ it helps to determine $Q_{k}^{-}(i)$.

We have that

$$
\begin{align*}
A_{u v}(i) & \approx \frac{1}{\operatorname{aut}\left(K_{3,3}\right)} \sum_{\substack{r, e \in E\left(K_{3,3}\right) \\
r \neq e}} \sum_{\phi: r \rightarrow\{u, v\}} \sum_{k \geq 0} X_{\phi,\left(K_{3,3}\right)_{\{r, e\}},\left(K_{3,3}\right)_{r}, k, \emptyset}(i)  \tag{7.1}\\
& =\frac{1}{\operatorname{aut}\left(K_{3,3}\right)} \sum_{\substack{r, e \in E\left(K_{3,3}\right) \\
r \neq e}} \sum_{\substack{ \\
k \rightarrow\{u, v\}}} X_{\phi,\left(K_{3,3}\right)_{\{r, e\}},\left(K_{3,3}\right)_{r}, \emptyset}(i) \\
& \approx \frac{2}{72} \sum_{\substack{r, e \in E\left(K_{3,3}\right) \\
r \neq e}} x_{r,\left(K_{3,3}\right)_{\{r, e\}},\left(K_{3,3}\right)_{r, \emptyset}(t) \sqrt{n}}
\end{align*}
$$

since $f_{2}\left(r,\left(K_{3,3}\right)_{r, e}\right)=6-2-7 / 2=1 / 2$ for any choice of $r$ and $e$. Define

$$
a(t)=\frac{2}{72} \sum_{\substack{r, e \in E\left(K_{3,3}\right) \\ r \neq e}} x_{r,\left(K_{3,3}\right)_{\{r, e\}},\left(K_{3,3}\right)_{r, \emptyset}(t) .}
$$

Now $C_{u v}(i)$ can be split into further 3 parts. The first of these is when $\{u, v\}$ is closed by adding the last edge to a copy of $\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right)$ rooted at $\{u, v\}$. The second is when an edge is added which creates a copy of $\left(r_{2},\left(K_{3,4}^{-}\right)_{r_{2}}\right)$ or a copy of $\left(r_{3},\left(K_{3,4}^{-}\right)_{r_{3}}\right)$ rooted at $\{u, v\}$ and in particular a copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $\{u, v\}$. Finally when it creates a mutual neighbour for a pair of vertices assigned to a non-edge of an already existing copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $\{u, v\}$. Denote these in order $C_{u v, 1}(i), C_{u v, 2}(i)$ and $C_{u v, 3}(i)$.

We start with determining $C_{u v, 1}(i)$. Note that this either requires a copy of $K_{3,3}$ to be already present in the graph or we create a copy of $K_{3,3}$ in the last step. However for a copy of $K_{3,3}$ to be created it is required that all of the vertex pairs assigned to the non-edges of $K_{3,3}$ have no mutual neighbours other than the ones required to create the copy of $K_{3,3}$. Let $L$ be the set of non-edges contained in the copy of $K_{3,3}$ found in $\left(K_{3,4}^{-}\right)$formally $L=\{\{2,6\},\{2,7\},\{6,7\},\{3,4\},\{3,5\},\{4,5\}\} \subseteq$ $E\left(\left(\overline{K_{3,4}^{-}}\right)\right)$as in Figure 5.1. Note that for any $C$ such that $L \cap C \neq \emptyset$ we have that $X_{\phi,\left(K_{3,4}^{-}\right)_{\left\{r_{1}, e\right\}},\left(K_{3,4}^{-}\right)_{r_{1}, k, C}}(i)=0$. Therefore

$$
\begin{aligned}
C_{u v, 1}(i) & \approx \sum_{\left.e \in E\left(\left(K_{3,4}^{-}\right)\right)_{r_{1}}\right)} \sum_{\left.L \subseteq \bar{C} \subseteq E\left(\overline{K_{3,4}^{-}}\right)\right)} \sum_{\phi: r_{1} \rightarrow\{u, v\}} \frac{\left.X_{\phi,\left(K_{3,4}^{-}\right)}\right)_{\left\{r_{1}, e\right\}},\left(K_{3,4}^{-}\right)_{r_{1}, C}(i)}{\operatorname{aut}\left(r_{1}, H_{r_{1}}\right)} \\
& \approx \frac{2}{6} \sum_{e \in E\left(\left(K_{3,4}^{-}\right) r_{1}\right)} \sum_{\left.L \subseteq \bar{C} \subseteq E\left(\overline{K_{3,4}^{-}}\right)\right)} x_{r_{1}\left(\left(K_{3,4}^{-}\right)\right)_{\left\{r_{1}, e\right\}},\left(K_{3,4}^{-}\right)_{r_{1}, C}(t) \sqrt{n}} \\
& =c_{1}(t) \sqrt{n}
\end{aligned}
$$

where $\operatorname{aut}\left(r, H_{r}\right)$ is the number of automorphisms of $H_{r}$ which transfer the elements of $r$ to $r$ e.g. aut $\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right)=6 . C_{u v, 2}(i)$ resembles $A_{u v}(i)$ except here $C \neq \emptyset$

$$
\begin{aligned}
C_{u v, 2}(i) & \approx \frac{1}{\operatorname{aut}\left(K_{3,3}\right)} \sum_{\substack{r, e \in E\left(K_{3,3}\right) \\
r \neq e}} \sum_{\phi: r \rightarrow\{u, v\}} \sum_{\substack{C \subseteq E\left(\overline{K_{3,3}}\right) \\
C \neq \emptyset}} X_{\phi,\left(K_{3,3}\right)_{\{r, e\}},\left(K_{3,3}\right) r, C}(i) \\
& \approx \frac{1}{36} \sum_{\substack{r, e \in E\left(K_{3,3}\right) \\
r \neq e}} \sum_{\substack{C \subseteq E\left(K_{3,3}\right) \\
C \neq \emptyset}} x_{r,\left(K_{3,3}\right)_{\{r, e\}},\left(K_{3,3}\right) r, C}(t) \sqrt{n} \\
& =c_{2}(t) \sqrt{n} .
\end{aligned}
$$

Finally fix $r^{\prime} \in E\left(K_{3,3}\right)$ and $\phi: r^{\prime} \rightarrow\{u, v\}$ then since we assume that the copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $\{u, v\}$ are non-edge disjoint we have that

$$
\begin{aligned}
& =c_{3, X_{\phi,\left(K_{3,3}\right)_{r^{\prime}},\left(K_{3,3}\right)_{r^{\prime}, \kappa_{0}, \emptyset}(i) / 4}(t) \sqrt{n}}
\end{aligned}
$$

where $\kappa_{0}$ is the function $\emptyset \rightarrow \mathbb{N}$. Note that if $\{u, v\} \in O_{k}(i)$ then according to our assumptions we have that $k=X_{\phi,\left(K_{3,3}\right)_{r^{\prime},\left(K_{3,3}\right)_{r^{\prime}}\left(K_{3,3}\right)_{r^{\prime}, \kappa_{0}, \emptyset}}(i) / 4 \text { and thus } C_{u v, 3}(i) \approx}$ $c_{3, k}(t) \sqrt{n}$.

In order to set up our differential equations we examine the one step changes for each random variable. Start with the random variable $Q_{k}(i)$. Let

$$
Q_{k}(i+1)-Q_{k}(i)=Q_{k}^{+}(i)-Q_{k}^{-}(i)
$$

where $Q_{k}^{+}(i), Q_{k}^{-}(i) \geq 0$. For $k=0$ we have that $Q_{k}^{+}(i)=0$ for all $i$ and for $k>0$ the following holds:

$$
\begin{equation*}
\mathbb{E}\left(Q_{k}^{+}(i)\right) \approx \frac{1}{Q(i)} \sum_{f \in O_{k-1}(i)} A_{f}(i) \approx \frac{q_{k-1}(t)}{q(t)} a(t) \sqrt{n} . \tag{7.2}
\end{equation*}
$$

We also have that

$$
\begin{align*}
E\left(Q_{k}^{-}(i)\right) & \approx \frac{1}{Q(i)} \sum_{f \in O_{k}(i)} 1+A_{f}(i)+C_{f}(i)  \tag{7.3}\\
& \approx \frac{1}{Q(i)} \sum_{f \in O_{k}(i)} A_{f}(i)+C_{f, 1}(i)+C_{f, 2}(i)+C_{f, 3}(i) \\
& \approx \frac{q_{k}(t)}{q(t)}\left(a(t)+c_{1}(t)+c_{2}(t)+c_{3, k}(t)\right) \sqrt{n} .
\end{align*}
$$

Similarly for $X_{\phi, J, \Gamma, \kappa, C}(i)$

$$
X_{\phi, J, \Gamma, \kappa, C}(i+1)-X_{\phi, J, \Gamma, \kappa, C}(i)=X_{\phi, J, \Gamma, \kappa, C}^{+}(i)-X_{\phi, J, \Gamma, \kappa, C}^{-}(i)
$$

with $X_{\phi, J, \Gamma, \kappa, C}^{+}(i) \geq 0$ and $X_{\phi, J, \Gamma, \kappa, C}^{-}(i) \geq 0$ where $X_{\phi, J, \Gamma, \kappa, C}^{+}(i)$ and $X_{\phi, J, \Gamma, \kappa, C}^{-}(i)$ are defined analogously to $Q_{k}^{+}(i)$ and $Q_{k}^{-}(i)$.

We will distinguish between the cases when $J$ contains a copy of $K_{3,3}$ or not. We start with the case when $J$ contains no copy of $K_{3,3}$. Note that the value of $X_{\phi, J, \Gamma, \kappa, C}(i)$ increases if the last edge of a copy $(r, J)$ with respect to $\phi$ is inserted, a last copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ needed to satisfy $\kappa$ is added and finally if the last nonedge not in $C$ receives a mutual neighbour, assuming of course that the remaining parameters remain unchanged. Therefore

$$
\begin{aligned}
\mathbb{E}\left(X_{\phi, J, \Gamma, \kappa, C}^{+}(i)\right) & \approx \frac{1}{Q(i)} \sum_{e \in E(J)} \sum_{k \geq 0} X_{\phi, J e, \Gamma, \kappa_{e, k}, C}(i) \\
& +\frac{1}{Q(i)} \sum_{f \in E(\Gamma) \backslash E(J)} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa_{\bar{f}}, C}(i)} A_{g(f)}(i) \\
& +\frac{1}{Q(i)} \sum_{c \in C} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa, C \backslash c}(i)} \sum_{\substack{r, e \in E\left(K_{3}\right) \\
r \neq e}} \sum_{\phi: r \rightarrow g(c)} \frac{X_{\phi,\left(K_{3}\right)_{\{r, e\}},\left(K_{3}\right), r, \emptyset}(i)}{\operatorname{aut}\left(K_{3}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& \approx \frac{1}{q(t)} \sum_{e \in E(J)} \sum_{k \geq 0} x_{R, J, \Gamma, \Gamma, \kappa_{e, k}, C}(t) \sqrt{n} n^{f_{2}(R, J)} \\
& +\frac{1}{q(t)} \sum_{f \in E(\Gamma) \backslash E(J)} x_{R, J, \Gamma, \kappa_{f}^{-}, C}(t) a(t) \sqrt{n} n^{f_{2}(R, J)} \\
& +\frac{1}{q(t)} \sum_{c \in C} x_{\phi, J, \Gamma, \kappa, C \backslash c}(t) \sum_{\substack{r, e \in E\left(K_{3}\right) \\
r \neq e}} \frac{x_{\phi,\left(K_{3}\right)_{\{r, e\}},\left(K_{3}\right) r, \emptyset}(t)}{3} \sqrt{n} n^{f_{2}(R, J)} .
\end{aligned}
$$

The only ways to decrease its value other than adding an edge are to close an open pair required by $E(\Gamma) \backslash E(J)$ or add a copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at one of these open pairs or to create a mutual neighbour for a pair of vertices which are required not to have one. Thus

$$
\begin{aligned}
& \mathbb{E}\left(X_{\phi, J, \Gamma, \kappa, C}^{-}(i)\right) \approx \frac{1}{Q(i)} \sum_{f \in E(\Gamma) \backslash E(J)} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i)}\left(1+C_{g(f)}(i)+A_{g(f)}(i)\right) \\
& +\frac{1}{Q(i)} \sum_{c \in \bar{C}} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i)} \sum_{\substack{r, e \in E\left(K_{3}\right) \\
r \neq e}} \sum_{\phi: r \rightarrow g(c)} \frac{X_{\phi,\left(K_{3}\right)_{\{r, e\}},\left(K_{3}\right)}{ }_{r, \vartheta}(i)}{\operatorname{aut}\left(K_{3}\right)} \\
& \approx \frac{x_{R, J, \Gamma, \kappa, C}(t)}{q(t)}\left(\sum_{f \in E(\Gamma) \backslash E(J)}\left(a(t)+c_{1}(t)+c_{2}(t)+c_{3, \kappa(f)}(t)\right)\right. \\
& \left.+\sum_{\substack{c \in \bar{C}}} \sum_{r, e \in E\left(K_{3}\right)} \frac{x_{\phi,\left(K_{3}\right)_{\{r, e\}},\left(K_{3}\right)_{r}, \mathfrak{\emptyset}}(t)}{3}\right) n^{f_{2}(R, J)+1 / 2} .
\end{aligned}
$$

Something similar is true for the case when $J$ contains a copy of $K_{3,3}$. The only difference is in the number of edges which can create a mutual neighbour for a pair of vertices which are required not to have one. Let $L(J)$ be the set of non-edges found in the induced copy of $K_{3,3}$ and note that $L \subseteq \bar{C}$. Also note that once the copy of $K_{3,3}$ has been completed the codegree of the vertex-pairs in $G_{f}\left(K_{3,4}^{-}\right)_{n, i}$ corresponding to the non-edges in $L(J)$ are fixed i.e. they will not change any more during the process. Thus if $K_{3,3} \subseteq J$ then we have that:

$$
\begin{aligned}
\mathbb{E}\left(X_{\phi, J, \Gamma, \kappa, C}^{-}(i)\right) & \approx \frac{1}{Q(i)} \sum_{f \in E(\Gamma) \backslash E(J)} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i)}\left(1+C_{g(f)}(i)+A_{g(f)}(i)\right) \\
& +\frac{1}{Q(i)} \sum_{c \in \bar{C} \backslash L(J)} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i)} \sum_{r, e \in E\left(K_{3}\right)} \sum_{\phi: r \rightarrow g(c)} \frac{X_{\phi,\left(K_{3}\right)_{\{r, e\}},\left(K_{3}\right),, \emptyset}(i)}{\operatorname{aut}\left(K_{3}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& \approx \frac{x_{R, J, \Gamma, \kappa, C}(t)}{q(t)}\left(\sum_{f \in E(\Gamma) \backslash E(J)}\left(a(t)+c_{1}(t)+c_{2}(t)+c_{3, \kappa(f)}(t)\right)\right. \\
& +\sum_{\substack{c \in \bar{C} \backslash L(J)}} \sum_{\substack{r, e \in E\left(K_{3}\right) \\
r \neq e}} \frac{\left.x_{\phi,\left(K_{3}\right)_{\{r, e\}},\left(K_{3}\right)_{r, \emptyset}(t)}^{3}\right) n^{f_{2}(R, J)+1 / 2} .}{} .\left\{\begin{array}{l} 
\\
\end{array}\right)
\end{aligned}
$$

Note that if there is no copy of $K_{3,3}$ in $J$ then $L(J)=\emptyset$. These heuristics suggest the following system of differential equations:

$$
\begin{aligned}
q(t) q_{k}^{\prime}(t) & =q_{k-1}(t) a(t)-q_{k}(t)\left(a(t)+c_{1}(t)+c_{2}(t)+c_{3, k}(t)\right) \\
q(t) x_{R, J, \Gamma, \kappa, C}^{\prime}(t) & =\sum_{e \in E(J)} \sum_{k \geq 0} x_{R, J_{e}, \Gamma, \kappa_{e, k}, C}(t)+\sum_{f \in E(\Gamma) \backslash E(J)} x_{R, J, \Gamma, \kappa_{f}^{-}, C}(t) a(t) \\
& +\sum_{c \in C} x_{\phi, J, \Gamma, \kappa, C \backslash c}(t) \sum_{\substack{r, e \in E\left(K_{3}\right) \\
r \neq e}} \frac{x_{\left.\phi,\left(K_{3}\right)_{\{r,\}}\right\},\left(K_{3}\right)_{r, ~}, \emptyset}(t)}{3} \\
& -x_{R, J, \Gamma, \kappa, C}(t) \sum_{f \in E(\Gamma) \backslash E(J)}\left(a(t)+c_{1}(t)+c_{2}(t)+c_{3, \kappa(f)}(t)\right) \\
& -x_{\phi, J, J, \Gamma, \kappa, C}(t) \sum_{c \in \bar{C} \backslash L(J)} \sum_{r, e \in E\left(K_{3}\right)} \frac{x_{\phi,\left(K_{3}\right)_{\{r,\}},\left(K_{3}\right) r, \emptyset}(t)}{3} .
\end{aligned}
$$

Since the process starts from the empty graph we have that $q_{0}(0)=1 / 2$ and $q_{k}(0)=0$ for $k>0$. Also $x_{R, J, \Gamma, \kappa, C}(0)=1$ if $E(J)=0, C=\emptyset$ and $\kappa$ is the constant 0 function. Otherwise $x_{R, J, \Gamma, \kappa, C}(0)=0$.

In order to find a solution for this system of differential equations we will assume that similarly to all of the previous cases the functions $x_{R, J, \Gamma, \kappa, C}(t)$ can be constructed by multiplying different terms. In the first step assume that we have found functions $q_{k}(t)$, which satisfy the differential equations. We have seen that the number of triangles in the diamond-free process differs from the number of triangles in $G_{n, i}$. Similarly the number of copies of $K_{3,3}$ found in the $K_{3,4}^{-}$process will diverge from the number of copies of $K_{3,3}$ found in $G_{n, i}$. We will first consider cases where $J$ does not contain a copy of $K_{3,3}$.

In the strictly 2-balanced case we have seen that the solution for the differential equations was $x_{R, J, \Gamma}(t)=(2 t)^{e(J)}(2 q(t))^{e(\Gamma)-e(J)}$. In the diamond-free process we have seen that when partitioning the open pairs one just has to replace the $q(t)$ terms with the appropriate $q_{k}(t)$ terms. This indicates the following solution

$$
x_{\phi, J, \Gamma, \kappa}(t)=\sum_{C \subseteq \bar{\Gamma}_{R}} x_{\phi, J, \Gamma, \kappa, C}(t)=(2 t)^{e(J)} \prod_{f \in E(\Gamma) \backslash E(J)}\left(2 q_{\kappa(f)}\right) .
$$

Finally we will rely on the fact that this process is similar to $G_{n, i}$ and thus also to $G_{n, p}$ when $i \approx\binom{n}{2} p$ and since $i=t n^{3 / 2}$ thus $p \approx \frac{2 t}{\sqrt{n}}$. Note that the codegree of a pair of vertices in $G_{n, p}$ follows a Poisson distribution with parameter $\lambda=n p^{2}=(2 t)^{2}$.

Based on these intuitions this suggests the following solutions

$$
x_{R, J, \Gamma, \kappa, C}(t)=(2 t)^{e(J)} \prod_{f \in E(\Gamma) \backslash E(J)}\left(2 q_{\kappa(f)}\right)\left(\exp \left(-4 t^{2}\right)\right)^{|\bar{C}|}\left(1-\exp \left(-4 t^{2}\right)\right)^{|C|}
$$

and one can easily verify that, based on our assumptions, these solutions satisfy the differential equations.

Now consider the function $x_{\phi_{0}, K_{3,3}, K_{3,3}, \kappa_{0}, C}(t)$ and note that this is zero unless $C=\emptyset$ in which case we have that:

$$
\begin{aligned}
q(t) x_{\phi_{0}, K_{3,3}, K_{3,3}, \kappa_{0}, \emptyset}^{\prime}(t) & =\sum_{e \in E\left(K_{3,3}\right)} \sum_{k \geq 0} x_{\phi_{0},\left(K_{3,3}\right), K_{3,3}, \kappa_{e, j}, \emptyset}(t) \\
& =\sum_{k \geq 0} 9(2 t)^{8} 2 q_{k}(t)\left(\exp \left(-(2 t)^{2}\right)\right)^{6} \\
& =18(2 t)^{8} q(t)\left(\exp \left(-(2 t)^{2}\right)\right)^{6}
\end{aligned}
$$

and thus

$$
\begin{aligned}
x_{\phi_{0}, K_{3,3}, K_{3,3}, \kappa_{0}, \emptyset}(t) & =\int_{0}^{t} 18(2 \tau)^{8} \exp \left(-6(2 \tau)^{2}\right) d \tau \\
& =\frac{35 \int_{0}^{t} \mathrm{e}^{-24 \tau^{2}} d \tau}{384}-\mathrm{e}^{-24 t^{2}}\left(96 t^{7}+\frac{7}{2} t^{5}+\frac{35}{24} t^{3}+\frac{35}{384} t\right) .
\end{aligned}
$$

Define the correction factor

$$
\xi(t)=\frac{\int_{0}^{t} 18(2 \tau)^{8} \exp \left(-6(2 \tau)^{2}\right) d \tau}{(2 t)^{9} \exp \left(-6(2 t)^{2}\right)}
$$

where the numerator is the correct form for $x_{\phi_{0}, K_{3,3}, K_{3,3}, \kappa_{0}, \emptyset}(t)$, while the denominator is the form which we would get based on our previous calculations i.e. if we ignored the fact that it is a copy of $K_{3,3}$. Let $\gamma(J)$ be the indicator function that $J$ contains a copy of $K_{3,3}$. Since $\Gamma$ contains at most one copy of $K_{3,3}$, and this copy is induced we have that:

$$
x_{R, J, \Gamma, \kappa, C}(t)=(2 t)^{e(J)} \prod_{f \in E(\Gamma) \backslash E(J)}\left(2 q_{\kappa(f)}\right)\left(\exp \left(-4 t^{2}\right)\right)^{|\bar{C}|}\left(1-\exp \left(-4 t^{2}\right)\right)^{|C|} \xi^{\gamma(J)} .
$$

Note that this also satisfies the system of differential equations assuming that $q_{k}(t)$ satisfies them.

Now we will determine $q_{k}(t)$. Recall that:

$$
\begin{aligned}
a(t) & =\frac{1}{36} \sum_{\substack{r, e \in E\left(K_{3,3}\right) \\
r \neq e}} x_{r,\left(K_{3,3}\right)_{\{r, e\}},\left(K_{3,3}\right)_{r, \emptyset}(t)=2(2 t)^{7} 2 q(t) \exp \left(-(2 t)^{2}\right)^{6}} \\
c_{1}(t) & =\frac{1}{3} \sum_{\left.e \in E\left(\left(K_{3,4}^{-}\right)\right)_{r_{1}}\right)} \sum_{L \subseteq \bar{C} \subseteq E\left(\left(\overline{K_{3,4}^{-}}\right)\right)} x_{r_{1},\left(K_{3,4}^{-}\right)_{\left\{r_{1}, e\right\}},\left(K_{3,4}^{-}\right)_{r_{1}}, C}(t)= \\
& =\frac{1}{3}(2 t)^{9} 2 q(t) \exp \left(-(2 t)^{2}\right)^{6}(9+\xi(t))
\end{aligned}
$$

$$
\begin{aligned}
& c_{2}(t)=\frac{1}{36} \sum_{\substack{r, e \in E\left(K_{3,3}\right) \\
r \neq e}} \sum_{\substack{C \subseteq\left(\overline{K_{3,3}}\right) \\
C \neq \emptyset}} x_{r,\left(K_{3,3}\right)_{\{r, e\}},\left(K_{3,3}\right)_{r}, C}(t) \\
& =2(2 t)^{7} 2 q(t)\left(1-\exp \left(-(2 t)^{2}\right)^{6}\right) \\
& c_{3, k}(t)=6 k \sum_{\substack{r, e \in E\left(K_{3}\right) \\
r \neq e}} \frac{x_{r,\left(K_{3}\right)_{\{r, e\}},\left(K_{3}\right)_{r}}(t)}{3}=6 k 2(2 t)(2 q(t)) .
\end{aligned}
$$

In order to solve the differential equations we again use the connection to $G_{n, p}$ when $p=2 t / \sqrt{n}$. In this graph the number of copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $\{u, v\}$ is Poisson distributed with parameter $(2 t)^{8} / 4$ and thus the probability that there are exactly $k$ of them is

$$
\frac{(2 t)^{8 k}}{4^{k} k!} \exp \left(-\frac{(2 t)^{8}}{4}\right)
$$

Note that $(2 t)^{8} / 4=\int\left(c_{2}(\tau)+a(\tau)\right) / q(\tau) d \tau$ Also the codegree of a vertex pair is Poisson distributed and thus the probability that a vertex pair has codegree zero is $\exp \left(-(2 t)^{2}\right)$. Now if we consider multiple vertex pairs and assume that their codegrees are independent thus the probability that $6 k$ vertex pairs have codegree zero is

$$
\exp \left(-(2 t)^{2}\right)^{6 k}
$$

Note that $24 k t^{2}=\int c_{3, k}(\tau) / q(\tau) d \tau$. This leads us to guess that the the last term needed is

$$
\exp \left(-\int_{0}^{t} \frac{c_{1}(\tau}{q(\tau)} d \tau\right)
$$

Define

$$
F(t)=\int_{0}^{t} \frac{c_{1}(\tau)}{q(\tau)} d \tau=\int_{0}^{t} \frac{1}{3}(2 \tau)^{9} 2 \exp \left(-(2 \tau)^{2}\right)^{6}(9+\xi(\tau)) d \tau
$$

and note that

$$
\begin{aligned}
F(t) & =\int_{0}^{t} 6(2 \tau)^{9} \exp \left(-(2 \tau)^{2}\right)^{6} d \tau+\int_{0}^{t} \int_{0}^{\tau} 18(2 \rho)^{8} \exp \left(-6(2 \rho)^{2}\right) d \rho d \tau \\
& =\frac{1}{216}-\exp \left(-(2 t)^{2}\right)^{6}\left(64 t^{8}+\frac{32}{3} t^{6}+\frac{4}{3} t^{4}+\frac{1}{9} t^{2}+\frac{1}{216}\right) \\
& +\frac{35}{384} t \int_{0}^{t} \exp \left(-(2 \tau)^{2}\right)^{6} d \tau+\left(\frac{114}{18432}\right)\left(\exp \left(-24 t^{2}\right)-1\right) \\
& +\exp \left(-(2 t)^{2}\right)^{6}\left(2 t^{6}+\frac{93}{32} t^{4}+\frac{33}{64} t^{2}\right)
\end{aligned}
$$

We will only need that when $t \leq 1$ then $0 \leq F(t) \leq 1$ and that for $t>1$ there exists a small constant $c$ such that $c t \leq F(t) \leq t$.

Multiplying these terms together, and including a $1 / 2$ term to satisfy the initial conditions, gives us that:

$$
q_{k}(t)=\frac{1}{2} \frac{(2 t)^{8 k}}{4^{k} k!} \exp \left(-\frac{(2 t)^{8}}{4}\right)\left(\exp \left(-(2 t)^{2}\right)\right)^{6 k} \exp (-F(t)) .
$$

Note that summing over $k \geq 0$ gives us

$$
q(t)=\frac{1}{2} \exp \left(\frac{(2 t)^{8}}{4} \exp \left(-6(2 t)^{2}\right)\right) \exp \left(-\frac{(2 t)^{8}}{4}\right) \exp (-F(t)) .
$$

It is easy to verify that $q_{k}(t)$ is in fact the solution. Derive $q_{k}(t)$ according to the product rule. Deriving the first term gives us $a(t) q_{k-1}(t) / q(t)$, the second term gives us $-\left(a(t)+c_{2}(t)\right) q_{k}(t) / q(t)$, the third term gives $-c_{3, k}(t) q_{k}(t) / q(t)$ and the final term gives $-c_{1}(t) q_{k}(t) / q(t)$. Also note that the only terms in $q(t)$ which tend to 0 are $\exp \left(-(2 t)^{8} / 4\right)$ and $\exp (-F(t))$ and that the $\exp \left(-(2 t)^{8} / 4\right)$ term tends to zero much faster. Note that the process contains $q(t) n^{2}$ open pairs. Assuming that the differential equations hold until the end of the process we have that the process terminates once $q(t)=n^{-2}$. Note that this happens when $t=\Theta\left(\log ^{1 / 8} n\right)$ suggesting that the process terminates with $\Theta\left(n^{3 / 2} \log ^{1 / 8} n\right)$ edges. This differs from the strictly 2-balanced case where it is conjectured [6] that the process terminates after $\Theta\left(n^{2-1 / d_{2}(H)} \log ^{1 /(e(H)-1)} n\right)$ steps, as the exponents of the log factors do not match. We will only show that a.a.s. the process runs for $\Omega\left(n^{3 / 2} \sqrt{\log \log n}\right)$ steps.

## Theorem 7.1

The $K_{3,4}^{-}-$free random graph process. a.a.s. contains $\Omega\left(n^{3 / 2} \sqrt{\log \log n}\right)$ edges.

### 7.2 Differential equation proof

### 7.2.1 The Setup

In this section we verify the conditions of Lemma 4.11. In the setup of the Lemma 4.11 set $m=\mu n^{3 / 2} \sqrt{\log \log n}$, where $\mu=1 / 200$. No attempt was made to optimise the value of $\mu$. Also let $s=n^{3 / 2}$. We make several additional restrictions on the random variables described in the previous section, first we are only interested in the random variables $X_{\phi, J, \Gamma, \kappa, C}(i)$ when $\Gamma$ is one of $\left(K_{3}\right)_{r},\left(K_{3,3}\right)_{r}$ or $\left(K_{3,4}^{-}\right)_{r_{1}}$ and $J$ is a proper spanning subgraph of $\Gamma$ i.e. $e(\Gamma)-e(J) \geq 1$. The differential equations imply that since there are only a few open pairs $f$ with many copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$, they will have no significant impact on the outcome of the process. Set $k_{\max }=\log n / 22 \log \log n$. However we still need an estimate for $\sum_{k>k_{\max }} Q_{k}(i)$ and similarly for $\sum_{\kappa: \max \{\kappa\}>k_{\max }} X_{\phi, J, \Gamma, \kappa, C}(i)$. It would be hard to track these sums as even determining their expected change is difficult. Instead of $\sum_{k>k_{\max }} Q_{k}(i)$ we track the number of open pairs $\{\mathbf{u}, \mathbf{v}\}$ which have been in $O_{k}(j)$ for some $k>k_{\text {max }}$ and $j \leq i$, formally

$$
Y_{o}(i)=\left|\bigcup_{j \leq i k>k_{\max }} O_{k}(j)\right| .
$$

Similarly for every random variable $X_{\phi, J, \Gamma, \kappa, C}(i)$ and every $f \in E(\Gamma) \backslash E(J)$ we would like to track $\sum_{\kappa: \max \{\kappa\}>k_{\max }} X_{\phi, J, \Gamma, \kappa, C}(i)$ therefore define

$$
Z_{\phi, J, \Gamma, \kappa, C, S}(i)=|\bigcup_{\substack{j \leq i \\
\kappa_{\begin{subarray}{c}{\prime \\
\kappa^{\prime}: E(\Gamma) \backslash E(J) \rightarrow \mathbb{N} \\
\min _{f \in S} \kappa^{\prime}(f)>\left.k_{\max } \\
\kappa^{\prime}\right|_{E(\Gamma) \backslash(E(J) \cup S)}=\kappa} }} \Xi_{\phi, J, \Gamma, \kappa, C}(j) \mid}\end{subarray}} \bigcup \underbrace{}|
$$

Let $\mathcal{V}=\{q, x, y, z\}$. The elements of $I_{j}$ for $j \in \mathcal{V}$ are as follows:

- $\mathcal{I}_{q}$ is the set of positive integers from 0 to $k_{\text {max }}$
- $\mathcal{I}_{x}$ is the set of quintuples $(\phi, J, \Gamma, \kappa, C)$ such that $(r, \Gamma)$ is one of $\left(r,\left(K_{3}\right)_{r}\right)$, $\left(r,\left(K_{3,3}\right)_{r}\right)$, or $\left(r_{r},\left(K_{3,4}^{-}\right)_{r_{1}}\right)$ such that $\phi: r \rightarrow V\left(G_{f}\left(K_{3,4}^{-}\right)_{n, i}\right)$ is an injective function, $J$ is a proper spanning subgraph of $\Gamma, C \subseteq E\left(\bar{\Gamma}_{R}\right)$ and $\kappa$ : $E(\Gamma) \backslash E(J) \rightarrow\left[k_{\max }\right]$
- $\mathcal{I}_{y}=\{o\}$
- $\mathcal{I}_{z}$ is the set of sextuplets ( $\phi, J, \Gamma, \kappa, C, S$ ) such that $(r, \Gamma)$ is one of $\left(r,\left(K_{3}\right)_{r}\right)$, $\left(r,\left(K_{3,3}\right)_{r}\right)$, or $\left(r_{r},\left(K_{3,4}^{-}\right)_{r_{1}}\right)$ such that $\phi: r \rightarrow V\left(G_{f}\left(K_{3,4}^{-}\right)_{n, i}\right)$ is an injective function, $J$ is a proper spanning subgraph of $\Gamma, C \subseteq E\left(\bar{\Gamma}_{R}\right), S \subseteq E(\Gamma) \backslash E(J)$ and $\kappa: E(\Gamma) \backslash(E(J) \cup S) \rightarrow\left[k_{\text {max }}\right]$.

We are interested in the set of random variables $Q_{k}(i)$ for $k \in \mathcal{I}_{o}, X_{\phi, J, \Gamma, \kappa, C}(i)$ when $(\phi, J, \Gamma, \kappa, C) \in \mathcal{I}_{x}, Y_{o}$ and $Z_{\phi, J, \Gamma, \kappa, C, S}$ when $(\phi, J, \Gamma, \kappa, C, S) \in \mathcal{I}_{z}$. Let $\mathcal{I}=$ $\bigcup_{j \in \mathcal{V}} \mathcal{I}_{j}$. In order to comply with the notation of Lemma 4.11 for $\sigma \in \mathcal{I}_{q}$ we have that $Q_{\sigma}(i)$ plays the role of $X_{\sigma}(i)$ and similarly for $\sigma \in \mathcal{I}_{y}$ and $\sigma \in \mathcal{I}_{z}$ we have that $Y_{\sigma}(i)$ and $Z_{\sigma}(i)$ play the role of $X_{\sigma}(i)$. We will use this notation only when referring to all random variables i.e. to $X_{\sigma}$ for $\sigma \in \mathcal{I}$.

We do not track every random variable through all of the $m$ steps. If $\Gamma$ is either $\left(K_{3,3}\right)_{r}$ or $\left(K_{3,4}^{-}\right)_{r_{1}}$ we stop tracking the random variables $X_{\phi, J, \Gamma, \kappa, C}(i)$ and $Z_{\phi, J, \Gamma, \kappa, C, S}(i)$ for every $S \in E(\Gamma) \backslash E(J)$ if $\phi(r)$ or respectively $\phi\left(r_{1}\right)$ becomes closed or an edge. In case $\Gamma=\left(K_{3}\right)_{r}$ we stop tracking the variables when $\phi(r)$ becomes a non-edge in a copy of $K_{3,3}$ in $G_{f}\left(K_{3,4}^{-}\right)_{n, i}$.

Define

$$
\begin{aligned}
W & =420 \\
\varepsilon & =1 / 66 \\
u_{\sigma} & =\log ^{2} n \\
\tau_{\sigma} & =\log n \\
S_{k} & =S_{o}=n^{2} \\
S_{r, J, \Gamma, \kappa, \zeta} & =S_{r, J, \Gamma, \kappa, C, C, S}=n^{f_{2}(r, J)} \\
\beta_{k} & =\frac{1}{k!}
\end{aligned}
$$

$$
\begin{aligned}
\beta_{r, J, \Gamma, \kappa, C} & =\prod_{f \in E(\Gamma) \backslash E(J)} \beta_{\kappa(f)} \\
\lambda_{\sigma} & =\beta_{\sigma} n^{\varepsilon} \\
\beta_{o} & =1 \\
\beta_{r, J, \Gamma, \kappa, C, S} & =\prod_{f \in E(\Gamma) \backslash(E(J) \cup S)} \beta_{\kappa(f)} \\
s_{\sigma} & =n^{(1 / 22)-\varepsilon} \\
f_{k}(t) & =\beta_{k} 2 q(t) \exp \left(24 W k_{\max }\left(t^{2}+t\right)\right) \\
f_{r, J, \Gamma, \kappa, C}(t) & =(2 q(t))^{e(\Gamma)-e(J)} \beta_{r, J, \Gamma, \kappa, C} \exp \left(24 W k_{\max }\left(t^{2}+t\right)\right) \\
f_{o} & =(2 q(t)) \exp \left(24 W k_{\max }\left(t^{2}+t\right)\right) \\
f_{r, J, \Gamma, \kappa, C, S}(t) & =(2 q(t))^{e(\Gamma)-e(J)} \beta_{r, J, \Gamma, \kappa, C, S} \exp \left(24 W k_{\max }\left(t^{2}+t\right)\right) .
\end{aligned}
$$

Also define $f(t)=\sum_{k>0} f_{k}(t)=\mathrm{e} 2 q(t) \exp \left(W\left(24 k_{\max }\left(t^{2}+t\right)\right)\right.$ and note that $f_{k}(t)=$ $f(t) /(\mathrm{e} k!)$. If we can show that the conditions of Lemma 4.11 hold then we will have that for every $\sigma \in \mathcal{I}$

$$
X_{\sigma}=\left(x_{\sigma} \pm \frac{f_{\sigma}}{s_{\sigma}}\right) S_{\sigma}
$$

where $q_{k}(t)$ and $x_{r, J, \Gamma, \kappa, C}(t)$ are as in the previous chapter and $y_{o}(t)=0$ and $z_{r, J, \Gamma, \kappa, C, S}(t)=0$.

Next we define the event $\mathcal{H}_{i}$. The event $\mathcal{H}_{i}$ is the union of several events, most of which concern the number of overlapping rooted graphs.

## Definition 7.1

For a set of graphs $F_{i}$ where $i=1 . . k$ define the set $F_{1} \otimes F_{2} \otimes \ldots \otimes F_{k}$ as the set of $k+1$ tuples $\left(g_{1}, g_{2}, \ldots, g_{k}, F\right)$ where $g_{i}: V\left(F_{i}\right) \rightarrow V(F)$ are injective functions for $i=1 . . k$ such that the following hold

- $V(F)=\bigcup_{i=1}^{k} g_{i}\left(V\left(F_{i}\right)\right)$
- $E(F)=\bigcup_{i=1}^{k} g_{i}\left(E\left(F_{i}\right)\right)$
- for every $i, j \in[k]$ with $i \neq j$ we have that $g_{i}\left(E\left(F_{i}\right)\right) \neq g_{j}\left(E\left(F_{j}\right)\right)$.

The first event is $\mathcal{B}_{i}$. Consider the rooted graphs $\left(r^{\prime}, F\right)$ which are formed of two copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$, with shared roots and an overlapping non-edge. Formally $\left(r^{\prime}, F\right)=\left(g_{1}(r), F\right)$ where $\left(g_{1}, g_{2}, F\right) \in\left(\left(K_{3,3}\right)_{r}\right) \otimes\left(\left(K_{3,3}\right)_{r}\right)$ such that $g_{1}(r)=g_{2}(r)$, and there exists $e_{1}, e_{2} \in E\left(\overline{K_{3,3}}\right)$ such that $g_{1}\left(e_{1}\right)=g_{2}\left(e_{2}\right)$. Let $\mathcal{B}_{i}$ be the event that for every $j \leq i$ we have that for any such rooted graph the total number of copies of $F$ in $G_{f}\left(K_{3,4}^{-}\right)_{n, j}$ such that $\left(r^{\prime}, F\right)$ is rooted at an open pair is at most $f(t) n^{\varepsilon}$.

Let $\mathcal{C}_{i}$ be the event that for every $j \leq i$ we have that

- for any pair of vertices $u, v \in V\left(G_{f}\left(K_{3,4}^{-}\right)_{n, j}\right)$ with $u \neq v$ and for any rooted graph $(r, F) \in\left\{\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right),\left(r,\left(K_{3}\right)_{r}\right),\left(r,\left(K_{3,3}\right)_{r}\right)\right\}$ we have that the number of edges which when inserted into $G_{f}\left(K_{3,4}^{-}\right)_{n, j}$ would create multiple copies of $(r, F)$ rooted at $u, v$ is at most $f(t) \sqrt{n} / n^{1 / 11}$
- for any four vertices $u_{1}, u_{2}, v_{1}, v_{2} \in V\left(G_{f}\left(K_{3,4}^{-}\right)_{n, i}\right)$, with $u_{1} \neq v_{1}, u_{2} \neq v_{2}$ and for $\left(r_{1}, F_{1}\right),\left(r_{2}, F_{2}\right) \in\left\{\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right),\left(r,\left(K_{3}\right)_{r}\right),\left(r,\left(K_{3,3}\right)_{r}\right)\right\}$ the number of edges which when inserted into $G_{f}\left(K_{3,4}^{-}\right)_{n, j}$ would create both a copy of $\left(r_{1}, F_{1}\right)$ at $\left\{u_{1}, v_{1}\right\}$ and $\left(r_{2}, F_{2}\right)$ at $u_{2}, v_{2}$ is at most $f(t) \sqrt{n} / n^{1 / 11}$.

The event $\mathcal{D}_{i}$ holds if for every $j \leq i$ the following hold. Select a rooted graph $(r, \Gamma) \in\left\{\left(r,\left(K_{3}\right)_{r}\right),\left(r,\left(K_{3,3}\right)_{r}\right),\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right)\right\}$ and let $(r, J)$ be a proper spanning subgraph of $(r, \Gamma)$. Also let $\left(r_{2}, F_{2}\right) \in\left\{\left(r,\left(K_{3}\right)_{r}\right),\left(r,\left(K_{3,3}\right)_{r}\right),\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right)\right\}$. Then for any $\left(g_{1}, g_{2}, F\right) \in\left(J \otimes F_{2}\right)$ such that $g_{2}\left(r_{2}\right) \subseteq g_{1}(V(J))$ and $g_{1}(E(\Gamma) \backslash E(J)) \cap$ $g_{2}\left(E\left(F_{2}\right)\right)=\emptyset$ we have that for any pair of distinct vertices $u, v \in V\left(G_{f}\left(K_{3,4}^{-}\right)_{n, j}\right)$ the number of edges which when inserted into the graph would create a copy of $\left(g_{1}(r), F\right)$ rooted at $\{u, v\}$ in $G_{f}\left(K_{3,4}^{-}\right)_{n, j}$ is $O\left(n^{f_{2}(r, J)} n^{\varepsilon}\right)$.

Finally let $\mathcal{E}_{i}$ be the event that for every $j \leq i$ the Boundedness hypothesis holds. Define

$$
\mathcal{H}_{i}=\mathcal{B}_{i} \cap \mathcal{C}_{i} \cap \mathcal{D}_{i} \cap \mathcal{E}_{i} .
$$

Note that in $\mathcal{C}_{i}$ and $\mathcal{D}_{i}$ we are considering non-edges not open pairs. This is clearly an upper bound on the number of open pairs which satisfy the conditions.

Now we can state the Theorem

## Definition 7.2

Let $\mathcal{G}_{m}$ be the event that for every $\sigma \in \mathcal{I}$ and every $i \leq m$ we have that

$$
X_{\sigma}(i)=\left(x_{\sigma}(t) \pm \frac{f_{\sigma}(t)}{s_{\sigma}}\right) S_{\sigma}
$$

## Theorem 7.2

We have that $\mathcal{G}_{m}$ holds a.a.s. for $m=\mu n^{3 / 2} \sqrt{\log \log n}$.
Proof We will use Lemma 4.11 for the proof. The trend hypothesis is verified in Corollary 7.14. Note that the boundedness hypothesis follows from the condition on the high probability events. The initial conditions follow from Lemma 7.15. We show that the number of variables is bounded in Lemma 7.16. The fact that $\mathcal{H}_{i}$ is a high probability event follows from Corollary 7.30. Finally the remaining technical assumptions are verified in Lemma 7.31.

Proof (Theorem 7.1) Theorem 7.2 implies that there are still $n^{2-o(1)}$ open pairs after $m$ steps.

### 7.2.2 Basic Observations

Before continuing we first consider how two copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at the same or different open pairs in $G_{f}\left(K_{3,4}^{-}\right)_{n, i}$ can overlap.

We start by considering two copies rooted at the same open pair.

## Lemma 7.3

Let $\{u, v\} \in O(i)$ then any edge adjacent to $u$ or $v$ can be found in at most one copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $\{u, v\}$.

Proof Without loss of generality assume that it is adjacent to $u$ and let $w$ denote the other end of the edge. Note that $v \neq w$ and that $v, w$ must have exactly 2 mutual neighbours as two are needed for $\{u, w\}$ to be in a copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $\{u, v\}$, but more than two would imply that the presence of a copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $\{u, v\}$ including the $\{u, w\}$ edge would also imply the presence of $\left(r_{3},\left(K_{3,4}^{-}\right)_{r_{3}}\right)$ rooted at $\{u, v\}$. Denote the vertices connected to both $u$ and $w$ with $w_{1}$ and $w_{2}$. A similar argument gives us that $w_{1}$ and $w_{2}$ can have at most one mutual neighbour other then $v$ and $w$. This restricts us to one possibility of $\left(r,\left(K_{3,3}\right)_{r}\right)$ containing $\{u, w\}$ as an edge.

## Lemma 7.4

For $\{u, v\} \in O(i)$ any edge is found in at most two copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $\{u, v\}$.
Proof In Lemma 7.3 we have seen that if the edge is adjacent to $u$ or $v$ then we can have at most one copy. Now assume that $\left\{w_{1}, w_{2}\right\}$ is not adjacent to either $u$ or $v$. In order for $\left\{w_{1}, w_{2}\right\}$ to be an edge in a copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $\{u, v\}$ the copy must also contain either $\left\{u, w_{1}\right\}$ or $\left\{u, w_{2}\right\}$ as an edge. Since there are at most one of each of these thus at most two copies containing $\left\{w_{1}, w_{2}\right\}$.

## Lemma 7.5

Let $f \in O(i)$. Assume that there are two copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$ which share a non-edge in addition to $f$. Then we have that the two copies create the following construction rooted at $f$ :


Figure 7.1: Overlap at an open pair

Proof Let two copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$ share $\left\{w_{1}, w_{2}\right\}$ as a non-edge and let $f=\{u, v\}$. There are two cases based on whether $\left\{w_{1}, w_{2}\right\} \cap\{u, v\}=\emptyset$ or not.

In case $\left\{w_{1}, w_{2}\right\} \cap\{u, v\} \neq \emptyset$ then without loss of generality we may assume that $v=w_{1}$ and thus any copies which share $\left\{w_{1}, w_{2}\right\}$ as a non-edge, must also contain $\left\{u, w_{2}\right\}$ as an edge. However no two copies may share an edge adjacent to $\{u, v\}$ according to Lemma 7.3. Otherwise since $f$ is open and $\left\{w_{1}, w_{2}\right\}$ is a non-edge in a copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$ thus $\left\{w_{1}, w_{2}\right\}$ has exactly 2 mutual neighbours other than $u$ and $v$. Denote these vertices by $w_{3}$ and $w_{4}$. Thus both copies must be on the same set of vertices and the edges spanned by $w_{1}, w_{2}, w_{3}, w_{4}$ can be found in both copies. Since for $i=1 . .4$ the edge $\left\{u, w_{i}\right\}$ and $\left\{v, w_{i}\right\}$ can be found in at most one copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$ hence none of the remaining edges may overlap. The result follows.

### 7.2.3 Approximations

In the following we introduce several approximations which we will rely on heavily while verifying the trend hypothesis for Lemma 4.11.

The first of these is that when $0 \leq a \leq 1 / 2$ then

$$
\frac{1}{1 \pm a}=1 \pm 2 a .
$$

Also according to Stirling's formula

$$
\begin{aligned}
k_{\max }! & =(1+o(1)) \sqrt{2 \pi k_{\max }}\left(\frac{k_{\max }}{e}\right)^{k_{\max }} \\
& =n^{o(1)} \exp \left(\frac{\log n}{22 \log \log n}(1+o(1)) \log \log n\right)=n^{1 / 22+o(1)}
\end{aligned}
$$

and note that $1 / k_{\max }!=o\left(1 / s_{\sigma}\right)$ and also $\left(k_{\max }!\right)^{10}=o\left(n^{1 / 2-\varepsilon}\right)$. We also have that if $\mathcal{G}_{i}$ holds then for every $\sigma \in \mathcal{I}_{q} \cup \mathcal{I}_{x}$ we have that $X_{\sigma}=(1+o(1)) x_{\sigma} S_{\sigma}$, due to the fact that in these cases $x_{\sigma}=\omega\left(\beta_{\sigma} n^{-\varepsilon}\right)$ and $f_{\sigma} \leq \beta_{\sigma} n^{\varepsilon}$.

## Lemma 7.6

We have that

$$
q_{k}(t) \leq\left(\frac{(2 t)^{8}}{4} \exp \left(-6(2 t)^{2}\right)\right)^{k} \frac{q(t)}{k!} \leq \frac{q(t)}{k!}
$$

Proof The first inequality follows from the fact that $\exp \left((2 t)^{8} \exp \left(-(2 t)^{2}\right)^{6} / 4\right) \geq 1$ and the second follows from the fact that $(2 t)^{8} \exp \left(-(2 t)^{2}\right)^{6} / 4<1 / 4$.

Since $e(J) \leq 9$ we have that

$$
x_{r, J, \Gamma, \kappa, \kappa}(t) \leq(2 t)^{e(J)} \prod_{f \in E(\Gamma) \backslash E(J)} 2 q_{k}(t) \leq\left((2 t)^{9}+1\right)(2 q(t))^{e(\Gamma)-e(J)} \beta_{r, J, \Gamma, \kappa, C} .
$$

Also note that

$$
\begin{align*}
(2 t)^{7} \exp \left(-(2 t)^{2}\right)^{6} & <\frac{1}{4}  \tag{7.4}\\
(2 t)^{8} \exp \left(-(2 t)^{2}\right)^{6} & <\frac{1}{4}  \tag{7.5}\\
\left((2 t)^{9}+1\right)(2 t)^{7} \exp \left(-(2 t)^{2}\right)^{6} & <\frac{1}{4}  \tag{7.6}\\
\left((2 t)^{9}+1\right)(2 t)^{8} \exp \left(-(2 t)^{2}\right)^{6} & <\frac{1}{4} . \tag{7.7}
\end{align*}
$$

## Lemma 7.7

Assuming that $\mathcal{G}_{i}$ and $\mathcal{H}_{i}$ hold then

$$
Q(i)=\left(q(t) \pm \frac{3 f(t)}{s_{\sigma}}\right) n^{2}
$$

Proof Note that Taylor's theorem using the Lagrange form of the remainder implies that

$$
e^{x}=\sum_{k=0}^{k_{\max }} \frac{x^{k}}{k!} \pm e^{x} \frac{x^{k+1}}{(k+1)!}
$$

Note that when $x \leq 1 / 16$ then $e^{x} \leq 2$. Set $x=(2 t)^{8} \exp \left(-(2 t)^{2}\right)^{6} / 4$ and (7.5) implies that $(2 t)^{8} \exp \left(-(2 t)^{2}\right)^{6} / 4 \leq 1 / 16$. Therefore

$$
\begin{aligned}
\exp \left(\frac{(2 t)^{8}}{4} \exp \left(-(2 t)^{2}\right)^{6}\right) & =\sum_{k=0}^{k_{\max }} \frac{(2 t)^{8 k}}{4^{k} k!} \exp \left(-(2 t)^{2}\right)^{6 k} \\
& \pm 2 \frac{(2 t)^{8(k+1)}}{4^{k+1}(k+1)!} \exp \left(-(2 t)^{2}\right)^{6(k+1)}
\end{aligned}
$$

This implies that

$$
\begin{aligned}
q(t) & =\sum_{k=0}^{\infty} q_{k}(t)=\exp \left(-\frac{(2 t)^{8}}{4}\right) \exp \left(-F(t) \sum_{k=0}^{\infty} \frac{(2 t)^{8 k}}{4^{k} k!} \exp \left(-(2 t)^{2}\right)^{6 k}\right. \\
& =\exp \left(-\frac{(2 t)^{8}}{4}\right) \exp \left(-F(t) \sum_{k=0}^{k_{\max }} \frac{(2 t)^{8 k}}{4^{k} k!} \exp \left(-(2 t)^{2}\right)^{6 k}\right. \\
& \pm 2 \exp \left(-\frac{(2 t)^{8}}{4}\right) \exp \left(-F(t) \frac{(2 t)^{k+1}}{4^{k+1}(k+1)!} \exp \left(-(2 t)^{2}\right)^{6(k+1)}\right. \\
& =\sum_{k=1}^{k_{\max }} q_{k}(t) \pm 2 q_{k+1}(t)=\sum_{k=1}^{k_{\max }} q_{k}(t) \pm 2 \max _{t \geq 0} q_{k+1}(t)
\end{aligned}
$$

as we are only interested in cases when $t \geq 0$. Thus we have that

$$
\begin{aligned}
Q(i) & =\sum_{k=0}^{\infty} Q_{k}(i)=\sum_{k=0}^{k_{\max }} Q_{k}(i) \pm Y_{o}(i)=\sum_{k=0}^{k_{\max }}\left(q_{k}(t) \pm \frac{f_{k}(t)}{s_{\sigma}}\right) n^{2} \pm \frac{f(t)}{s_{\sigma}} n^{2} \\
& =\left(q(t) \pm \frac{f(t)}{s_{\sigma}}\right) n^{2} \pm 2 \max _{t \geq 0}\left(q_{k_{\max }+1}(t)\right) n^{2} \pm \frac{f(t)}{s_{\sigma}} n^{2} .
\end{aligned}
$$

Now all we have to show is that $2 \max _{t \geq 0}\left(q_{k_{\max }+1}(t)\right) \leq f(t) / s_{\sigma}$ in fact we will show that $q_{k_{\max }+1}(t)=o\left(1 / s_{\sigma}\right)$. We have for every $k$ that

$$
2 q_{k}(t) \leq 2 \frac{q(t)}{k!}=O\left(\frac{1}{k!}\right) .
$$

Subbing in $k=k_{\max }+1$ gives us that

$$
2 q_{k_{\max }+1}(t) \leq n^{-1 / 22+o(1)}=o\left(\frac{1}{s_{\sigma}}\right)
$$

completing the proof.
Recall that $\gamma$ was the indicator function whether a graph contains a copy of $K_{3,3}$.

## Lemma 7.8

Select $(r, \Gamma) \in\left\{\left(r,\left(K_{3}\right)_{r}\right),\left(r,\left(K_{3,3}\right)_{r}\right),\left(r,\left(K_{3,4}^{-}\right)_{r_{1}}\right)\right\}$ and $J$ a spanning subgraph of $\Gamma$ such that $e(J) \geq 1$. Fix $\phi: r \rightarrow V\left(G_{f}\left(K_{3,4}^{-}\right)_{n, i}\right)$ with $\phi(r)=\{u, v\}$ such that $X_{\phi, J, \Gamma, \kappa, C}(i)$ is still tracked. Assuming that $\mathcal{G}_{i}$ and $\mathcal{H}_{i}$ holds then for any $e \in E(J)$ we have that

$$
\sum_{k \geq 0} X_{\phi, J_{e}, \Gamma, \kappa_{e, k}, C}(i)=\left(\frac{2 q(t) x_{\phi, J_{e}, \Gamma, \kappa, C}(t)}{(2 t)^{1-\gamma(J)}(\xi(t))^{\gamma(J)}} \pm \frac{3 \mathrm{e} 2 q(t) f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) n^{f_{2}(r, J)} \sqrt{n} .
$$

Proof Let $e(t)=2 q(t) f_{r, J, \Gamma, \kappa, C}(t)$ then we have that

$$
\begin{aligned}
\sum_{k \geq 0} X_{\phi, J_{e}, \Gamma, \kappa_{e, k}, C}(i) & =\sum_{k=0}^{k_{\max }} X_{\phi, J_{e}, \Gamma, \kappa_{e, k}, C}(i) \pm Z_{\phi, J_{e}, \Gamma, \kappa, C, e}(i) \\
& =\sum_{k=0}^{k_{\max }}\left(x_{r, J_{e}, \Gamma, \kappa_{e, k}, C}(t) \pm \frac{1}{k!} \frac{e(t)}{s_{\sigma}}\right) n^{f_{2}\left(r, J_{e}\right)} \pm\left(\frac{e(t)}{s_{\sigma}}\right) n^{f_{2}\left(r, J_{e}\right)} \\
& =\left(\frac{2 q(t) x_{r, J, \Gamma, \kappa, C}(t)}{(2 t)^{1-\gamma(J)}(\xi(t))^{\gamma(J)}} \pm \zeta \pm \frac{(2 e) e(t)}{s_{\sigma}}\right) n^{f_{2}\left(r, J_{e}\right)}
\end{aligned}
$$

where $\zeta=2 \max _{t \geq 0} x_{r, J_{e}, \Gamma, \kappa_{e, k_{\max }+1}, C}(t)$ and similarly as before all we have to show is that $2 \max _{t \geq 0} x_{r, J_{e}, \Gamma, \kappa_{e, k_{\max }+1} C}(t) \leq \beta_{r, J, \Gamma, \kappa, C} / s_{\sigma}$. Note that

$$
2 x_{r, J_{e}, \Gamma, \kappa_{e, k_{\max }+1, C}(t) \leq 2\left((2 t)^{9}+1\right) \frac{1}{k_{\max }!} \beta_{r, J, \Gamma, \kappa, C} . . . . . . .}
$$

Also $t=O(\sqrt{\log \log n})$ and thus

$$
2 x_{r, J_{e}, \Gamma, \kappa_{e}, k_{\max }+1, C}(t) \leq n^{-1 / 22+o(1)} \beta_{r, J, \Gamma, \kappa, C} \leq \frac{\beta_{r, J, \Gamma, \kappa, C}}{s_{\sigma}}
$$

completing the proof.
Note that when $e(\Gamma)-e(J)=1$ then we have that $f_{r, J, \Gamma, k, C}(t)=f_{k}(t)$ and thus $\sum_{k \geq 0} f_{r, J, \Gamma, k, C}(t)=f(t)$.

### 7.2.4 Trend hypothesis

In the following Lemmas we verify that the trend hypothesis holds.

## Lemma 7.9

For all $0 \leq i \leq m$ and $k \in \mathcal{I}_{q}$, whenever $\mathcal{G}_{i} \cap \mathcal{H}_{i}$ holds there exists a smooth function $h_{k}(t)$ such that

$$
\mathbb{E}\left(Q_{k}^{ \pm}(i) \mid \mathcal{F}_{i}\right)=\left(q_{k}^{ \pm} \pm \frac{h_{k}(t)}{s_{\sigma}}\right) \sqrt{n}
$$

and

$$
f_{k}(t) \geq 2 \int_{0}^{t} h_{k}(\tau) d \tau+\beta_{\sigma}
$$

Proof We first consider $Q_{k}^{+}(i)$. Clearly if $k=0$ then $Q_{k}^{+}(i)=0$ so we are only interested in the cases when $k>0$. In (7.2) we used the estimate

$$
\mathbb{E}\left(Q_{k}^{+}(i)\right) \approx \frac{1}{Q(i)} \sum_{f \in O_{k-1}(i)} A_{f}(i) .
$$

This estimate assumed that inserting an edge creates at most one copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$. However this is not the case, but according to Lemma 7.4 we have that for any given open pair of vertices inserting any open pair can create at most 2 copies. Since we are in the event $\mathcal{C}_{i}$ there are at most $f(t) \sqrt{n} / n^{1 / 11}$ such open pairs. Since we are in $\mathcal{G}_{i}$ we have that $Q_{k-2}(i) \leq(k-1) Q_{k-1}(i)$ thus

$$
\begin{aligned}
\mathbb{E}\left(Q_{k}^{+}(i)\right) & =\frac{1}{Q(i)}\left(\sum_{f \in O_{k-1}(i)}\left(A_{f}(i)\right) \pm Q_{k-2}(i) \frac{f(t)}{n^{1 / 11}} \sqrt{n}\right) \\
& =\frac{1}{Q(i)}\left(\sum_{f \in O_{k-1}(i)}\left(A_{f}(i)\right) \pm \frac{(k-1) f(t)}{n^{1 / 11}} Q_{k-1}(i) \sqrt{n}\right) \\
& =\frac{1}{Q(i)}\left(\sum_{f \in O_{k-1}(i)}\left(A_{f}(i) \pm \frac{f(t)}{s_{\sigma}} \sqrt{n}\right)\right) .
\end{aligned}
$$

We already established the following estimate in (7.1):

$$
A_{f}(i) \approx \frac{1}{\operatorname{aut}\left(K_{3,3}\right)} \sum_{r, e \in E\left(K_{3,3}\right)} \sum_{\phi: r \rightarrow\{u, v\}} \sum_{k \geq 0} X_{\phi,\left(K_{3,3}\right)_{\{r, e\}},\left(K_{3,3}\right)_{r}, k, \emptyset}(i) .
$$

However some of these edges might create multiple copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$ and thus should not be counted. Note that assuming $\mathcal{C}_{i}$ there are at most $f(t) \sqrt{n} / n^{1 / 11}$ of these and each of them is counted at most twice. Also inserting some of these edges might not just create a copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$ it could also close $f$. Note that this happens if inserting an edge not only creates a copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$ it also creates one of the following

- a copy of $\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right)$ rooted at $f$
- a second copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$
- a copy of $\left(r,\left(K_{3}\right)_{r}\right)$ rooted at a non-edge of the already present $k-1$ copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$.

Since we are in the event $\mathcal{C}_{i}$ there are at most $(6(k-1)+2) f(t) \sqrt{n} / n^{1 / 11}$ such open pairs. Therefore by applying Lemma 7.8

$$
\begin{aligned}
A_{f}(i) & =2\left((2 t)^{7} 2 q(t) \exp \left(-6(2 t)^{2}\right) \pm \frac{3 f(t)}{s_{\sigma}}\right) \sqrt{n} \pm \frac{(6 k-3) f(t)}{n^{1 / 11}} \sqrt{n} \\
& =\left(2(2 t)^{7} 2 q(t) \exp \left(-6(2 t)^{2}\right) \pm \frac{6 f(t)}{s_{\sigma}}\right) \sqrt{n} \pm \frac{f(t)}{s_{\sigma}} \sqrt{n} \\
& =\left(2(2 t)^{7} 2 q(t) \exp \left(-6(2 t)^{2}\right) \pm \frac{7 f(t)}{s_{\sigma}}\right) \sqrt{n} .
\end{aligned}
$$

Recall that we already had an $f(t) / s_{\sigma}$ error term and by applying Lemma 7.7 we have that

$$
\mathbb{E}\left(Q_{k}^{+}(i)\right)=\frac{\sqrt{n}}{q(t) \pm \frac{3 f(t)}{s_{\sigma}}}\left(q_{k-1}(t) \pm \frac{f_{k-1}(t)}{s_{\sigma}}\right)\left(2(2 t)^{7} 2 q(t) \exp \left(-6(2 t)^{2}\right) \pm \frac{8 f(t)}{s_{\sigma}}\right)
$$

Note that for our range of $t$ we have that $0 \leq 3 f(t) /\left(q(t) s_{\sigma}\right) \leq 1 / 2$ and thus

$$
\begin{aligned}
& \frac{1}{q(t) \pm \frac{3 f(t)}{s_{\sigma}}}\left(q_{k-1}(t) \pm \frac{f_{k-1}(t)}{s_{\sigma}}\right)\left(2(2 t)^{7} 2 q(t) \exp \left(-6(2 t)^{2}\right) \pm \frac{8 f(t)}{s_{\sigma}}\right) \\
& =\frac{1}{q(t)} \frac{1}{1 \pm \frac{3 f(t)}{q(t) s_{\sigma}}}\left(q_{k-1}(t) \pm \frac{f_{k-1}(t)}{s_{\sigma}}\right)\left(2(2 t)^{7} 2 q(t) \exp \left(-6(2 t)^{2}\right) \pm \frac{8 f(t)}{s_{\sigma}}\right) \\
& =\frac{1}{q(t)}\left(1 \pm \frac{6 f(t)}{q(t) s_{\sigma}}\right)\left(q_{k-1}(t) \pm \frac{f_{k-1}(t)}{s_{\sigma}}\right)\left(2(2 t)^{7} 2 q(t) \exp \left(-6(2 t)^{2}\right) \pm \frac{8 f(t)}{s_{\sigma}}\right) \\
& =\left(2(2 t)^{7} 2 q(t) \exp \left(-6(2 t)^{2}\right) \frac{q_{k-1}(t)}{q(t)} \pm \frac{h_{k}^{+}(t)}{s_{\sigma}}\right) \\
& =\left(4(2 t)^{7} \exp \left(-6(2 t)^{2}\right) q_{k-1}(t) \pm \frac{h_{k}^{+}(t)}{s_{\sigma}}\right) \\
& =q_{k}^{+}(t) \pm \frac{h_{k}^{+}(t)}{s_{\sigma}}
\end{aligned}
$$

where

$$
\begin{aligned}
h_{k}^{+}(t) & =\frac{6 f(t) q_{k-1}(t) 2(2 t)^{7} 2 q(t) \exp \left(-6(2 t)^{2}\right)}{q^{2}(t)}+\frac{f_{k-1}(t) 2(2 t)^{7} 2 q(t) \exp \left(-6(2 t)^{2}\right)}{q(t)} \\
& +\frac{q_{k-1}(t) 8 f(t)}{q(t)}+o(1 / k!) .
\end{aligned}
$$

Using (7.4) and Lemma 7.6 gives us that:

$$
h_{k}^{+}(t) \leq 6 \frac{q_{k-1}(t)}{q(t)} f(t)+f_{k-1}(t)+8 \frac{q_{k-1}(t)}{q(t)} f(t)=\frac{14}{(k-1)!} f(t)+f_{k-1}(t) .
$$

We also have that $f(t) /(k-1)!\leq \mathrm{e} f_{k-1}(t)$ thus

$$
h_{k}^{+}(t) \leq(14 \mathrm{e}+1) f_{k-1}(t)=(14 \mathrm{e}+1) k f_{k}(t) \leq 43 k f_{k}(t) .
$$

Next we consider $\mathbb{E}\left(Q_{k}^{-}(i)\right)$. (7.3) implies that

$$
\mathbb{E}\left(Q_{k}^{-}(i)\right) \approx \frac{1}{Q(i)} \sum_{f \in O_{k}(i)} A_{f}(i)+C_{f}(i)
$$

Next we partitioned the set of open pairs which contribute to $C_{f}(i)$ into three parts, $C_{f, 1}(i), C_{f, 2}(i)$ and $C_{f, 3}(i)$ depending on the structure this last edge completes. Note that inserting an open pair can possibly complete multiple structures, which would remove it from $O_{k}(i)$, at the same time, however since we are in the event $\mathcal{C}_{i}$ there are at most $(6 k+2)^{2} f(t) \sqrt{n} / n^{1 / 11} \leq \log ^{2} n f(t) \sqrt{n} / n^{1 / 11}$ such pairs. Thus

$$
\begin{aligned}
\mathbb{E}\left(Q_{k}^{-}(i)\right) & =\frac{1}{Q(i)}\left(\sum_{f \in O_{k}(i)} A_{f}(i)+C_{f, 1}(i)+C_{f, 2}(i)+C_{f, 3}(i) \pm \log ^{2} n \frac{f(t)}{n^{1 / 11}} \sqrt{n}\right) \\
& =\frac{1}{Q(i)}\left(\sum_{f \in O_{k}(i)} A_{f}(i)+C_{f, 1}(i)+C_{f, 2}(i)+C_{f, 3}(i) \pm \frac{f(t)}{s_{\sigma}} \sqrt{n}\right) .
\end{aligned}
$$

We will examine the terms individually. Note that a similar argument as before gives us that

$$
\frac{1}{Q(i)} \sum_{f \in O_{k}(i)} A_{f}(i)=\left(4(2 t)^{7} \exp \left(-6(2 t)^{2}\right) q_{k}(t) \pm \frac{43 f_{k}(t)}{s_{\sigma}}\right) \sqrt{n}
$$

Note that there is a $k$ factor difference to our previous calculations which is due to the fact that this time we sum over the open pairs in $O_{k}(i)$ instead of the open pairs in $O_{k-1}(i)$ and thus would end up with an error term of $43(k+1) f_{k+1}(t)=43 f_{k}(t)$. We continue with the $C_{f, 1}(i)$ term. Note the additional $f(t) \sqrt{n} / s_{\sigma}$ term at the end which is for completing multiple copies.

$$
\begin{aligned}
& C_{f, 1}(i)=\sum_{e \in E\left(\left(K_{3,4}^{-}\right)\right.} \sum_{\left.r_{1}\right)} \sum_{\left.L \subseteq \bar{C} \subseteq E\left(\overline{K_{3,4}^{-,}}\right)\right)} \frac{\left.X_{\phi,\left(K_{3,4}^{-}\right)}\right)_{\left.r_{1}, e\right\}}\left(K_{3,4}^{-}\right) r_{1}, C}{}(i) \\
& \operatorname{aut}\left(r_{1}, H_{r_{1}}\right) \\
& \\
&=\left(\frac{1}{3}(2 t)^{9} 2 q(t) \exp \left(-(2 t)^{2}\right)^{6}(9+\xi(t)) \pm \frac{2 \cdot 10 \cdot 2^{10} \cdot 3+1}{s_{\sigma}} f(t)\right) \sqrt{n}
\end{aligned}
$$

where the 2 in the error term comes from the two options for $\phi$, the 10 is for the 10 edges and $2^{10}$ is from the 10 non-edges which have to be considered. Therefore:

$$
\begin{aligned}
\frac{1}{Q(i)} \sum_{f \in O_{k}(i)} C_{f, 1}(i) & =\frac{1}{q(t) \pm \frac{3 f(t)}{s_{\sigma}}}\left(q_{k}(t) \pm \frac{f_{k}(t)}{s_{\sigma}}\right) \\
& \left(\frac{1}{3}(2 t)^{9} 2 q(t) \exp \left(-(2 t)^{2}\right)^{6}(9+\xi(t)) \pm \frac{2^{16}}{s_{\sigma}} f(t)\right) \sqrt{n} \\
& =\frac{1}{q(t)}\left(1 \pm \frac{6 f(t)}{q(t) s_{\sigma}}\right)\left(q_{k}(t) \pm \frac{f_{k}(t)}{s_{\sigma}}\right) \\
& \left(\frac{1}{3}(2 t)^{9} 2 q(t) \exp \left(-(2 t)^{2}\right)^{6}(9+\xi(t)) \pm \frac{2^{16}}{s_{\sigma}} f(t)\right) \sqrt{n} \\
& =\left(q_{k}(t) \frac{2}{3}(2 t)^{9} \exp \left(-(2 t)^{2}\right)^{6}(9+\xi(t)) \pm \frac{h_{1}^{-}(t)}{s_{\sigma}}\right) \sqrt{n}
\end{aligned}
$$

where

$$
\begin{aligned}
h_{1}^{-}(t) & =6 \frac{q_{k}(t)}{q^{2}(t)} f(t) \frac{1}{3}(2 t)^{9} 2 q(t) \exp \left(-(2 t)^{2}\right)^{6}(9+\xi(t)) \\
& +\frac{f_{k}(t)}{q(t)} \frac{1}{3}(2 t)^{9} 2 q(t) \exp \left(-(2 t)^{2}\right)^{6}(9+\xi(t))+2^{16} \frac{q_{k}(t)}{q(t)} f(t)+o(1 / k!)
\end{aligned}
$$

We have that $2(2 t)^{9} \exp \left(-(2 t)^{2}\right)^{6}(9+\xi(t))<3$ for every value of $t$ thus:

$$
\begin{aligned}
h_{1}^{-}(t) & \leq 6 \frac{f(t)}{k!}+f_{k}(t)+2^{16} \frac{f(t)}{k!} \\
& \leq 18 f_{k}(t)+f_{k}(t)+3 \cdot 2^{16} f_{k}(t) \leq 2^{18} f_{k}(t) .
\end{aligned}
$$

Next we consider $C_{f, 2}(i)$ :

$$
\begin{aligned}
C_{f, 2}(i) & =\frac{1}{\operatorname{aut}\left(K_{3,3}\right)} \sum_{\substack{r, e \in E\left(K_{3,3}\right) \\
r \neq e}} \sum_{\substack{r \rightarrow\{u, v\}}} \sum_{\substack{C \subseteq E\left(K_{3,3}\right) \\
C \neq \emptyset}} X_{\phi,\left(K_{3,3}\right)_{\{r, e\}},\left(K_{3,3}\right)_{r}, C}(i) \pm \frac{f(t)}{n^{1 / 11}} \sqrt{n} \\
& =\left(2(2 t)^{7} 2 q(t)\left(1-\left(\exp \left(-(2 t)^{2}\right)\right)^{6}\right) \pm \frac{2\left(2^{6}-1\right) 3+1}{s_{\sigma}} f(t)\right) \sqrt{n} .
\end{aligned}
$$

Therefore:

$$
\begin{aligned}
\frac{1}{Q(i)} \sum_{f \in O_{k}(i)} C_{f, 2}(i) & =\frac{1}{q(t) \pm \frac{3 f(t)}{s_{\sigma}}}\left(q_{k}(t) \pm \frac{f_{k}(t)}{s_{\sigma}}\right) \\
& \left(2(2 t)^{7} 2 q(t)\left(1-\left(\exp \left(-(2 t)^{2}\right)\right)^{6}\right) \pm \frac{2^{9} f(t)}{s_{\sigma}}\right) \sqrt{n} \\
& =\frac{1}{q(t)}\left(1 \pm \frac{6 f(t)}{q(t) s_{\sigma}}\right)\left(q_{k}(t) \pm \frac{f_{k}(t)}{s_{\sigma}}\right) \\
& \left(2(2 t)^{7} 2 q(t)\left(1-\left(\exp \left(-(2 t)^{2}\right)\right)^{6}\right) \pm \frac{2^{9} f(t)}{s_{\sigma}}\right) \sqrt{n} \\
& =\left(q_{k}(t) 2(2 t)^{7} 2\left(1-\left(\exp \left(-(2 t)^{2}\right)\right)^{6}\right) \pm \frac{h_{2}^{-}(t)}{s_{\sigma}}\right) \sqrt{n}
\end{aligned}
$$

where

$$
\begin{aligned}
h_{2}^{-}(t) & =6 \frac{q_{k}(t)}{q^{2}(t)} f(t) 2(2 t)^{7} 2 q(t)\left(1-\left(\exp \left(-(2 t)^{2}\right)\right)^{6}\right) \\
& +\frac{f_{k}(t)}{q(t)} 2(2 t)^{7} 2 q(t)\left(1-\left(\exp \left(-(2 t)^{2}\right)\right)^{6}\right)+2^{9} \frac{q_{k}(t)}{q(t)} f(t)+o(1 / k!) \\
& \leq 72(2 t)^{7} f_{k}(t)+4(2 t)^{7} f_{k}(t)+3 \cdot 2^{9} f_{k}(t) \\
& \leq\left(76(2 t)^{7}+2^{11}\right) f_{k}(t) .
\end{aligned}
$$

Finally consider $C_{f, 3}(i)$. Now we need the fact that $f \in O_{k}(i)$. Assume for a moment that all of the $k$ copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$ are vertex disjoint. As usual we have to be careful with an edge completing multiple copies of $\left(r_{2},\left(K_{3,4}^{-}\right)_{r_{2}}\right)$ and $\left(r_{3},\left(K_{3,4}^{-}\right)_{r_{3}}\right)$ rooted at $f$. For each pair of non-edges belonging to a copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$ there are at most $f(t) \sqrt{n} / n^{1 / 11}$ edges which would create a copy of $\left(r,\left(K_{3}\right)_{r}\right)$ rooted at both of them as we are in the event $\mathcal{C}_{i}$. Thus there are at most $36 k^{2} f(t) \sqrt{n} / n^{1 / 22} \leq f(t) \sqrt{n} / s_{\sigma}$ such edges. Therefore

$$
\begin{aligned}
C_{f, 3}(i) & =\frac{1}{4} \sum_{g \in \Xi_{\phi,\left(K_{3,3}\right)_{r}, \kappa_{0}, \emptyset}(i)} \sum_{\bar{e} \in \overline{K_{3,3}}} \sum_{r, e \in \in\left(K_{3}\right)} \sum_{\substack{r \neq e}} \frac{X_{\left.\phi,\left(K_{3}\right)_{\{r, e\}},\left(K_{3}\right), \boldsymbol{\theta}, \overline{( }\right)}(i)}{\operatorname{aut}\left(K_{3}\right)} \pm \frac{f(t)}{s_{\sigma}} \sqrt{n} \\
& =6 k\left(2(2 t) 2 q(t) \pm \frac{6 f(t)}{s_{\sigma}}\right) \sqrt{n} \pm \frac{f(t)}{s_{\sigma}} \sqrt{n} \\
& =\left(12 k(2 t) 2 q(t) \pm \frac{(36 k+1) f(t)}{s_{\sigma}}\right) \sqrt{n} .
\end{aligned}
$$

Since we are in the event $\mathcal{B}_{i}$ there are at most $f(t) n^{\varepsilon}$ not non-edge disjoint copies in the graph hence:

$$
\begin{aligned}
\sum_{f \in O_{k}(i)} C_{f, 3}(i) & =Q_{k}(i)\left(12 k(2 t) 2 q(t) \pm \frac{(36 k+1) f(t)}{s_{\sigma}}\right) \sqrt{n} \\
& \pm f(t) n^{\varepsilon}\left(2(2 t) 2 q(t) \pm \frac{6 f(t)}{s_{\sigma}}\right) \sqrt{n} \\
& =\left(Q_{k}(i) \pm f(t) n^{\varepsilon}\right)\left(12 k(2 t) 2 q(t) \pm \frac{(36 k+1) f(t)}{s_{\sigma}}\right) \sqrt{n} \\
& =\left(Q_{k}(i) \pm \frac{f_{k}(t)}{s_{\sigma}} n^{2}\right)\left(12 k(2 t) 2 q(t) \pm \frac{(36 k+1) f(t)}{s_{\sigma}}\right) \sqrt{n}
\end{aligned}
$$

as $n^{\varepsilon}=o\left(n^{2} /\left(k_{m a x}!s_{\sigma}\right)\right)$. Therefore

$$
\begin{aligned}
\frac{1}{Q(i)} \sum_{f \in O_{k}(i)} C_{f, 3}(i) & =\frac{1}{q(t)}\left(1 \pm \frac{6 f(t)}{s_{\sigma}}\right)\left(q_{k}(t) \pm \frac{2 f_{k}(t)}{s_{\sigma}}\right) \\
& \left(12 k(2 t) 2 q(t) \pm \frac{(36 k+1) f(t)}{s_{\sigma}}\right) \sqrt{n} \\
& =\left(12 k(2 t) 2 q_{k}(t) \pm \frac{h_{3}^{-}(t)}{s_{\sigma}}\right) \sqrt{n}
\end{aligned}
$$

where

$$
\begin{aligned}
h_{3}^{-}(t) & =6 \frac{q_{k}(t)}{q^{2}(t)} f(t) 24 k(2 t) q(t)+2 \frac{f_{k}(t)}{q(t)} 24 k(2 t) q(t)+(36 k+1) \frac{q_{k}(t)}{q(t)} f(t)+o(1 / k!) \\
& =(960 k t+108 k+3) f_{k}(t) .
\end{aligned}
$$

Recall that $Q_{k}(i)=(1+o(1)) q_{k}(t)$ and $Q(i)=(1+o(1)) q(t)$ for $0 \leq t \leq t(m)$ when $\mathcal{G}_{i}$ holds thus

$$
\frac{1}{Q(i)} Q_{k}(i) \frac{f(t)}{s_{\sigma}} \sqrt{n} \leq \frac{(1+o(1)) q_{k}(t)}{q(t)} \frac{f(t)}{s_{\sigma}} \sqrt{n} \leq \frac{3 f_{k}(t)}{s_{\sigma}} \sqrt{n} .
$$

Define $h_{k}^{-}(t)=43 f_{k}(t)+h_{1}^{-}(t)+h_{2}^{-}(t)+h_{3}^{-}(t)+12 f_{k}(t)$ then we have shown that

$$
\mathbb{E}\left(Q_{k}^{-}(i)\right)=\left(q_{k}^{-}(t) \pm \frac{h_{k}^{-}(t)}{s_{\sigma}}\right) \sqrt{n} .
$$

Also let $h_{k}(t)=h_{k}^{+}(t)+h_{k}^{-}(t)$ and if we show that $f_{k}(t) \geq 2 \int_{0}^{t} h_{\sigma}(\tau)+\beta_{k}$ then we have completed the proof. Note that this is implied if $f_{k}(0)=\beta_{k}$, which holds by definition and $f_{k}^{\prime}(t) \geq 2 h_{k}(t)$. Note that

$$
\begin{aligned}
h_{k}(t) & \leq\left(43 k+43+2^{18}+76(2 t)^{7}+2^{11}+960 k t+108 k+2+3\right) f_{k}(t) \\
& \leq(960 t+200) k_{\max } f_{k}(t) .
\end{aligned}
$$

We also have that

$$
\begin{aligned}
f_{k}^{\prime}(t) & =q^{\prime}(t) \exp \left(24 W\left(t^{2}+t\right)\right) / k!+24 W k_{\max }(2 t+1) f_{k}(t) \\
& =(1+o(1)) 24 W k_{\max }(2 t+1) f_{k}(t)
\end{aligned}
$$

as $q^{\prime}(t) \exp \left(24 W\left(t^{2}+t\right)\right)=O\left(t^{9}+t+1\right)=O\left((\log \log n)^{5}\right)=o\left(k_{\text {max }}\right)$. Therefore $f_{k}^{\prime}(t)>2 h_{k}(t)$ as $W>40$.

## Lemma 7.10

Whenever $\mathcal{G}_{i} \cap \mathcal{H}_{i}$ holds there exists a smooth function $h_{o}(t)$ such that

$$
\mathbb{E}\left(Y_{o}^{ \pm}(i) \mid \mathcal{F}_{i}\right)=\left(0 \pm \frac{h_{o}(t)}{s_{\sigma}}\right) \sqrt{n}
$$

and

$$
f_{o}(t) \geq 2 \int_{0}^{t} h_{o}(\tau) d \tau+\beta_{o} .
$$

Proof Note that $Y_{o}^{-}(i)=0$ so we only need the expected increase. Since we are in the event $\mathcal{G}_{i}$ we have that $Q_{k}(i)$ is concentrated around $q_{k}(t) n^{2}$ and $X_{\sigma}(i)$ is concentrated around $x_{\sigma}(t) S_{\sigma}$. Also note that

$$
\frac{q_{k_{\max }-1}}{q(t)} \frac{\sqrt{n}}{n^{1 / 11}}=o\left(\frac{q_{k_{\max }}}{q(t)} \sqrt{n}\right)
$$

therefore

$$
\begin{aligned}
\mathbb{E}\left(Y_{o}^{+}\right) & =(1+o(1)) \frac{1}{q(t)}\left(q_{k_{\max }}\left((2 t)^{7}\right) 2 q(t) \exp \left(-(2 t)^{2}\right)^{6}\right) \sqrt{n} \\
& \leq \frac{q(t)}{k_{\max }!} \sqrt{n} \leq n^{-1 / 22+o(1)} \sqrt{n}=o\left(\frac{f_{o}^{\prime}(t)}{s_{\sigma}}\right) \sqrt{n}
\end{aligned}
$$

which in addition to the fact that $f_{o}(0)=\beta_{o}$ completes the proof.
Next we concentrate on the random variables $X_{\phi, J, \Gamma, \kappa, C}(i)$.

## Lemma $\mathbf{7 . 1 1}$

We have that for every $1 \leq i \leq m$ assuming $\mathcal{G}_{i} \cap \mathcal{H}_{i}$ hold then:

$$
\begin{aligned}
\mathbb{E}\left(X_{\phi, J, \Gamma, \kappa, C}^{+}(i)\right) & =\frac{1}{Q(i)} \sum_{e \in E(J)} \sum_{k \geq 0} X_{\phi, J_{e}, \Gamma, \kappa_{e, k}, C}(i) \\
& +\frac{1}{Q(i)} \sum_{f \in E(\Gamma) \backslash E(J)} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa_{f}^{-}}, C^{(i)}} A_{g(f)}(i) \\
& +\frac{1}{Q(i)} \sum_{c \in C} \sum_{g \in \Xi_{\phi, J, \Gamma, k, C \backslash c}(i)} \sum_{\substack{ \\
r, e \in E\left(K_{3}\right) \\
r \neq e}} \sum_{\phi: r \rightarrow g(c)} \frac{X_{\phi,\left(K_{3}\right)_{\{r, e\}},\left(K_{3}\right) r, \phi}(i)}{\operatorname{aut}\left(K_{3}\right)} \\
& \pm \frac{1}{Q(i)}\left(\frac{q(t) f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) n^{f_{2}(r, J)} \sqrt{n} .
\end{aligned}
$$

Proof First note that we are considering the mappings $g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i+1)$ such that $g \notin \Xi_{\phi, J, \Gamma, \kappa, C}(i)$. The majority of these $g$ come form one of the following sets $\Xi_{\phi, J_{e}, \Gamma, \kappa_{e, k}, C}(i)$ for some $e \in E(J), \Xi_{\phi, J, \Gamma, \kappa_{f}^{-}, C}(i)$ for some $f \in E(\Gamma) \backslash E(J)$ or $\Xi_{\phi, J, \Gamma, \kappa, C \backslash c}(i)$ for some $c \in C$.

However these are not the only sets $g$ could have originated from, as it is possible for the same edge to create multiple constructions e.g. there are some open pairs, which when inserted as edges would transfer $g$ from $\Xi_{\phi, J, \Gamma, \kappa_{f}^{-}, C \backslash c}(i)$ for $f \in$ $E(\Gamma) \backslash E(J)$ and $c \in C$ to $\Xi_{\phi, J, \Gamma, \kappa, C}(i)$ as inserting this open pair would create a copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $g(f)$ and a copy of $\left(r,\left(K_{3}\right)_{r}\right)$ rooted at $g(c)$. Note that if $g$ was transferred from $\Xi_{\phi, J^{\prime}, \Gamma, \kappa^{\prime}, C^{\prime}}(i)$ to $\Xi_{\phi, J, \Gamma, \kappa, C}(i+1)$ during step $i$ then $e(J)-e\left(J^{\prime}\right) \leq 1$ and according to Lemma $7.4 \kappa(f)-\kappa\left(f^{\prime}\right) \leq 2$ for every $f \in E(\Gamma) \backslash E(J)$.

Start with the case when $J^{\prime} \neq J$ and fix $e \in E(J)$. Since we are in the event $\mathcal{D}_{i}$ there are at most $O\left(n^{f_{2}(r, J)} n^{\varepsilon}\right)$ elements such that inserting $g(e)$ in step $i$ would transfer $g$ to $\Xi_{\phi, J, \Gamma, \kappa, C}(i+1)$. Note that $k_{\text {max }}!=n^{-1 / 22+o(1)}$ and that $e(\Gamma)-e(J) \leq 10$. Hence

$$
n^{\varepsilon}=n^{1 / 66}=o\left(\sqrt{n}\left(n^{-1 / 22+o(1)}\right)^{10}\right)=o\left(q(t) f_{r, J, \Gamma, \kappa, C}(t) \sqrt{n} / s_{\sigma}\right)
$$

thus this has little affect on the expected value.

For the remaining $\Xi_{\phi, J, \Gamma, \kappa^{\prime}, C^{\prime}}(i)$ such that $g \in \Xi_{\phi, J, \Gamma, \kappa^{\prime}, C^{\prime}}(i)$ can be transferred to $\Xi_{\phi, J, \Gamma, \kappa, C}(i+1)$ we have that in order for $g$ to be transferred to $\Xi_{\phi, J, \Gamma, \kappa, C}(i+1)$ at least one of the following has to happen

- inserting an edge has to create more than one copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $g(f)$ for some $f \in E(\Gamma) \backslash E(J)$
- inserting an edge has to create a copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted both at $g(f)$ and $g\left(f^{\prime}\right)$ for some distinct $f, f^{\prime} \in E(\Gamma) \backslash E(J)$
- inserting an edge has to create a copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $g(f)$ and a copy of $\left(r,\left(K_{3}\right)_{r}\right)$ rooted at $g(c)$ for some $f \in E(\Gamma) \backslash E(J)$ and $c \in C$
- inserting an edge has to create a copy of $\left(r,\left(K_{3}\right)_{r}\right)$ rooted at $g(c)$ and $g\left(c^{\prime}\right)$ for some distinct $c, c^{\prime} \in C$.

Since we are in the event $\mathcal{C}_{i}$ for a fixed $g$ there are $O\left(f(t) \sqrt{n} / n^{1 / 11}\right)$ open pairs which would satisfy any of the above conditions. We also have that $x_{r, J, \Gamma, \kappa^{\prime}, C^{\prime}}(t) f(t) \leq$ $2^{10}\left(t^{9}+1\right) q(t)^{e(\Gamma)-e(J)} \beta_{r, J, \Gamma, \kappa^{\prime}, C^{\prime}} f(t) \leq(\log \log n)^{5} \log ^{20} n q(t) f_{r, J, \Gamma, \kappa, \zeta}(t)$ and thus this adds an error term of

$$
O\left(\log ^{21} n \frac{q(t) f_{r, J, \Gamma, \kappa, C}(t) n^{f_{2}(r, J)} \sqrt{n}}{n^{1 / 11}}\right)=o\left(\frac{q(t) f_{r, J, \Gamma, \kappa, C}(t) n^{f_{2}(r, J)} \sqrt{n}}{s_{\sigma}}\right) .
$$

On the other hand we overestimate the change as not every combination we count would actually result in a new element in $\Xi_{\phi, J, \Gamma, \kappa, C}(i+1)$. Similarly as before this is due to the fact that when inserting an edge transfers $g$ from $\Xi_{\phi, J^{\prime}, \Gamma, \kappa^{\prime}, C^{\prime}}(i)$ to $\Xi_{\phi, J, \Gamma, \kappa, C}(i+1)$ more than one of $J^{\prime}, \kappa^{\prime}$ and $C^{\prime}$ can change. Similarly as before we have to take into account the case that for some $g \in \Xi_{\phi, J_{e}, \Gamma, \kappa_{e, k}, C}(i)$ inserting the edge $g(e)$ could affect the status of $g(f)$ for some $f \in E(\Gamma) \backslash E(J)$. In the previous section we considered the case when the value of $\kappa(f)$ was increased, now we also have to consider the case when it is closed. However since we are in $\mathcal{D}_{i}$ there are $O\left(n^{f_{2}(r, J)} n^{\varepsilon}\right)=o\left(q(t) f_{r, J, \Gamma, \kappa, C}(t) n^{f_{2}(r, J)} \sqrt{n} / s_{\sigma}\right)$ such copies. Now fix $g \in \Xi_{\phi, J, \Gamma, \kappa_{f}^{-}, C}(i)$ then there are edges counted in $A_{g(f)}(i)$ such that inserting that edge does not result in $g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i+1)$ as inserting the edge might transfer $g(f)$ to $O_{\kappa(f)+1}(i+1)$ or change the status of $g\left(f^{\prime}\right)$ for some $f^{\prime} \in$ $E(\Gamma) \backslash(E(J) \cup\{f\})$ or the status of some $\bar{c} \in \bar{C}$. Since we are in the event $\mathcal{C}_{i}$ for every $g$ there are $O\left(f(t) \sqrt{n} / n^{1 / 11}\right)$ non-edges which when inserted any of these would happen. Therefore in total

$$
O\left(x_{\phi, J, \Gamma, \kappa_{f}^{-}, C}(t) n^{f_{2}(r, J)} f(t) \sqrt{n} / n^{1 / 11}\right)=o\left(q(t) f_{r, J, \Gamma, \kappa, C}(t) n^{f_{2}(r, J)} \sqrt{n} / s_{\sigma}\right) .
$$

Finally a similar argument gives that the same bound holds when $g \in \Xi_{\phi, J, \Gamma, \kappa, C \backslash c}(i)$ for some $c \in C$. Therefore the total affect on the expected value is at most

$$
\frac{1}{Q(i)} \frac{q(t) f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}} n^{f_{2}(r, J)} \sqrt{n} .
$$

## Lemma 7.12

For all $0 \leq i \leq m$ and $(\phi, J, \Gamma, \kappa, C) \in \mathcal{I}_{x}$, whenever $\mathcal{G}_{i} \cap \mathcal{H}_{i}$ holds there exists a smooth function $h_{r, J, \Gamma, \kappa, C}(t)$ such that

$$
\mathbb{E}\left(X_{\phi, J, \Gamma, \kappa, C}^{ \pm}(i) \mid \mathcal{F}_{i}\right)=\left(x_{r, J, \Gamma, \kappa, C}^{ \pm}(t) \pm \frac{h_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}}
$$

and

$$
f_{r, J, \Gamma, \kappa, C}(t) \geq 2 \int_{o}^{t} h_{\phi, J, \Gamma, \kappa, C}(\tau) d \tau+\beta_{r, J, \Gamma, \kappa, C} .
$$

Proof In Lemma 7.11 we have established that

$$
\begin{aligned}
& \mathbb{E}\left(X_{\phi, J, \Gamma, \kappa, C}^{+}(i)\right)=\frac{1}{Q(i)} \sum_{e \in E(J)} \sum_{k \geq 0} X_{\phi, J_{e}, \Gamma, \kappa_{e, k}, C}(i) \\
& +\frac{1}{Q(i)} \sum_{f \in E(\Gamma) \backslash E(J)} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa_{f}^{-}, C^{(i)}}} A_{g(f)}(i) \\
& +\frac{1}{Q(i)} \sum_{c \in C} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa, C \backslash c}} \sum_{\substack{ \\
}} \sum_{\substack{ \\
}} \frac{X_{\phi,\left(K_{3}\right)_{\{r, e\}},\left(K_{3}\right)_{r, \eta}(i)}}{\operatorname{aut}\left(K_{3}\right)} \\
& \pm \frac{1}{Q(i)}\left(\frac{q(t) f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) n^{f_{2}(r, J)} \sqrt{n}
\end{aligned}
$$

and now we will analyse the individual terms one by one. Assume $K_{3,3} \nsubseteq J$ then we have that

$$
\begin{aligned}
& \frac{1}{Q(i)}\left(\sum_{e \in E(J)} \sum_{k \geq 0} X_{\phi, J_{e}, \Gamma, \kappa_{e, k}, C}(i)\right) \\
& =\frac{1}{q(t)}\left(1 \pm \frac{6 f(t)}{q(t) s_{\sigma}}\right) e(J)\left(\frac{2 q(t) x_{r, \phi, J, \Gamma, \kappa, C}}{2 t} \pm \frac{3 \mathrm{e} 2 q(t) f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \\
& =\left(e(J) \frac{x_{r, J, \Gamma, \kappa, C}(t)}{t} \pm \frac{h_{1,1}^{+}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}}
\end{aligned}
$$

where

$$
h_{1,1}^{+}(t)=6 e(J) \frac{x_{r, J, \Gamma, \kappa, C}(t)}{t q(t)} f(t)+6 e(J) \mathrm{e} f_{r, J, \Gamma, \kappa, C}(t)+o\left(\beta_{r, J, \Gamma, \kappa, C}\right) .
$$

Note that when $K_{3,3} \nsubseteq J$ then

$$
x_{r, J, \Gamma, \kappa, C}(t) \leq(2 t)^{e(J)} \prod_{f \in E(\Gamma) \backslash E(J))}\left(2 q_{\kappa(f)}(t)\right) \leq(2 t)^{e(J)}(2 q(t))^{e(\Gamma)-e(J)} \beta_{r, J, \Gamma, \kappa, C}
$$

and that in our case $e(J) \geq 1$ and $e(\Gamma)-e(J) \geq 1$ as we only track variables with at least one open edge. Therefore

$$
\begin{aligned}
\frac{x_{r, J, \Gamma, \kappa, C}(t)}{t q(t)} & \leq 4(2 t)^{e(J)-1}(2 q(t))^{e(\Gamma)-e(J)-1} \beta_{r, J, \Gamma, \kappa, C} \\
& \leq 4\left((2 t)^{8}+1\right)(2 q(t))^{e(\Gamma)-e(J)-1} \beta_{r, J, \Gamma, \kappa, C} .
\end{aligned}
$$

We also have that $f(t)(2 q(t))^{e(\Gamma)-e(J)-1} \beta_{r, J, \Gamma, \kappa, C} \leq \mathrm{e} f_{r, J, \Gamma, \kappa, C}(t)$ and thus

$$
h_{1,1}^{+}(t) \leq 24 e(J) \mathrm{e}\left((2 t)^{8}+2\right) f_{r, J, \Gamma, \kappa, C}(t) \leq 600\left((2 t)^{8}+2\right) f_{r, J, \Gamma, \kappa, C}(t) .
$$

On the other hand if $K_{3,3} \subseteq J$ then since we only track one such random variable we have that

$$
\begin{aligned}
& \frac{1}{Q(i)} \sum_{e \in E(J)} \sum_{k \geq 0} X_{\phi, J_{e}, \Gamma, \kappa_{e, k}, C}(i) \\
& =\frac{1}{q(t)}\left(1 \pm \frac{6 f(t)}{q(t) s_{\sigma}}\right) e(J)\left(\frac{2 q(t) x_{r, J, \Gamma, \kappa, C}(t)}{2 t \xi(t)} \pm \frac{3 \mathrm{e} 2 q(t) f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \\
& =\left(e(J) \frac{x_{r, J, \Gamma, \kappa, C}(t)}{t \xi(t)} \pm \frac{h_{1,2}^{+}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}}
\end{aligned}
$$

where

$$
\begin{aligned}
h_{1,2}^{+}(t) & =6 e(J) \frac{x_{r, J, \Gamma, \kappa, C}(t)}{2 t q(t) \xi(t)} f(t)+6 e(J) \mathrm{e} f_{r, J, \Gamma, \kappa, C}(t)+o\left(\beta_{r, J, \Gamma, \kappa, C}\right) \\
& \leq 600\left((2 t)^{8}+2\right) f_{r, J, \Gamma, \kappa, C}(t)
\end{aligned}
$$

due to a similar argument as before. Let $h_{1}^{+}=600\left((2 t)^{8}+2\right) f_{r, J, \Gamma, \kappa, C}(t)$ then clearly both $h_{1,1}^{+}$and $h_{1,2}^{+}$are less than $h_{1}^{+}$. The second term is

$$
\begin{aligned}
& \frac{1}{Q(i)} \sum_{f \in E(\Gamma) \backslash E(J)} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa_{f}^{-}, C}(i)} A_{g(f)}(i) \\
& =\sum_{f \in E(\Gamma) \backslash E(J)} \frac{1}{q(t)}\left(1 \pm \frac{6 f(t)}{q(t) s_{\sigma}}\right)\left(\frac{q_{\kappa(f)-1}(t) x_{r, J, \Gamma, \kappa, C}(t)}{q_{\kappa(f)}(t)} \pm \frac{\kappa(f) f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) \\
& \left(2(2 t)^{7} 2 q(t) \exp \left(-6(2 t)^{2}\right) \pm \frac{3 f(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \\
& =\left(\sum_{f \in E(\Gamma) \backslash E(J)} 2(2 t)^{7} 2 \exp \left(-6(2 t)^{2}\right) \frac{q_{\kappa(f)-1}(t) x_{r, J, \Gamma, \kappa, C}(t)}{q_{\kappa(f)}(t)} \pm \frac{h_{2}^{+}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}}
\end{aligned}
$$

where

$$
\begin{aligned}
h_{2}^{+}(t) & =\sum_{f \in E(\Gamma) \backslash E(J)} 6 \frac{f(t)}{q(t)} 2(2 t)^{7} 2 \exp \left(-6(2 t)^{2}\right) \frac{q_{\kappa(f)-1}(t) x_{r, J, \Gamma, \kappa, C}(t)}{q_{\kappa(f)}(t)} \\
& +\kappa(f) f_{r, J, \Gamma, \kappa, C}(t) 2(2 t)^{7} 2 q(t) \exp \left(-6(2 t)^{2}\right)+\frac{1}{q(t)} \frac{q_{\kappa(f)-1}(t) x_{r, J, \Gamma, \kappa, C}(t)}{q_{\kappa(f)}(t)} 3 f(t) \\
& +o\left(\beta_{r, J, \Gamma, \kappa, C}\right) .
\end{aligned}
$$

Note that

$$
\frac{q_{\kappa(f)-1}(t) x_{r, J, \Gamma, \kappa, C}(t)}{q_{\kappa(f)}(t)} \leq \kappa(f)\left((2 t)^{9}+1\right)\left(\frac{(2 t)^{8}}{4} \exp \left(-(2 t)^{6}\right)\right)^{k} q(t)^{e(\Gamma)-e(J)} \beta_{r, J, \Gamma, \kappa, C} .
$$

Now if $\kappa(f)=1$ then $(2 t)^{9}+1 \leq k_{\text {max }}$ otherwise we have an $\exp \left(-6(2 t)^{2}\right)$ factor and $(2 t)^{8}\left((2 t)^{9}+1\right) \exp \left(-6(2 t)^{2}\right)<1 / 4$. Therefore

$$
\begin{aligned}
h_{2}^{+}(t) & \leq \sum_{f \in E(\Gamma) \backslash E(J)}\left(12 \mathrm{e}(f)+\kappa(f)+6 \mathrm{e} k_{\max }\right) f_{r, J, \Gamma, \kappa, C}(t) \\
& \leq e(\Gamma)\left(55 k_{\max }\right) f_{r, J, \Gamma, \kappa, C}(t) \\
& \leq 550 k_{\max } f_{r, J, \Gamma, \kappa, C}(t) .
\end{aligned}
$$

Note that for the third term we only consider random variables which are still tracked. This is due to the fact that for a fixed $c \in C$ and $g \in \Xi_{\phi, J, \Gamma, \kappa, C \backslash c}(i)$ if $g(c)$ is a non-edge in a copy of $K_{3,3}$ then $c \notin \bar{C}$. The third term is

$$
\begin{aligned}
& \frac{1}{Q(i)} \sum_{c \in C} \sum_{g \in \Xi_{\phi, J, \Gamma, k, C \backslash c}(i)} \sum_{r, e \in E\left(K_{3}\right)} \sum_{\phi: r \rightarrow g(c)} \frac{X_{\phi,\left(K_{3}\right)_{\{r, e\}},\left(K_{3}\right),,, \phi}(i)}{\operatorname{aut}\left(K_{3}\right)} \\
& =|C| \frac{1}{q(t)}\left(1 \pm \frac{6 f(t)}{q(t) s \sigma}\right)\left(\frac{x_{\phi, J, \Gamma, \kappa, C}(t) \exp \left(-(2 t)^{2}\right)}{1-\exp \left(-(2 t)^{2}\right)} \pm \frac{f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) \\
& \left(2(2 t) 2 q(t) \pm \frac{3 f(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \\
& =\left(|C| \frac{x_{\phi, J, \Gamma, \kappa, C}(t) \exp \left(-(2 t)^{2}\right)}{1-\exp \left(-(2 t)^{2}\right)} 2(2 t) 2 \pm \frac{h_{3}^{+}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}}
\end{aligned}
$$

where

$$
\begin{aligned}
h_{3}^{+}(t) & =|C| \frac{6 f(t)}{q(t)} \frac{x_{\phi, J, \Gamma, \kappa, C}(t) \exp \left(-(2 t)^{2}\right)}{1-\exp \left(-(2 t)^{2}\right)} 2(2 t) 2 \\
& +|C| f_{r, J, \Gamma, \kappa, C}(t) 2(2 t) 2+3|C| \frac{f(t)}{q(t)} \frac{x_{\phi, J, \Gamma, \kappa, C}(t) \exp \left(-(2 t)^{2}\right)}{1-\exp \left(-(2 t)^{2}\right)} .
\end{aligned}
$$

Note that when $|C| \geq 1$ then $x_{\phi, J, \Gamma, \kappa, C}(t) \leq(2 t)^{e(J)} q(t)^{e(\Gamma)-e(J)}\left(1-\exp \left(-(2 t)^{2}\right)\right)$ and that $(2 t)^{a} e\left(-4 t^{2}\right) \leq 15$ when $a \leq 10$ thus

$$
\begin{aligned}
h_{3}^{+}(t) & \leq|C|(4320 t+8 t+270) f_{r, J, \Gamma, \kappa, C}(t) \\
& \leq|C|(4328 t+270) f_{r, J, \Gamma, \kappa, C}(t) \\
& \leq(47608 t+2970) f_{r, J, \Gamma, \kappa, C}(t)
\end{aligned}
$$

as $|C| \leq 11$.
Finally

$$
\begin{aligned}
\frac{1}{Q(i)}\left(\frac{q(t) f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) n^{f_{2}(r, J)} \sqrt{n} & \leq \frac{2}{q(t)}\left(\frac{q(t) f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \\
& \leq \frac{2 f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}} \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} .
\end{aligned}
$$

Define $h^{+}(t)=h_{1}^{+}(t)+h_{2}^{+}(t)+h_{3}^{+}(t)+2 f_{r, J, \Gamma, \kappa, C}(t)$ and note that

$$
h^{+}(t) \leq\left(600(2 t)^{8}+550 k_{\max }+47608 t+2970\right) f_{r, J, \Gamma, \kappa, C}(t)
$$

and that we have shown that

$$
X_{\phi, J, \Gamma, \kappa, C}^{+}(i)=\left(x_{\phi, J, \Gamma, \kappa, C}^{+}(t) \pm \frac{h^{+}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} .
$$

Now for $X_{\phi, J, \Gamma, \kappa, C}^{-}(i)$. We have that

$$
\begin{aligned}
\mathbb{E}\left(X_{\phi, J, \Gamma, \kappa, C}^{-}(i)\right) & =\frac{1}{Q(i)} \sum_{f \in E(\Gamma) \backslash E(J)} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i)}\left(C_{g(f)}(i)+A_{g(f)}(i)\right) \\
& +\frac{1}{Q(i)} \sum_{c \in \bar{C}} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i)} \sum_{\phi: r \rightarrow g(c)} \sum_{r, e \in E\left(K_{3}\right)} \frac{X_{\phi,\left(K_{3}\right)_{\{r,\}\}},\left(K_{3}\right) r, \emptyset}(i)}{\operatorname{aut}\left(K_{3}\right)} \\
& \pm \frac{1}{Q(i)} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i)}\left(\frac{f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) \sqrt{n} n^{f_{2} r, J}
\end{aligned}
$$

where the last term is the usual error term for counting the same open pair multiple times. Note that from this point on we will not consider the terms resulting from overlaps as we are in the event $\mathcal{H}_{i}$, we have that the total error caused by them is at most $f_{r, J, \Gamma, \kappa, C}(t) \sqrt{n} n^{f_{2}(r, J)} / n^{1 / 11}$ and that we have to consider at most $\log ^{2} n$ pairs, thus the last term already takes them into account.

Fix $f \in E(\Gamma) \backslash E(J)$. Now we examine each term in the sum separately. The first term is

$$
\begin{aligned}
& \frac{1}{Q(i)} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i)} A_{g(f)}(i) \\
& =\frac{1}{q(t)}\left(1 \pm \frac{6 f(t)}{q(t) s_{\sigma}}\right)\left(x_{r, J, \Gamma, \kappa, C}(t) \pm \frac{f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) \\
& \left(2(2 t) 2 q(t) \pm \frac{6 f(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \\
& =\left(\frac{1}{q(t)} x_{r, J, \Gamma, \kappa, C}(t) 2(2 t) 2 q(t) \pm \frac{h_{a, f}^{-}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}}
\end{aligned}
$$

where

$$
\begin{aligned}
h_{a, f}^{-}(t) & =\frac{6 f(t)}{q(t)} x_{r, J, \Gamma, \kappa, C}(t) 2(2 t) 2+f_{r, J, \Gamma, \kappa, C}(t) 2(2 t) 2 \\
& +x_{r, J, \Gamma, \kappa, C}(t) \frac{6 f(t)}{q(t)}+o\left(\beta_{r, J, \Gamma, \kappa, C}(t)\right) \\
& \leq\left(144\left((2 t)^{9}+1\right)(2 t)+8 t+36\left((2 t)^{9}+1\right)\right) f_{r, J, \Gamma, \kappa, C}(t) .
\end{aligned}
$$

The second one is

$$
\begin{aligned}
& \frac{1}{Q(i)} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i)} C_{g(f), 1}(i) \\
& =\frac{1}{q(t)}\left(1 \pm \frac{6 f(t)}{q(t) s_{\sigma}}\right)\left(x_{r, J, \Gamma, \kappa, C}(t) \pm \frac{f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) \\
& \left(\frac{1}{3}(2 t)^{9} 2 q(t) \exp \left(-(2 t)^{2}\right)^{6}(9+\xi(t)) \pm \frac{2^{16}}{s_{\sigma}} f(t)\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \\
& =\left(x_{r, J, \Gamma, \kappa, C}(t)\left(\frac{1}{3}(2 t)^{9} 2 \exp \left(-(2 t)^{2}\right)^{6}(9+\xi(t))\right) \pm \frac{h_{1, f}^{-}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}}
\end{aligned}
$$

where

$$
\begin{aligned}
h_{1, f}^{-}(t) & =\frac{6 f(t)}{q(t)} x_{r, J, \Gamma, \kappa, C}(t) \frac{1}{3}(2 t)^{9} 2 \exp \left(-(2 t)^{2}\right)^{6}(9+\xi(t)) \\
& +\frac{1}{3}(2 t)^{9} 2 \exp \left(-(2 t)^{2}\right)^{6}(9+\xi(t)) f_{r, J, \Gamma, \kappa, C}(t) \\
& +\frac{1}{q(t)} x_{r, J, \Gamma, \kappa, C}(t) 2^{16} f(t)+o\left(\beta_{r, J, \Gamma, \kappa, C}\right) \\
& \leq\left(36+1+2^{17} \mathrm{e}\left((2 t)^{9}+1\right)\right) f_{r, J, \Gamma, \kappa, C}(t) \\
& \leq 2^{20}\left((2 t)^{9}+1\right) f_{r, J, \Gamma, \kappa, C}(t) .
\end{aligned}
$$

## The third term is

$$
\begin{aligned}
& \frac{1}{Q(i)} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa,, C}(i)} C_{g(f), 2}(i) \\
& =\frac{1}{q(t)}\left(1 \pm \frac{6 f(t)}{q(t) s_{\sigma}}\right)\left(x_{r, J, \Gamma, \kappa, C}(t) \pm \frac{f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) \\
& \left(2(2 t)^{7} 2 q(t)\left(1-\left(\exp \left(-(2 t)^{2}\right)\right)^{6}\right) \pm \frac{2^{9} f(t)}{s_{\sigma}}\right) \pm \frac{f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}} \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \\
& =\left(\frac{1}{q(t)} x_{r, J, \Gamma, \kappa, C}(t) 2(2 t)^{7} 2 q(t)\left(1-\left(\exp \left(-(2 t)^{2}\right)\right)^{6}\right) \pm \frac{h_{2, f}^{-}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}}
\end{aligned}
$$

where

$$
\begin{aligned}
h_{2, f}^{-}(t) & =6 \frac{f(t)}{q(t)} x_{r, J, \Gamma, \kappa, C}(t) 2(2 t)^{7} 2\left(1-\left(\exp \left(-(2 t)^{2}\right)\right)^{6}\right) \\
& +f_{r, J, \Gamma, \kappa, C}(t) 2(2 t)^{7} 2\left(1-\left(\exp \left(-(2 t)^{2}\right)\right)^{6}\right) \\
& +2^{9} \frac{f(t)}{q(t)} x_{r, J, \Gamma, \kappa, C}(t)+o\left(\beta_{r, J, \Gamma, \kappa, C}\right) \\
& \leq\left(2^{11}\left((2 t)^{16}+1\right)\right) f_{r, J, \Gamma, \kappa, C}(t) .
\end{aligned}
$$

The fourth term is:

$$
\begin{aligned}
& \frac{1}{Q(i)} \sum_{g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i)} C_{g(f), 3}(i) \\
& =\frac{1}{q(t)}\left(1 \pm \frac{6 f(t)}{q(t) s_{\sigma}}\right)\left(x_{r, J, \Gamma, \kappa, C}(t) \pm \frac{f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right) \\
& \left(6 \kappa(f) 2(2 t)(2 q(t)) \pm \frac{18 \kappa(f) f(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \\
& =\left(\frac{1}{q(t)} x_{r, J, \Gamma, \kappa, C}(t) 6 \kappa(f) 2(2 t)(2 q(t)) \pm \frac{h_{3, f}^{-}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}}
\end{aligned}
$$

where

$$
\begin{aligned}
h_{3, f}^{-}(t) & =6 \frac{f(t)}{q(t)} x_{r, J, \Gamma, \kappa, C}(t) 6 \kappa(f) 4(2 t) \\
& +f_{r, J, \Gamma, \kappa, C}(t) 6 \kappa(f) 4(2 t)+18 \kappa(f) \frac{f(t)}{q(t)} x_{r, J, \Gamma, \kappa, C}(t)+o\left(\beta_{r, J, \Gamma, \kappa, C}(t)\right)
\end{aligned}
$$

Note that if $\kappa(f) \geq 1$ then

$$
x_{\phi, J, \Gamma, \kappa, C}(t) f(t) \leq 2 \mathrm{e}\left((2 t)^{9}+1\right)(2 t)^{8} \exp \left(-(2 t)^{2}\right)^{6} f_{r, J, \Gamma, \kappa, C}(t) / 4
$$

and (7.7) implies that

$$
\begin{aligned}
h_{3, f}^{-}(t) & \leq(972 \kappa(f)+96 \kappa(f) t) f_{r, J, \Gamma, \kappa, C} \\
& \leq\left(972 k_{\max }+96 k_{\max } t\right) f_{r, J, \Gamma, \kappa, C} .
\end{aligned}
$$

Finally fix $c \in \bar{C}$ and note that for every $g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i)$ we might not be counting a constant number of these, when the edges which would create the mutual neighbour are also required for the completion of $\Gamma$. Therefore

$$
\begin{aligned}
& \frac{1}{Q(i)} \sum_{\substack{g \in \Xi_{\phi, J, \Gamma, \kappa, C}(i)}} \sum_{\substack{\phi: r \rightarrow g(c)}} \sum_{\substack{r, e \in E\left(K_{3}\right) \\
r \neq e}} \frac{X_{\phi,\left(K_{3}\right)_{\{r, e\}},\left(K_{3}\right)_{r, \vartheta}(i)}}{\operatorname{aut}\left(K_{3}\right)} \\
& =\frac{1}{q(t)}\left(1 \pm \frac{6 f(t)}{q(t) s_{\sigma}}\right)\left(x_{r, J, \Gamma, \kappa, C}(t) \pm \frac{f_{r, J, \Gamma, \kappa, C}(t)}{s_{\sigma}}\right)\left(2(2 t) 2 q(t) \pm \frac{6 f(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \\
& =\left(4(2 t) x_{r, J, \Gamma, \kappa, C}(t) \pm \frac{h_{c}^{-}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}}
\end{aligned}
$$

where

$$
\begin{aligned}
h_{c}^{-}(t) & =\frac{6 f(t)}{q(t)} x_{r, J, \Gamma, \kappa, C}(t) 4(2 t)+f_{r, J, \Gamma, \kappa, C}(t) 4(2 t)+6 \frac{f(t)}{q(t)} x_{r, \phi, J, \Gamma, \kappa, C}(t) \\
& \leq\left(144\left((2 t)^{9}+1\right)(2 t)+8 t+36\left((2 t)^{9}+1\right)\right) f_{r, J, \Gamma, \kappa, C}(t) .
\end{aligned}
$$

Define $h^{-}(t)=\sum_{f \in E(\Gamma) \backslash E(J)} h_{a, f}^{-}+h_{1, f}^{-}+h_{2, f}^{-}+h_{3, f}^{-}+\sum_{c \in \bar{C}} h_{c}^{-}+2 f_{f, J, \Gamma, \kappa, C}(t)$ and note that

$$
h^{-}(t) \leq 1000 k_{\max } t+10000 k_{\max }
$$

and that we have shown that

$$
\mathbb{E}\left(X_{\phi, J, \Gamma, \kappa, C}^{-}(i)\right)=\left(x_{\phi, J, \Gamma, \kappa, C}^{-}(t) \pm \frac{h^{-}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} .
$$

Define $h(t)=1000 k_{\text {max }} t+10000 k_{\text {max }}$ and note that $h^{+}(t), h^{-}(t) \leq h(t)$. We also have that

$$
2 h(t) \leq f_{r, J, \Gamma, \kappa, C}^{\prime}(t)=(1+o(1))\left(24 W\left(2 k_{\max } t+k_{\max }\right)\right)
$$

as $W=420$ completing the proof.
Now for the last set of random variables $Z_{\phi, J, \Gamma, \kappa, C, S}(i)$.

## Lemma 7.13

For all $0 \leq i \leq m$ and $(\phi, J, \Gamma, \kappa, C, S) \in \mathcal{I}_{z}$, whenever $\mathcal{G}_{i} \cap \mathcal{H}_{i}$ holds there exists a smooth function $h_{r, J, \Gamma, \kappa, C, S}(t)$ such that

$$
\mathbb{E}\left(Z_{\phi, J, \Gamma, \kappa, C, S}^{ \pm}(i) \mid \mathcal{F}_{i}\right)=\left(0 \pm \frac{h_{r, J, \Gamma, \kappa, C, S}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}}
$$

and

$$
f_{r, J, \Gamma, \kappa, C, S}(t) \geq 2 \int_{o}^{t} h_{\phi, J, \Gamma, \kappa, C, S}(\tau) d \tau+\beta_{r, J, \Gamma, \kappa, C, S} .
$$

Proof Note that the expected decrease in this random variable is 0 . Similarly to the previous Lemma we have an increase from 3 cases. The first is the expected change when an edge is added:

$$
\sum_{e \in E(J)}(1+o(1)) \frac{1}{q(t)} \sum_{k \geq 0} \frac{f_{r, J_{e}, \Gamma, \kappa_{e, k}, C, S}(t)}{s_{\sigma}} \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} .
$$

We also have that for fixed $e \in E(J)$ the expected change is

$$
\begin{aligned}
\frac{1}{q(t)} \sum_{k \geq 0} \frac{f_{r, J_{e}, \Gamma, \kappa_{e, k}, C, S}(t)}{s_{\sigma}} & \leq \frac{1}{q(t)}\left(\sum_{k=0}^{k_{\max }} \frac{2 q(t) f_{r, J_{e}, \Gamma, \kappa_{e, k}, C, S}(t)}{k!s_{\sigma}}+\frac{f_{r, J e, \Gamma, \kappa, C, S \cup e}(t)}{s_{\sigma}}\right) \\
& \leq \frac{1}{q(t)}\left(\sum_{k=0}^{k_{\max }} \frac{2 q(t) f_{r, J, \Gamma, \kappa_{e, k}, C, S}(t)}{k!s_{\sigma}}+\frac{2 q(t) f_{r, J, \Gamma, \kappa, C, S}(t)}{s_{\sigma}}\right) \\
& \leq \frac{(2 e) f_{r, J, \Gamma, \kappa, C, S}(t)}{s_{\sigma}} .
\end{aligned}
$$

The second is when the last copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$ is completed. There are two cases based on the size of $S$. When $S=\{f\}$ then

$$
\begin{aligned}
&(1+o(1)) \frac{1}{q(t)} 2(2 t)^{7}(2 q(t)) \exp \left(-(2 t)^{2}\right)^{6} x_{\phi, J, \Gamma, \kappa_{f, k} \max }, C \\
&(t) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \\
& \leq \frac{q(t)^{e(\Gamma)-e(J)} \beta_{r, J, \Gamma, \kappa, C, S}}{k_{\max }!} \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \\
& \leq \frac{f_{r, J, \Gamma, \kappa, C, S}(t)}{s_{\sigma}} \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} .
\end{aligned}
$$

On the other hand if $|S|>1$ then for a fixed $f \in S$ we have that the expected change is

$$
\begin{gathered}
(1+o(1)) \frac{1}{q(t)} 2(2 t)^{7}(2 q(t)) \exp \left(-(2 t)^{2}\right)^{6} \frac{f_{r, J, \Gamma, \kappa_{f, k_{m a x}}, C, S \backslash f}}{s_{\sigma}} \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \\
\leq \frac{f_{r, J, \Gamma, \kappa, C, S}(t)}{k_{\text {max }}!s_{\sigma}} \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} \leq \frac{f_{r, J, \Gamma, \kappa, C, S}(t)}{s_{\sigma}^{2}} \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} .
\end{gathered}
$$

Finally the expected change for completing an element $c \in C$

$$
(1+o(1)) \frac{1}{q(t)} 2(2 t)(2 q(t)) \frac{f_{r, J, \Gamma, \kappa, C \backslash c, S}(t)}{s_{\sigma}} \frac{n^{f_{2}(r, J)}}{n^{3 / 2}}(1+o(1)) 8 t \frac{f_{r, J, \Gamma, \kappa, C, S}(t)}{s_{\sigma}} \frac{n^{f_{2}(r, J)}}{n^{3 / 2}} .
$$

Since in Lemma 7.11 we have established that all other contributions are small we have that

$$
\mathbb{E}\left(Z_{\phi, J, \Gamma, \kappa, C, S}^{+}(i)\right)=\left(0 \pm \frac{h^{+}(t)}{s_{\sigma}}\right) \frac{n^{f_{2}(r, J)}}{n^{3 / 2}}
$$

where

$$
h^{+}(t)=(e(J) 2 \mathrm{e}+|S|+|C| 8 t) f_{r, J, \Gamma, \kappa, C, S}(t)=o\left(f_{r, J, \Gamma, \kappa, C, S}^{\prime}(t)\right)
$$

completing the proof.

## Corollary 7.14

For every $\sigma \in \mathcal{I}$ whenever $\mathcal{G}_{i} \cap \mathcal{H}_{i}$ hold then there exists a smooth non-negative function $h_{\sigma}(t)$ such that

$$
\mathbb{E}\left(X_{\sigma}^{ \pm}(i)\right)=\left(x_{\sigma}^{ \pm} \pm \frac{h_{\sigma}(t)}{s_{\sigma}}\right) \frac{S_{\sigma}}{s},
$$

and

$$
f_{\sigma}(t) \geq \int_{0}^{t} h_{\sigma}(\tau) d \tau+\beta_{\sigma}
$$

### 7.2.5 Boundedness hypothesis

Note that the boundedness hypothesis holds whenever $\mathcal{H}_{i}$ and $\mathcal{G}_{i}$ hold as the event $\mathcal{E}_{i} \supseteq \mathcal{H}_{i}$ guarantees it. Next we verify the initial conditions.

### 7.2.6 Initial conditions

## Lemma 7.15

For all $\sigma \in \mathcal{I}$ we have that:

$$
X_{\sigma}(0)=\left(x_{\sigma}(0) \pm \frac{\beta_{\sigma}}{3 s_{\sigma}}\right) S_{\sigma}
$$

Proof Note if $X_{\sigma}(0)=0$ then $x_{\sigma}(0)=0$ and we are done. In the remaining cases either $\sigma \in \mathcal{I}_{q}$ in which case we are considering $Q_{0}(0)$ and we have that

$$
Q_{0}(0)=\binom{n}{2}=\frac{n^{2}}{2}+O(n)=\left(\frac{1}{2} \pm O\left(\frac{1}{n}\right)\right) n^{2} .
$$

Note that $q_{0}(0)=1 / 2$ and that $n^{-1}=o\left(1 / s_{\sigma}\right)=o\left(\beta_{0} / s_{\sigma}\right)$. Otherwise we have to consider $\sigma \in \mathcal{I}_{x}$ where $\sigma$ is a quintuple ( $\phi, J, \Gamma, \kappa, C$ ) where $e(J)=0, \kappa$ is the constant 0 function and $C=\emptyset$. In these cases we have that $X_{\phi, J, \Gamma, \kappa, C}(0)=[n]_{v(\Gamma)-2}$ and recall that $J$ is a spanning graph of $\Gamma$ and thus $f_{2}(r, J)=v(\Gamma)-2$. Since

$$
\left|n^{v(\Gamma)-2}-[n]_{v(\Gamma)-2}\right|=O\left(n^{-1}\right)=o\left(\frac{\beta_{r, J, \Gamma, \kappa, C}}{s_{\sigma}}\right)
$$

hence the boundedness condition holds.

### 7.2.7 Bounded number of variables

## Lemma 7.16

For all $j \in \mathcal{V}$ and $\sigma \in \mathcal{I}_{j}$ we have

$$
\max \left\{|\mathcal{V}|,\left|\mathcal{I}_{j}\right|\right\} \leq e^{u_{\sigma}}
$$

Proof Note that $u_{\sigma}=\log ^{2} n$ and thus $e^{u_{\sigma}}=n^{\log n}$. Also note that $|\mathcal{V}|=4$ and that $\left|\mathcal{I}_{j}\right| \leq O\left(n^{2} \log ^{e(\Gamma)} n\right) \leq n^{\log n}$.

### 7.2.8 High probability events

For the following proofs we will need the following result of Spencer [41].
Theorem 7.17 ([41])
Let $(R, F)$ be a strictly balanced rooted graph where $R$ forms an independent set and fix $\varepsilon, \delta>0$. Fix $S \subseteq V\left(G_{n, p}\right)$ such that $|S|=|R|$ and let $X_{S, F}$ denote the number of copies of $(R, F)$ rooted at $S$ in $G_{n, p}$. Then there exists a $K$ such that if p satisfies $\mathbb{E}\left(X_{S, F}\right)>K \ln n$ then

$$
\mathbb{P}\left(\left|X_{S, F}-\mathbb{E}\left(X_{S, F}\right)\right|>\varepsilon \mathbb{E}\left(X_{S, F}\right)\right) \leq o\left(n^{-\delta}\right) .
$$

Actually we will only need the following corollary.

## Corollary 7.18

Let $(R, F)$ be a strictly balanced rooted graph where $R$ forms an independent set and consider $G_{n, p}$ with $p=n^{-1 / 2+o(1)}$. Define $a=\max \left\{0, f_{2}(R, F)\right\}$. Then for every fixed $\delta>0$ we have with probability $1-o\left(n^{-\delta}\right)$ that the maximum number of copies of $(R, F)$ rooted at any $S \subseteq V\left(G_{n, p}\right)$ such that $|S|=|R|$ is $n^{a+o(1)}$.

Proof Let $X_{S, F}$ denote the number of copies of $(R, F)$ rooted at $S$ in $G_{n, p}$ when $p=n^{-1 / 2+o(1)}$ and fix $\delta>0$. Note that $\mathbb{E}\left(X_{S, F}\right)=n^{f_{2}(R, F)+o(1)}$.

First consider the case when $\mathbb{E}\left(X_{S, F}\right)=\omega(\log n)$. Note that this holds when $f_{2}(R, F)>0$. Applying Theorem 7.17 gives us that

$$
\mathbb{P}\left(X_{S, F} \geq 2 \mathbb{E}\left(X_{S, F}\right)\right)=o\left(n^{-\delta-2}\right)
$$

since $\omega(\log n)>K \log n$ for every $K>0$ assuming $n$ is sufficiently large. Note that $2 \mathbb{E}\left(X_{S, F}\right)=n^{f_{2}(R, F)+o(1)}$.

Otherwise let $X_{S, F}^{\prime}$ be the number of copies of $(R, F)$ rooted at $S$ in $G_{n, p^{\prime}}$ where $p^{\prime}=n^{-1 / d(R, F)} \log ^{2} n$. We have that $p \leq p^{\prime}$ as

$$
\mathbb{E}\left(X_{S, F}^{\prime}\right)=\Theta\left(n^{v(F)-|R|} p^{e(F)}\right)=\Theta\left(\log ^{2 e(F)} n\right) .
$$

Clearly

$$
\mathbb{P}\left(X_{S, F} \geq 2 \mathbb{E}\left(X_{S, F}^{\prime}\right)\right) \leq \mathbb{P}\left(X_{S, F}^{\prime} \geq 2 \mathbb{E}\left(X_{S, F}^{\prime}\right)\right)
$$

Applying Theorem 7.17 implies that $\mathbb{P}\left(X_{S, F} \geq 2 \mathbb{E}\left(X_{S, F}^{\prime}\right)\right) \leq o\left(n^{-\delta-2}\right)$ and note that $2 \mathbb{E}\left(X_{S, F}^{\prime}\right)=n^{o(1)}$. The statement follows by applying the union bound.

Note that this Corollary also applies to graphs as graphs are rooted graphs with empty roots.

## Lemma 7.19

The event $\mathcal{B}_{i}$ satisfies

$$
\mathbb{P}\left[\exists i \leq m: \mathcal{G}_{i} \cap \neg \mathcal{B}_{i}\right]=o(1) .
$$

Proof Let $(r, F)$ be the rooted graph composition described in Lemma 7.5 and note that is is strictly balanced with $d(F)=2$. Instead of counting the total number of these graphs rooted at some open pair in $G_{f}\left(K_{3,4}^{-}\right)_{n, j}$ we will consider the number of copies of $F$ found in $G_{f}\left(K_{3,4}^{-}\right)_{n, m}$. Denote by $U_{F}$ the number of copies of $F$ found in $G_{f}\left(K_{3,4}^{-}\right)_{n, m}$. Since $\mathcal{G}(m)$ implies that $Q(m)>n^{2-o(1)}$ thus

$$
\begin{aligned}
\mathbb{P}\left(\exists i \leq m: \mathcal{G}_{i} \cap \neg \mathcal{B}_{i}\right) & \leq \sum_{i=1}^{m} \mathbb{P}\left(\mathcal{G}_{i} \cap \neg \mathcal{B}_{i}\right) \\
& \leq \sum_{i=1}^{m} \mathbb{P}\left(\left\{Q(i)>n^{2-o(1)}\right\} \cap \neg \mathcal{B}_{i}\right) \\
& \leq m \mathbb{P}\left(\left\{Q(m)>n^{2-o(1)}\right\} \cap \neg \mathcal{B}_{m}\right) \\
& \leq m \mathbb{P}\left(\left\{Q(m)>n^{2-o(1)}\right\} \cap\left\{U_{F}>n^{o(1)}\right\}\right) .
\end{aligned}
$$

Note that $U_{F}>n^{o(1)}$ is a decreasing property and thus we may apply Theorem 4.6 in order to determine this probability. Select $\lambda=\binom{n}{2} / Q(m)=n^{o(1)}$ and thus applying Theorem 4.6 gives us that it is enough to have a bound on the probability that $G_{n, p}$ has more than $n^{o(1)}$ copies of $F$, when $p=n^{-1 / 2+o(1)}$. Corollary 7.18 gives us that this is smaller than $n^{-\delta}$ for any $\delta>0$. The statement follows by setting $\delta=2$.

The proofs of the remaining events $\mathcal{C}_{i}, \mathcal{D}_{i}$ and $\mathcal{E}_{i}$ will be similar, however in these cases we will have to consider rooted graphs which are not strictly balanced. In order to manage these cases, similarly to Bohman and Keevash [6] we define the extension series of a rooted graph. Let $(R, F)$ be a rooted graph. Then the extension series $R=B_{0} \subsetneq B_{1} \subsetneq B_{2} \subsetneq \ldots \subsetneq B_{v}=V(F)$ is created in the following way. If ( $B_{i}, F$ ) is not strictly balanced, then let $B_{i+1}$ be a minimal set which minimises $f_{2}\left(B_{i}, F_{B_{i}}\left[B_{i+1}\right]\right)$ otherwise let $B_{i+1}=V(F)$. Bohman and Keevash [6] noted that the rooted graphs ( $B_{i}, F_{B_{i}}\left[B_{i+1}\right]$ ) are strictly balanced and that for $i \geq 1$ we have that $f_{2}\left(B_{i}, F_{B_{i}}\left[B_{i+1}\right]\right) \geq 0$. Also we have that

$$
f_{2}(R, F)=\sum_{i=0}^{v-1} f_{2}\left(B_{i}, F_{B_{i}}\left[B_{i+1}\right]\right) .
$$

The following results follow from the proofs of Bohman and Keevash [6] which were necessary for the strictly 2-balanced case. We need to extend their results slightly as we have a 2-balanced graph and thus we will include a simplified version of the proofs.

## Lemma 7.20

Let $(R, F)$ be a rooted graph where $R$ forms an independent set and let $B_{0}, B_{1}, \ldots, B_{v}$ be its extension series. Assume $v \geq 1$. Define $a=\max \left\{f_{2}\left(B_{0}, F_{B_{0}}\right), f_{2}\left(B_{1}, F_{B_{1}}\right)\right\}$. Then we have with probability $1-o\left(n^{-2}\right)$ that for any $S \subseteq V\left(G_{n, p}\right)$ with $|S|=|R|$ and $p=n^{-1 / 2+o(1)}$ that the number of copies of $(R, F)$ rooted at $S$ in $G_{n, p}$ is at most $n^{a+o(1)}$.

Proof Note that Corollary 7.18 is a special case when $B_{1}=V(F)$. Note that according to Corollary 7.18 we have with probability $1-o\left(n^{-2}\right)$ that for any $0 \leq$ $i \leq v-1$ and any $S \subseteq V\left(G_{n, p}\right)$ with $|S|=\left|B_{i}\right|$ that the number of copies of $\left(B_{i}, F_{B_{i}}\left[B_{i+1}\right]\right)$ rooted at $S$ in $G_{n, p}$ is at $\operatorname{most} n^{\max \left\{f_{2}\left(B_{i}, F_{B_{i}}\left[B_{i+1}\right]\right), 0\right\}+o(1)}$. Note that $f_{2}\left(B_{i}, F_{B_{i}}\left[B_{i+1}\right]\right) \geq 0$ for $i \geq 1$. Also since $\sum_{i=1}^{v-1} f_{2}\left(B_{i}, F_{B_{i}}\left[B_{i+1}\right]\right)=f_{2}\left(B_{1}, F_{B_{1}}\right)$ thus the total number of copies of $(R, F)$ rooted at any set $S$ with $|S|=|R|$ in $V\left(G_{n, p}\right)$ it at most

$$
n^{\max \left\{f_{2}\left(B_{0}, F_{B_{0}}\left[B_{1}\right]\right), 0\right\}+o(1)} n^{f_{2}\left(B_{1}, F_{B_{1}}\right)+o(1)}=n^{a+o(1)}
$$

as $f_{2}\left(B_{0}, F_{B_{0}}\left[B_{1}\right]\right)+f_{2}\left(B_{1}, F_{B_{1}}\right)=f_{2}\left(B_{0}, F_{B_{0}}\right)$.

## Lemma 7.21

Let $(R, F)$ be a rooted graph such that $R$ forms an independent set and for every $R \subseteq$ $B \subsetneq V(F)$ we have that $f_{2}(B, F) \leq$ a for some $a \geq 0$. Then we have with probability $1-o\left(n^{-2}\right)$ that for any $S \subseteq V\left(G_{n, p}\right)$ with $|S|=|R|$ and $p=n^{-1 / 2+o(1)}$ that the number of copies of $(R, F)$ rooted at $S$ in $G_{n, p}$ is at most $n^{a+o(1)}$.

Proof Let $B_{0}, B_{1}, \ldots, B_{v}$ be the extension series of $(R, F)$. We have to consider 3 cases when $B_{0}=V(F)$ when $B_{1}=V(F)$ and when neither of these hold. The case $B_{0}=V(F)$ is trivial as there can be only $O(1)$ copies of $F$ rooted at $S$ which is less than $n^{o(1)}$. In case $B_{1}=V(F)$ then we can apply Lemma 7.20 and since $f_{2}\left(B_{1}, F_{B_{1}}\right)=0$ there are at most $n^{\max \left\{f_{2}\left(B_{0}, F_{B_{0}}\right), 0\right\}+o(1)} \leq n^{a+o(1)}$ copies. The final case also follows from applying Lemma 7.20 as both $f_{2}\left(B_{0}, F_{B_{0}}\right) \leq a$ and $f_{2}\left(B_{1}, F_{B_{1}}\right) \leq a$.

## Lemma 7.22

Let $(R, F)$ be a rooted graph such that $R$ forms an independent set and for every $R \subseteq B \subsetneq$ $V(F)$ we have that $f_{2}(B, F) \leq$ a for some $a \geq 0$. Let $\mathcal{U}_{i}$ denote the event that for every $j \leq i$ we have that for every $S \subseteq V\left(G_{f}\left(K_{3,4}^{-}\right)_{n, i}\right)$ the number of copies of $(R, F)$ rooted at $S$ in $G_{f}\left(K_{3,4}^{-}\right)_{n, i}$ is at most $n^{a+o(1)}$. Then we have that

$$
\mathbb{P}\left(\exists i \leq m: \mathcal{G}_{i} \cap \neg \mathcal{U}_{i}\right)=o(1) .
$$

Proof Note that $\mathcal{G}_{m}$ implies that $Q(m)>n^{2-o(1)}$ thus

$$
\begin{aligned}
\mathbb{P}\left(\exists i \leq m: \mathcal{G}_{i} \cap \neg \mathcal{U}_{i}\right) & \leq \sum_{i=1}^{m} \mathbb{P}\left(\mathcal{G}_{i} \cap \neg \mathcal{U}_{i}\right) \\
& \leq \sum_{i=1}^{m} \mathbb{P}\left(\left\{Q(i)>n^{2-o(1)}\right\} \cap \neg \mathcal{U}_{i}\right) \\
& \leq m \mathbb{P}\left(\left\{Q(m)>n^{2-o(1)}\right\} \cap \neg \mathcal{U}_{m}\right) .
\end{aligned}
$$

Note that $\mathcal{U}_{m}$ is a decreasing property and thus we may apply Theorem 4.6 in order to determine this probability. Let $p=n^{-1 / 2+o(1)}$ and let $\mathcal{U}_{i}$ denote the event that for every $S \subseteq V\left(G_{n, p}\right)$ the number of copies of $(R, F)$ rooted at $S$ in $G_{n, p}$ is at most $n^{a+o(1)}$.

Select $\lambda=\binom{n}{2} / Q(m)=n^{o(1)}$ and thus applying Theorem 4.6 gives us that

$$
\mathbb{P}\left(\left\{Q(m)>n^{2-o(1)}\right\} \cap \neg \mathcal{U}_{m}\right) \leq \mathbb{P}(\neg \mathcal{U})+o\left(n^{-2}\right) .
$$

Lemma 7.21 gives us that $\mathbb{P}(\neg \mathcal{U})=o\left(n^{-2}\right)$ and the statement follows.

## Lemma 7.23

Let $\left(r_{1}, F_{1}\right)$ and $\left(r_{2}, F_{2}\right)$ be strictly balanced non-trivial rooted graphs, such that $r_{1}$ and $r_{2}$ are non-edges and $d\left(r_{1}, F_{1}\right)=d\left(r_{2}, F_{2}\right)=2$. Let $\left(g_{1}, g_{2}, F\right) \in\left(r_{1}, F_{1}\right) \oplus\left(r_{2}, F_{2}\right)$ and let $S_{g_{1}, g_{2}, F} \subseteq B \subsetneq V(F)$. Then we have that

$$
f_{2}\left(B, F_{B}\right)<0 .
$$

Proof Define $B_{1}$ as the maximal subset of $V\left(F_{1}\right)$ such that $g_{1}\left(B_{1}\right) \subseteq B$ and similarly let $B_{2}$ be the maximal subset of $V\left(F_{2}\right)$ such that $g_{2}\left(B_{2}\right) \subseteq B$. Also define $T_{1} \subseteq V\left(F_{1}\right), T_{2} \subseteq V\left(F_{2}\right)$ as the maximal subsets such that $g_{1}\left(T_{1}\right) \subseteq V\left(T_{g_{1}, g_{2}, F}\right)$ and $g_{2}\left(T_{2}\right) \subseteq V\left(T_{g_{1}, g_{2}, F}\right)$. Let $e\left(B_{1} \backslash T_{1}, T_{1}\right)$ denote the number of edges between $B_{1} \backslash T_{1}$ and $T_{1}$ and $e\left(B_{2} \backslash T_{2}, T_{2}\right)$ is defined analogously

Note that

$$
\begin{aligned}
& f_{2}\left(B, F_{B}\right) \leq f_{2}\left(B_{1},\left(F_{1}\right)_{B_{1}}\right)+f_{2}\left(B_{2} \cup T_{2},\left(F_{2}\right)_{B_{2} \cup T_{2}}\right)-e\left(B_{2} \backslash T_{2}, T_{2}\right) / 2 \\
& f_{2}\left(B, F_{B}\right) \leq f_{2}\left(B_{1} \cup T_{1},\left(F_{1}\right)_{B_{1} \cup T_{1}}\right)+f_{2}\left(B_{2},\left(F_{2}\right)_{B_{2}}\right)-e\left(B_{1} \backslash T_{1}, T_{1}\right) / 2
\end{aligned}
$$

as the first inequality might ignore some edges in $E\left(F_{2}\left[B_{2} \cup T_{2}\right]\right)$ and the second some edges in $E\left(F_{1}\left[B_{1} \cup T_{1}\right]\right)$.

Note that since $\left(R_{1}, F_{1}\right)$ and $\left(R_{2}, F_{2}\right)$ are strictly balanced rooted graphs we have that for $\mathrm{i}=1,2$ and every $R_{i} \subseteq S \subseteq V\left(F_{i}\right)$ that $f_{2}\left(S,\left(F_{i}\right)_{S}\right) \leq 0$ where equality holds only if $S=R_{i}$ or $S=V\left(F_{i}\right)$. It is enough to consider the case when each of $f_{2}\left(B_{1},\left(F_{1}\right)_{B_{1}}\right), f_{2}\left(B_{2} \cup T_{2},\left(F_{2}\right)_{B_{2} \cup T_{2}}\right), f_{2}\left(B_{1} \cup T_{1},\left(F_{1}\right)_{B_{1} \cup T_{1}}\right), f_{2}\left(B_{2},\left(F_{2}\right)_{B_{2}}\right)$, $e\left(B_{1} \backslash T_{1}, T_{1}\right)$, and $e\left(B_{2} \backslash T_{2}, T_{2}\right)$ is zero.

Note that we have that $B \subsetneq V(F)$ thus either $B_{1} \subsetneq V\left(F_{1}\right)$ or $B_{2} \subsetneq V\left(F_{2}\right)$ and without loss of generality we may assume that $B_{1} \subsetneq V\left(F_{1}\right)$. Since $f_{2}\left(B_{1},\left(F_{1}\right)_{B_{1}}\right)=$ 0 we have that $B_{1}=r_{1}$. Since $f_{2}\left(B_{2},\left(F_{2}\right)_{B_{2}}\right)=0$ we have that either $B_{2}=r_{2}$ or $B_{2}=V\left(F_{2}\right)$. However the second contradicts the assumption that $e\left(T_{g_{1}, g_{2}, F}\right)>0$ as in this case no edge in $g_{1}\left(E\left(F_{1}\right)\right)$ is spanned by $B$ and every edge in $g_{2}\left(E\left(F_{2}\right)\right)$ is spanned by $B$.

Thus we have that $B_{1}=r_{1}$ and $B_{2}=r_{2}$. Note that neither $B_{1}$ or $B_{2}$ spans any edges and thus we have that $T_{1} \nsubseteq B_{1}$ and $T_{2} \nsubseteq B_{2}$. We also have that $B_{1} \cup T_{1}=$ $V\left(F_{1}\right)$ and $B_{2} \cup T_{2}=V\left(F_{2}\right)$. Since $e\left(B_{1} \backslash T_{1}, T_{1}\right)=0$ and because $\left(r_{1}, F_{1}\right)$ is nontrivial we have that $T_{1}=V\left(F_{1}\right)$ and similarly $T_{2}=V\left(F_{2}\right)$. Therefore the two copies overlap on every vertex and $g_{1}\left(r_{1}\right)=g_{2}\left(r_{2}\right)=B$. However this means that the graph we are considering is a copy of $\left(r_{1}, F_{1}\right)$ with an additional edge added, and the statement holds.

## Lemma 7.24

The event $\mathcal{C}_{i}$ satisfies

$$
\mathbb{P}\left[\exists i \leq m: \mathcal{G}_{i} \cap \neg \mathcal{C}_{i}\right]=o(1)
$$

Proof Recall that $\mathcal{C}_{i}$ was the event that for every $j \leq i$ we have that

- for any pair of vertices $u, v \in V\left(G_{f}\left(K_{3,4}^{-}\right)_{n, j}\right)$ with $u \neq v$ and for any rooted $\operatorname{graph}(r, F) \in\left\{\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right),\left(r,\left(K_{3}\right)_{r}\right),\left(r,\left(K_{3,3}\right)_{r}\right)\right\}$ we have that the number of edges which when inserted into $G_{f}\left(K_{3,4}^{-}\right)_{n, j}$ would create multiple copies of $(r, F)$ rooted at $u, v$ is at most $f(t) \sqrt{n} / n^{1 / 11}$
- for any four vertices $u_{1}, u_{2}, v_{1}, v_{2} \in V\left(G_{f}\left(K_{3,4}^{-}\right)_{n, j}\right)$, with $u_{1} \neq v_{1}, u_{2} \neq v_{2}$ and for $\left(r_{1}, F_{1}\right),\left(r_{2}, F_{2}\right) \in\left\{\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right),\left(r,\left(K_{3}\right)_{r}\right),\left(r,\left(K_{3,3}\right)_{r}\right)\right\}$ the number of edges which when inserted into $G_{f}\left(K_{3,4}^{-}\right)_{n, j}$ would create both a copy of $\left(r_{1}, F_{1}\right)$ at $\left\{u_{1}, v_{1}\right\}$ and $\left(r_{2}, F_{2}\right)$ at $u_{2}, v_{2}$ is at most $f(t) \sqrt{n} / n^{1 / 11}$.

Note that inserting this last edge would not only create a copy of $\left(r_{1}, F_{1}\right)$ rooted at $f_{1}$ and a copy of $\left(r_{2}, F_{2}\right)$ at $f_{2}$, but also it would create a copy of a rooted graph $\left(R_{g_{1}, g_{2}, F}, F\right)$ for some $\left(g_{1}, g_{2}, F\right) \in\left(r_{1}, F_{1}\right) \oplus\left(r_{2}, F_{2}\right)$ rooted at $f_{1} \cup f_{2}$. A similar argument holds for creating multiple copies of $\left(r_{1}, F_{1}\right)$ at $f_{1}$.

We will show that the maximal number of copies of $\left(R_{g_{1}, g_{2}, F}, F_{e}\right)$ for any $e \in$ $E(F)$ rooted at any set $S \subseteq V\left(G_{f}\left(K_{3,4}^{-}\right)\right)$such that $|S|=\left|R_{g_{1}, g_{2}, F}\right|$ is $n^{o(1)}$.

Note that $f_{2}\left(B,\left(F_{e}\right)_{B}\right) \leq f_{2}\left(B, F_{B}\right)+1 / 2$. We also have by Lemma 7.23 that $f_{2}\left(B, F_{B}\right)<0$ for $R_{g_{1}, g_{2}, F} \subseteq B \subsetneq V(F)$ and note that $f_{2}\left(B, F_{B}\right)<0$ is equivalent to $f_{2}\left(B, F_{B}\right) \leq-1 / 2$ and the result follows by applying Lemma 7.22.

## Lemma 7.25

Let $\left(r_{1}, F_{1}\right),\left(r_{2}, F_{2}\right)$ be strictly balanced non-trivial rooted graphs such that $r_{1}$ and $r_{2}$ are non-edges and let $\left(g_{1}, g_{2}, F\right) \in F_{1} \otimes F_{2}$ such that the following hold

- $g_{1}\left(E\left(F_{1}\right)\right) \cap g_{2}\left(E\left(F_{2}\right)\right) \neq \emptyset$
- $g_{2}\left(r_{2}\right) \subseteq g_{1}\left(V\left(F_{1}\right)\right)$

$$
\text { - } g_{2}\left(E\left(F_{2}\right)\right) \nsubseteq g_{1}\left(E\left(F_{1}\right)\right)
$$

Then for any $g_{1}\left(r_{1}\right) \subseteq B \subsetneq V(F)$ we have that $f_{2}\left(B, F_{B}\right)<0$.
Proof Define $B_{1}$ as the maximal subset of $V\left(F_{1}\right)$ such that $g_{1}\left(B_{1}\right) \subseteq B$ and similarly let $B_{2}$ be the maximal subset of $V\left(F_{2}\right)$ such that $g_{2}\left(B_{2}\right) \subseteq B$. Also define $T_{2} \subseteq V\left(F_{2}\right)$ as the maximal subset such that $g_{2}\left(T_{2}\right) \subseteq g_{1}\left(V\left(F_{1}\right)\right) \cap g_{2}\left(V\left(F_{2}\right)\right)$. Let $e\left(B_{2} \backslash T_{2}, T_{2}\right)$ denote the number of edges between $B_{2} \backslash T_{2}$ and $T_{2}$. Note that

$$
f_{2}\left(B, F_{B}\right) \leq f_{2}\left(B_{1},\left(F_{1}\right)_{B_{1}}\right)+f_{2}\left(B_{2} \cup T_{2},\left(F_{2}\right)_{B_{2} \cup T_{2}}\right)-e\left(B_{2} \backslash T_{2}, T_{2}\right) / 2
$$

Note that when $r_{2} \subseteq B_{2}$ then this is equivalent to Lemma 7.23. So we will assume that $B_{2} \cap r_{2} \subsetneq r_{2}$. Again it is enough to concentrate on the case when each of $f_{2}\left(B_{1},\left(F_{1}\right)_{B_{1}}\right), f_{2}\left(B_{2} \cup T_{2},\left(F_{2}\right)_{B_{2} \cup T_{2}}\right), e\left(B_{2} \backslash T_{2}, T_{2}\right)$ is zero. We have that $f_{2}\left(B_{1},\left(F_{1}\right)_{B_{1}}\right)=0$ only if either $r_{1}=B_{1}$ or $V\left(F_{1}\right)=B_{1}$. However this second case is ruled out as $g_{2}\left(r_{2}\right) \subseteq g_{1}\left(V\left(F_{1}\right)\right)$ and $g_{2}\left(r_{2}\right) \nsubseteq B$. Clearly $r_{2} \subseteq T_{2}$ and since it spans no edges we have that $r_{2} \subsetneq T_{2}$. Therefore since $f_{2}\left(B_{2} \cup T_{2},\left(F_{2}\right)_{B_{2} \cup T_{2}}\right)=0$ we have that $B_{2} \cup T_{2}=V\left(F_{2}\right)$. Note that if $\left(r_{2}, F_{2}\right)$ is strictly balanced it is connected. Therefore since $e\left(B_{2} \backslash T_{2}, T_{2}\right)=0$ and $V\left(F_{2}\right)=B_{2} \cup T_{2}$ we have that $B_{2} \backslash T_{2}=\emptyset$. Thus we have that $V\left(F_{2}\right)=T_{2}$ thus $g_{2}\left(V\left(F_{2}\right)\right) \subseteq g_{1}\left(V_{F_{1}}\right)$. However this implies that $\left(g_{1}\left(r_{1}\right), F\right)$ is just a copy of $\left(r_{1}, F_{1}\right)$ with some additional edges added. The statement follows.

## Lemma 7.26

The event $\mathcal{D}_{i}$ satisfies

$$
\mathbb{P}\left[\exists i \leq m: \mathcal{G}_{i} \cap \neg \mathcal{D}_{i}\right]=o(1)
$$

Proof Recall that the event $\mathcal{D}_{i}$ holds if for every $j \leq i$ we have the following. Select $(r, \Gamma) \in\left\{\left(r,\left(K_{3}\right)_{r}\right),\left(r,\left(K_{3,3}\right)_{r}\right),\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right)\right\}$ and let $(r, J)$ be a proper spanning subgraph of $(r, \Gamma)$. Also let $\left(r_{2}, F_{2}\right) \in\left\{\left(r,\left(K_{3}\right)_{r}\right),\left(r,\left(K_{3,3}\right)_{r}\right),\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right)\right\}$. Then for any $\left(g_{1}, g_{2}, F\right) \in\left(J \otimes F_{2}\right)$ such that $g_{2}\left(r_{2}\right) \subseteq g_{1}(E(J))$ and $g_{1}(E(\Gamma) \backslash E(J)) \cap$ $g_{2}\left(E\left(F_{2}\right)\right)=\emptyset$ we have that for any pair of distinct vertices $u, v \in V\left(G_{f}\left(K_{3,4}^{-}\right)_{n, j}\right)$ the number of edges which when inserted into the graph would create a copy of $\left(g_{1}(r), F\right)$ rooted at $\{u, v\}$ in $G_{f}\left(K_{3,4}^{-}\right)_{n, j}$ is $O\left(n^{f_{2}(r, J)} n^{\varepsilon}\right)$.

Fix $\left(r_{2}, F_{2}\right) \in\left\{\left(r,\left(K_{3}\right)_{r}\right),\left(r,\left(K_{3,3}\right)_{r}\right),\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right)\right\}$ and we will show that there are at most $n^{f_{2}(r, J)+o(1)}$ such edges. We are looking for the number of copies of $\left(g_{1}(r), F_{e}\right)$ rooted at $\{u, v\}$ in $G_{f}\left(K_{3,4}^{-}\right)_{n, j}$ for some fixed $e \in E\left(T_{g_{1}, g_{2}, F}\right)$. Lemma 7.22 implies the result if we have that $f_{2}\left(B, F_{B}\right) \leq f_{2}(r, J)$ for every $g_{1}(r) \subseteq B \subsetneq$ $V(F)$.

Note that for the same $g_{1}, g_{2}$ we have that $\left(g_{1}, g_{2}, F^{\prime}\right) \in \Gamma \otimes F_{2}$ such that all the conditions of Lemma 7.25 apply as in case the last condition did not hold there would be an edge in $E(\Gamma) \backslash E(J)$, a case which is not considered. Note that any $g_{1}(r) \subseteq B \subsetneq V\left(F_{e}\right)$ that $f_{2}\left(B,\left(F_{e}\right)_{B}\right) \leq f_{2}\left(B,\left(F^{\prime}\right)_{B}\right)+(e(\Gamma)-e(J)+1) / 2=$ $f_{2}\left(B,\left(F^{\prime}\right)_{B}\right)+f_{2}(r, J)+1 / 2$. Lemma 7.25 gives us that $f_{2}\left(B,\left(F^{\prime}\right)_{B}\right) \leq-1 / 2$.

## Lemma 7.27

Let $\left(r_{1}, F_{1}\right),\left(r_{2}, F_{2}\right)$ be strictly balanced non-trivial rooted graphs such that $r_{1}$ and $r_{2}$ are non-edges and let $\left(g_{1}, g_{2}, F\right) \in F_{1} \otimes F_{2}$ such that the following hold

- $g_{2}\left(r_{2}\right) \subseteq g_{1}\left(V\left(F_{1}\right)\right)$
- $g_{2}\left(E\left(F_{2}\right)\right) \nsubseteq g_{1}\left(E\left(F_{1}\right)\right)$

Then for any $g_{1}\left(r_{1}\right) \subsetneq B \subsetneq V(F)$ we have that $f_{2}\left(B, F_{B}\right) \leq 0$ and equality holds only if $B=V\left(F_{1}\right)$ and $g_{1}\left(V\left(F_{1}\right)\right) \cap g_{2}\left(V\left(F_{2}\right) \backslash r_{2}\right)=\emptyset$.

Proof Define $B_{1}$ as the maximal subset of $V\left(F_{1}\right)$ such that $g_{1}\left(B_{1}\right) \subseteq B$ and similarly let $B_{2}$ be the maximal subset of $V\left(F_{2}\right)$ such that $g_{2}\left(B_{2}\right) \subseteq B$. Lemma 7.25 gives us that the statement holds when $g_{1}\left(E\left(V\left(F_{1}\right)\right)\right) \cap g_{2}\left(E\left(V\left(F_{2}\right)\right)\right) \neq \emptyset$. Otherwise let $T=g_{1}\left(V_{1}\right) \cap g_{2}\left(V_{2} \backslash r_{2}\right)$. We have that

$$
f_{2}\left(B, F_{B}\right) \leq f_{2}\left(B_{1},\left(F_{1}\right)_{B_{1}}\right)+f_{2}\left(r_{2} \cup B_{2},\left(F_{2}\right)_{B_{2}}\right)-|T \backslash B| .
$$

Next we examine the cases when all of these terms are zero. As always we have that $f_{2}\left(B_{1},\left(F_{1}\right)_{B_{1}}\right)=0$ if $B_{1}=r_{1}$ and when $B_{1}=V\left(F_{1}\right)$. In case $B_{1}=r_{1}$ then $r_{2} \cap B_{2}=\emptyset$ and $B_{2} \neq \emptyset$, thus $f_{2}\left(r_{2} \cup B_{2},\left(F_{2}\right)_{B_{2}}\right)<0$. On the other hand if $B_{1}=$ $V\left(F_{1}\right)$ then $B_{2} \neq V\left(F_{2}\right)$ so we only have to consider the case when $B_{2}=r_{2}$, in which case $T \backslash B=\emptyset$ completing the proof.

## Lemma 7.28

Let $(r, \Gamma)$ be a strictly balanced rooted graph with density 2 such that $r$ is a non-edge. Let $\left(g_{1}, g_{2}, g_{3}, F\right) \in \Gamma \otimes\left(K_{3,3}\right)_{r} \otimes\left(K_{3}\right)_{r, e}$ such that $g_{2}(r) \subseteq g_{1}(V(J)), g_{2}\left(E\left(F_{2}\right)\right) \nsubseteq$ $g_{1}\left(V\left(F_{1}\right)\right)$, and $g_{3}\left(\left(K_{3}\right)_{r, e}\right) \cap g_{2}\left(V\left(\left(K_{3,3}\right)_{r}\right)\right)=g_{3}(r)$. Then we have that for any $g_{1}(r) \cup$ $g_{3}(e) \subseteq B \subsetneq V(F)$ we have that

$$
f_{2}\left(B, F_{B}\right)<0 .
$$

Proof Let $V^{\prime}=g_{1}(V(\Gamma)) \cup g_{2}\left(V\left(\left(K_{3,3}\right)_{r}\right)\right)$. Note that

$$
f_{2}\left(B, F_{B}\right) \leq f_{2}\left(B \cap V^{\prime}, F_{B}\left[V^{\prime}\right]\right) .
$$

Lemma 7.27 gives us that $f_{2}\left(B \cap V^{\prime}, F_{B}\left[V^{\prime}\right]\right)=0$ only if $B \cap V^{\prime}=g_{1}(V(\Gamma))$ and $g_{1}(V(\Gamma)) \cap g_{2}\left(V\left(\left(K_{3,3}\right)_{r}\right)\right)=g_{2}(r)$. Let $V^{\prime \prime}=g_{2}\left(V\left(\left(K_{3,3}\right)_{r}\right)\right) \cup g_{3}\left(V\left(\left(K_{3}\right)_{r, e}\right)\right)$. For the remainder of the proof assume that $B \cap V^{\prime}=g_{1}(V(\Gamma))$ and $g_{1}(V(\Gamma)) \cap$ $g_{2}\left(V\left(\left(K_{3,3}\right)_{r}\right)\right)=g_{2}(r)$. Then we have that

$$
f_{2}\left(B, F_{B}\right)=f_{2}\left(B \cap V^{\prime \prime}, F_{B}\left[V^{\prime \prime}\right]\right)
$$

Note that $g_{2}(r) \subsetneq B \cap V^{\prime \prime}$. Therefore Lemma 7.27 implies that $f_{2}\left(B \cap V^{\prime \prime}, F_{B}\left[V^{\prime \prime}\right]\right)<0$ as $B \cap V^{\prime \prime} \neq g_{2}\left(V\left(\left(K_{3,3}\right)_{r}\right)\right)$ completing the proof.

## Lemma 7.29

The event $\mathcal{E}_{i}$ satisfies

$$
\mathbb{P}\left[\exists i \leq m: \mathcal{G}_{i} \cap \neg \mathcal{E}_{i}\right]=o(1) .
$$

Proof Recall that $\mathcal{E}_{i}$ is the event that the boundedness hypothesis holds i.e.

$$
X_{\sigma}^{ \pm} \leq \frac{\beta_{\sigma}^{2}}{s_{\sigma}^{2} \lambda_{\sigma} \tau_{\sigma}} \frac{S_{\sigma}}{u_{\sigma}}=\frac{\beta_{\sigma} n^{\varepsilon} S_{\sigma}}{n^{1 / 11} \log ^{3} n}
$$

We will show that these bounds hold on a case by case basis. In every case we will need an upper bound on the number of some rooted graphs $(R, F)$ rooted at any $S \subseteq V\left(G_{f}(H)_{n, j}\right)$ such that $|S|=|R|$. Similarly to the previous cases our aim is to determine an upper bound for $f_{2}\left(B, F_{B}\right)$ and then apply Lemma 7.22 to determine the upper bound.

We start by analysing the case when our random variable is $Q_{k}(i)$ and $Y_{o}(i)$. Assume that the edge inserted in step $i$ is $f$. Then the change in these variables is determined by the number of copies of $\left(r,\left(K_{3,3}\right)_{r, e}\right)$ rooted at $f$, the number of copies of $\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}, e}\right)$ rooted at $f$ and the number of copies of $\left(r,\left(K_{3}\right)_{r, e}\right)$ rooted at some non-edge of some copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at $f$. Note that for any strictly balanced rooted graph $(r, \Gamma)$ such that $d(r, \Gamma)=2$ we have that for every $r \subseteq B \subsetneq$ $V(\Gamma)$ that $f_{2}\left(B, \Gamma_{B}\right) \leq 0$ and thus after removing an edge from it we have that $f_{2}\left(B,\left(\Gamma_{e}\right)_{B}\right) \leq 1 / 2$. Since there are at most $n^{o(1)}$ copies of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at any pair of vertices Lemma 7.22 implies that the maximal change is at most $n^{1 / 2+o(1)}$, which satisfies the conditions.

Now for $X_{\phi, J, \Gamma, \kappa, C}(i)$ and $Z_{\phi, J, \Gamma, \kappa, C, S}(i)$. In these cases we aim to show that the maximal change can be bounded by $S_{\sigma} n^{o(1)} / \sqrt{n}$ which implies the result. Let $(r, J)$ be a subgraph of a strictly balanced rooted graph $(r, \Gamma)$. The first case considered is when inserting an edge creates the last edge needed in $(r, J)$. We bound the number of such copies created by inserting an edge, by giving bounds on the number of rooted graphs $\left(r \cup e, J_{e}\right)$ rooted at any set $S \subseteq V\left(G_{n, p}\right)$ with $|S|=|r \cup e|$ and
$p=n^{-1 / 2+o(1)}$. We have that for any $r \cup e \subseteq B \subsetneq V(J)$ that $f_{2}\left(B, J_{e}\right) \leq f_{2}\left(B, \Gamma_{B}\right)+$ $(e(\Gamma)-e(J)) / 2=f_{2}\left(B, \Gamma_{B}\right)+f_{2}(r, J)$ as $e \subseteq B$. Also since $(r, \Gamma)$ is a strictly balanced rooted graph we have that $f_{2}\left(B, \Gamma_{B}\right) \leq-1 / 2$ for any $r_{1} \cup e \subseteq B \subsetneq V(\Gamma)$ and the statement follows from Lemma 7.22.

The second case we consider is when a mutual neighbour of a non-edge of a copy of $\left(r,\left(K_{3,3}\right)_{r}\right)$ rooted at a specific non-edge of a copy of $(r, J)$ rooted with respect to $\phi$ is completed. In order to estimate the maximal change caused by completing such a construction we aim to bound the number of copies of the rooted graphs $\left(g_{1}(r) \cup g_{3}(e), F\right)$ rooted at any set $S \subseteq G_{n, p}$ such that $|S|=\mid g_{1}(r) \cup$ $g_{3}(e) \mid$ where $\left(g_{1}, g_{2}, g_{3}, F\right) \in J \otimes\left(K_{3,3}\right)_{r} \otimes\left(K_{3}\right)_{r, e}$ such that $g_{2}(r) \subseteq g_{1}(V(J))$, $g_{2}\left(E\left(\left(K_{3,3}\right)_{r}\right)\right) \nsubseteq g_{1}(E(J))$ and $g_{3}\left(V\left(\left(K_{3}\right)_{r, e}\right)\right) \cap g_{2}\left(V\left(\left(K_{3,3}\right)_{r}\right)\right)=g_{3}(r)$. This follows in the usual way from Lemma 7.28 and Lemma 7.22.

In the remaining cases let $(r, \Gamma) \in\left\{\left(r,\left(K_{3,3}\right)_{r}\right),\left(r,\left(K_{3}\right)_{r}\right),\left(r_{1},\left(K_{3,4}^{-}\right)_{r_{1}}\right)\right\}$ and consider $\left(g_{1}, g_{2}, F\right) \in J \otimes \Gamma_{e}$ such that $g_{2}(r) \subseteq g_{1}(V(J))$ and $g_{2}\left(E\left(\Gamma_{e}\right)\right) \nsubseteq g_{1}(E(J))$. Note that the maximal number of copies of $\left(g_{1}(r) \cup g_{2}(e), F\right)$ rooted at any set of vertices $S \subseteq V\left(G_{n, p}\right)$ with $|S|=\left\{g_{1}(r) \cup g_{2}(e)\right\}$ is an upper bound on the maximal change in these cases. Note that $B \neq g_{1}(V(J))$, as $g_{2}(e) \subseteq B$ and $g_{2}(e) \nsubseteq V(J)$. Therefore the result follows from Lemma 7.27 and Lemma 7.22.

## Corollary 7.30

The event $\mathcal{H}_{i}$ satisfies

$$
\mathbb{P}\left[\exists i \leq m: \mathcal{G}_{i} \cap \neg \mathcal{H}_{i}\right]=o(1) .
$$

PROOF Follows trivially from the fact that $\mathcal{H}_{i}=\mathcal{B}_{i} \cap \mathcal{C}_{i} \cap \mathcal{D}_{i} \cap \mathcal{E}_{i}$ and that

$$
\mathbb{P}\left[\exists i \leq m: \mathcal{G}_{i} \cap \neg \mathcal{H}_{i}\right] \leq \sum_{\mathcal{S} \in\{\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}, \mathcal{E}\}} \mathbb{P}\left[\exists i \leq m: \mathcal{G}_{i} \cap \neg \mathcal{S}_{i}\right]=o(1) .
$$

### 7.2.9 Additional technical assumptions

## Lemma 7.31

The additional technical assumptions hold.
Proof Note that $u_{\sigma}=\omega(1)$. Also note that by definition $\lambda_{\sigma} / \beta_{\sigma}=n^{\varepsilon}$ therefore

$$
s=n^{3 / 2} \geq=15 \log ^{2} n \log n\left(n^{1 / 22-\varepsilon} n^{\varepsilon}\right)^{2}=15 u_{\sigma} \tau_{\sigma}\left(s_{\sigma} \lambda_{\sigma} / \beta_{\sigma}\right)^{2} .
$$

also

$$
s=n^{3 / 2} \geq 9 n^{1 / 22-\varepsilon} n^{\varepsilon}=9 s_{\sigma} \lambda_{\sigma} / \beta_{\sigma} .
$$

We also have that

$$
\frac{s \beta_{\sigma}}{18 s_{\sigma} \lambda_{\sigma}}=\frac{n^{3 / 2}}{18 n^{1 / 22}}<m=\mu n^{3 / 2} \sqrt{\log \log n} \leq \frac{n^{3 / 2} \log n}{1944}=\frac{s \tau_{\sigma}}{1944}
$$

Also

$$
\begin{gathered}
\sup _{0 \leq t \leq m / s} q_{k}^{ \pm}(t)=O\left(k_{\max }(t) q_{k}(t)\right)=O\left(k_{\max } t \beta_{k}\right)=o\left(\beta_{k} n^{\varepsilon}\right) \\
\sup _{0 \leq t \leq m / s} x_{\sigma}^{ \pm}(t)=O\left(k_{\max } t \beta_{\sigma}\right)=\beta_{\sigma} n^{\varepsilon} .
\end{gathered}
$$

We also have that

$$
\int_{0}^{m / s}\left|x_{\sigma}^{\prime \prime}(t)\right| d t \leq \lambda_{\sigma}
$$

Clearly we may set $h_{\sigma}(t)=f_{\sigma}^{\prime}(t) / 2$ and thus

$$
h_{\sigma}(0)=O\left(k_{\max }\right) \beta_{\sigma} \leq n^{1 / 22} \beta_{\sigma}=s_{\sigma} \lambda_{\sigma} .
$$

Finally:

$$
\int_{0}^{m / s}\left|h_{\sigma}^{\prime}(t)\right| d t \leq h_{\sigma}(m / s) \leq f_{\sigma}^{\prime}(m / s) \leq n^{1 / 22} \beta_{\sigma}=s_{\sigma} \lambda_{\sigma} .
$$
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